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Abstract

An investigation into the role of ApsA and ApsNs in the inhibition of the initiation
phase of DNA replication

By Freya Ferguson

Precise DNA replication is essential for the maintenance of a healthy genome.
Although DNA replication has a very high fidelity, mutations can be introduced during
this process, and the likelihood of mutation increases when a cell is under stress.
Therefore, several signalling mechanisms exist, such as the ATM and ATR-dependent
signalling in the DNA damage response, which stall DNA replication and promote the
repair of damage. Diadenosine tetraphosphate (ApsA) levels increase in response to
cell stress, where it inhibits the initiation phase of DNA replication at micromolar
levels. However, the mechanistic basis for its inhibitory activity has not yet been
determined. In addition, there are other dinucleoside tetraphosphates (ApaNs) that
have extracellular signalling roles, yet their synthesis and intracellular function have
not been established. Here we present evidence suggesting that ApsNs can be
synthesised by UBE1 in a biologically relevant manner. We have developed a technique
for the extraction and detection of ApsA, ApaC, ApsG and ApsU by triple quadrupole
mass spectrometry in extracts from a mammalian KBM7 cell line with a disrupted
Nudt2 gene (NuKO). Furthermore, we have applied this technique to investigate the
effect of DNA damaging agents and DNA stressing agents on ApaN levels in NuKO cells.
Finally, the inhibitory effect of each ApsN in a cell-free DNA replication system
containing late G1 nuclei and S-phase cytosolic extract demonstrates that ApaNs have
the capacity to inhibit the initiation of DNA replication. Further analysis suggests that
ApaNs reduce initiation by reducing the chromatin localisation of the key replication
proteins Mcm2 and PCNA. Together, these data suggest that both ApsA and ApaNs may
regulate the DNA replication process and that they could represent an additional

regulatory mechanism to prevent untimely entry into S-phase during genotoxic stress.
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Chapter 1: General Introduction
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1.1 Introduction to ApsA

Diadenosine tetraphosphate (ApsA) is an alarmone that is ubiquitous across many
domains of life which has been implicated in several signalling mechanisms. It is
composed of two adenosine residues linked by a chain of four phosphates (Fig. 1.1).
ApsA was first identified in the 1960s and has frequently been linked to DNA
replication, amongst a number of other signalling mechanisms (Zamecnik et al., 1966).
Recently ApsA was shown to inhibit the initiation stage of deoxyribonucleic acid (DNA)
replication (Marriott et al., 2015). Because Ap.A levels are increased in response to a
variety of different stressors, it is possible that ApsA regulates DNA replication in a
damage-associated manner. In this section the synthesis and degradation of ApsA will
be discussed. Subsequently, the intracellular signalling mechanisms that have been
identified will be discussed in both eukaryotic and prokaryotic systems. Further detail
about ApsA and its intracellular signalling mechanisms can be found in a recent review

(Ferguson et al., 2020).
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Figure 1.1: The chemical structure of ApsA. ApsA is composed of two adenosine
nucleotides linked by a chain of four phosphate groups. ApsA, diadenosine
tetraphosphate.

1.1.1 Ap4A can be synthesised through different mechanisms

The level of ApsA in cells is controlled by the balance between the rate of its synthesis
and degradation, and it is synthesised through several biological mechanisms. Ap.A
was initially identified as a product of adenosine triphosphate (ATP) reacting with
the lysyl-small RNA (sRNA) synthetase in the presence of lysine and Mg?* (Zamecnik et
al., 1966). It was later demonstrated that ApsA could be produced from many different
aminoacyl-tRNA synthetases (aaRSs) in both prokaryotes and eukaryotes (Goerlich et
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al., 1982; Plateau et al., 1981). In this process an aminoacyl adenylate is first produced
from Mg?*-ATP, followed by reaction with a second ATP molecule to produce ApsA

(Fig. 1.2) (Goerlich et al., 1982).
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Figure 1.2: Aminoacyl-tRNA mediated synthesis of ApsA. 1. An amino acid reacts
with ATP to form an aminoacyl adenylate. 2. A second ATP molecule adds to the
aminoacyl adenylate as a substrate, releasing inorganic pyrophosphate (PPi). 3. This
results in the production of Ap4A.

Zn?* is a more potent activator in reactions producing ApsA from phenylalanyl-tRNA
synthetase and lysyl-tRNA synthetase but has no effect in reactions involving the other
tRNA synthetases (Goerlich et al., 1982; Plateau et al., 1981). In some cases, such as
the seryl-tRNA synthetase, Mn?* ions can also stimulate ApsA synthesis (Belrhali et al.,

1995). Unlike the other aminoacyl tRNA synthetases, glycine concentration is not
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important for the synthesis of ApsA by glycyl tRNA-synthetase, which can produce

ApsA through a direct ATP condensation mechanism (Guo et al., 2009).

Since the phosphate group, rather than the nucleotide moiety itself, is involved in the
reaction, this suggests that other dinucleoside tetraphosphates, where one nucleotide
is always adenosine (ApsNs), could be produced by aminoacyl tRNA synthetases if a
different nucleoside triphosphate (NTP) was used as the substrate. Indeed, in the
presence of other NTPs, other ApaNs are synthesised via this mechanism (Randerath et
al., 1966). Several synthesis mechanisms implicated in ApsA or ApsN synthesis are

described in Table 1.1.

Table 1.1: A summary of the different ApsN synthesis mechanisms. AMP, adenosine
monophosphate;  ApsA, diadenosine tetraphosphate; ApsN, dinucleotide
tetraphosphate, where one nucleotide is adenosine; ATP, adenosine triphosphate;
CoA, coenzyme A; E, enzyme; NEDDS, neural precursor cell expressed developmentally
down-regulated protein 8; NTP, nucleoside triphosphate; PPi, inorganic
pyrophosphate; SUMO, small ubiquitin-like modifier; Ub, ubiquitin; Ubl, ubiquitin-like.

Protein Method of ApsA/ApaN synthesis References
DNA and RNA ligase E + ATP = E-AMP + PPi ggt_j;claae;r?(;"et
T4 phage E-AMP + NTP = ApsN al., 1998)
. . . (Guranowski et
Firefly luciferase Luaf(‘erln. HATP+E 2 E-Iuaferln-.AIV!P + PPl al., 1990; Sillero
Photinus pyralis E-luciferin-AMP = E-dehydroluciferin-AMP and Sillero
E-luciferin-AMP + ATP = ApJA + luciferin + E !
2000)
Aminoacyl tRNA
synthetases (Goerlich et al.,
LysRS, PheRS, HisRS, 1982; Guo et al.,
SerRS, 1leRS, LeuRsS, Amino acid + ATP + E = E-aminoacyl-AMP + PPi 2009; Plateau et
AspRS, TryRS, ValRS, E-aminoacyl-AMP + ATP = ApsA + Amino acid + E  al., 1981;
GIyRS Zamecnik et al.,
Prokaryotes and 1966)

eukaryotes

E + ATP > E-AMP + Ppi
E-AMP + NTP > E + ApuN

OR (Fontes et al.,

Acyl-CoA synthetase

Pseudomonas fragi E-RCO-AMP + NTP > E + RCOOH + ApaN 1998)
(in the presence of fatty acids)
Ubiquitin or
Ubiquitin-like . N
L E + ATP + Ub/Ubl = E + Ub/Ubl-AMP + PPi (Gotz et al.,
activating enzyme ATP + Ub/Ubl-AMP > Ub/Ubl + ApsA 2019)

UBA1, NEDDS8, SUMO
Human
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Other enzymes that are capable of ApsA and ApaN synthesis include several DNA and
ribonucleic acid (RNA) ligases. ATP reacts with T4 DNA ligase to produce an
enzyme-adenosine monophosphate (E-AMP) intermediate, which subsequently reacts
with NTPs or deoxynucleoside triphosphates (dNTPs) including ATP, guanosine
triphosphate (GTP) and deoxyadenosine triphosphate (dATP) to produce ApsA,
adenosine guanosine tetraphosphate (ApsG) and adenosine deoxyadenosine
tetraphosphate (ApasdA), respectively (Madrid et al., 1998). In addition to T4 DNA
ligase, in the absence of DNA, human DNA ligase IlIf is also capable of synthesising
ApsA (MclLennan, 2000). Similar to the T4 DNA ligase, T4 DNA polymerase can
synthesise ApsA, with ATP initially acting as a donor to form E-AMP, followed by ATP or
NTP acting as an acceptor to produce ApsA or ApsN (Atencia et al., 1999). While the
NTPs tested were capable of acting as donors for an enzyme-nucleotide
monophosphate (E-NMP) complex, the relative rate of this occurring for either cytidine

triphosphate (CTP) or GTP was over 100 times lower than for ATP (Atencia et al., 1999).

Another ligase capable of ApaN synthesis is the acyl-Coenzyme A (acyl-CoA) synthetase
in Pseudomonas fragi (Fontes et al., 1998; Sillero and Sillero, 2000). Although the
primary nucleotide polyphosphates produced by this enzyme have only one nucleotide
(eg. psA), ApaNs can also be produced by acyl-CoA (Fontes et al., 1998; Sillero and
Sillero, 2000). In this process, ATP initially acts as a donor to form an intermediate
complex, followed by reaction with an NTP, which acts as an acceptor to form ApaN
(Fontes et al., 1998). Acetyl-Coenzyme A (Acetyl-CoA) in Saccharomyces cerevisiae
functions in a similar way but has only been demonstrated to produce nucleotide
polyphosphates with a single nucleotide (Guranowski et al., 1994b). Unlike in the other
synthesis mechanisms which form an Enzyme-X-AMP intermediate, for both
Acetyl-CoA and Acyl-CoA, synthesis can be catalysed without an acyl/acetyl

intermediate (E-AMP intermediate) (Fontes et al., 1998; Guranowski et al., 1994b).

Firefly luciferase is an oxidoreductase that shares some characteristics with the ligases
and is also capable of synthesising Ap4A and ApaG in a luciferin and divalent cation
(Mg?*, Mn?*, Co*" or Zn%*)-dependant manner (Guranowski et al., 1990; Sillero and

Sillero, 2000). Initially it was assumed that ApsN was produced from the
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E-luciferin-AMP intermediate (Guranowski et al., 1990). While this may be possible to a
small extent, it was later demonstrated that E-dehydroluciferin-AMP was the major
intermediate in the synthesis of ApaN by firefly luciferase (Sillero and Sillero, 2000).
Recently the ubiquitin (Ub) activating enzymes have also been implicated in the
synthesis of ApsA. In this proposed mechanism, Ub is adenylated by the Ub-activating
enzyme in the presence of ATP. The phosphate group of a second ATP molecule then

attacks the adenylated complex to form ApsA (Fig. 1.3) (Gotz et al., 2019).
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Figure 1.3 Synthesis of ApsA by Ub- and Ubl- activating enzymes. In the hypothetical
model proposed by Gotz and colleagues in 2019: A Ub- or Ubl activating enzyme
initiates a reaction between ATP and Ub or a Ub-like protein (1) resulting in the
formation of the adenylated Ub/Ub-like intermediate (2). The y-phosphate of a second
ATP molecule subsequently reacts with the adenylated intermediate (3), producing
ApsA (4). ApsA, diadenosine tetraphosphate; Ub, ubiquitin; Ubl, Ubiquitin-like.

Figure reprinted from Cell Chemical Biology, Volume 26, G6tz, K. H., Mex, M., Stuber,
K., Offensperger, F., Scheffner, M. & Marx, A. Formation of the Alarmones Diadenosine
Triphosphate and Tetraphosphate by Ubiquitin- and Ubiquitin-like-Activating Enzymes,
Pages No. 1535-1543, Copyright 2019, with permission from Elsevier. Numbering was
added for the purpose of this thesis.

Since it is the y-phosphate of the second ATP, and not the adenosine ring, that reacts
with the adenylated Ub compley, it is likely that other ApsNs may also be synthesised
in this way. However, this has not yet been studied and further investigation into this
possibility is covered in Chapter 3. Identification of the Ub activating enzymes as
having the potential to synthesise ApsA has demonstrated a mechanism for ApsA
synthesis which links its synthesis to stress conditions, as the activity of the Ub
activating enzyme is increased under conditions of stress (Shang et al., 1997). This link
between ApaA synthesis and stress is strongly supported by the numerous mechanisms
showing increases in intracellular ApsA level because of cell stress. Types of stress that

cause intracellular ApsA concentration to be elevated are discussed in section 1.1.3.
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1.1.2 Hydrolysis of Aps4A is required for maintaining the appropriate ApsA level

To prevent a build-up of ApsA in the cell at times when the cell is not under stress,
there must also be a mechanism for the breakdown of ApsA. In cells, ApsA can either
be hydrolysed symmetrically, forming adenosine diphosphate (ADP), or
asymmetrically, forming ATP and AMP. Ap.A hydrolase (ApaH) and Nudix hydrolase 2
(Nudt2) are the major players in ApsA hydrolysis in bacteria and mammalian cells,

respectively.

In bacterial cells, ApaH breaks down ApsA symmetrically, resulting in the production of
ADP (Guranowski et al., 1983). Increased ApsA hydrolase concentration in Escherichia
coli is associated with a drop in ApsN concentration, whereas the removal Ap.A
hydrolase in an ApaH™ mutant resulted in an increase in ApsA levels by at least 16-fold
(Farr et al., 1989; Plateau et al., 1987a). Recently the YgqeK (COG1713) protein family,
which is present in a group of gram-positive bacteria lacking ApaH, has also been
identified as an alternative symmetrical ApsA hydrolase in Bacillus subtilis (Minazzato
et al.,, 2020). Furthermore, Rv2613, an ApsA phosphorylase in Mycobacterium
tuberculosis H37Rv has structural similarity to proteins in the histidine triad (HIT)
superfamily and converts ApsA into ATP and ADP. Furthermore, although the YgdP
hydrolase in Salmonella enterica has ApsA as its main substrate, this can also
asymmetrically hydrolyse ApsA, demonstrating evidence of a bacterial nudix hydrolase
with ApsA-hydrolysis activity (Ismail et al., 2003; McLennan, 2006). Therefore, there
are several enzymes with ApsA-hydrolysis activity in gram-positive and gram-negative

bacteria (Mori et al., 2011; Mori et al., 2010).

In Schizosaccharomyces pombe the aphl gene encodes an asymmetrical ApaA
hydrolase which, like Rv2613, shares sequence similarity with the HIT family and is
capable of hydrolysing ApsA as well as other dinucleoside polyphosphates (Huang et
al., 1995; Robinson et al., 1993). The major human Ap.A hydrolase is encoded by the
Nudt2 gene and belongs to the Nudix family (Thorne et al., 1995). ApsA interacts with
this 17-kDa asymmetric human ApsA hydrolase via a ring stacking arrangement, and
disruption of this hydrolase results in an accumulation of ApasA, increasing its

intracellular concentration 175-fold (Marriott et al., 2016; Swarbrick et al., 2005). This
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demonstrates that the nudix hydrolase is highly important for maintaining low Ap.A

levels in mammalian cells.

1.1.3 ApsA is produced in response to different types of stress

Over the years there have been many instances where ApsA and ApasN levels have been
linked to cell stress across a variety of different organisms. One type of stress known to
elevate intracellular ApsA levels in both prokaryotes and eukaryotes is heat shock
(Brevet et al., 1989a; Coste et al., 1987; Lee et al., 1983). In Salmonella typhimurium
LT2, ApsA and ApsG are both synthesised, among other dinucleotide polyphosphates,
alongside heat shock proteins when temperature increases from 28 °C to 50 °C (Lee et
al., 1983). A study in E. coli demonstrated that even in aaRS-overproducing cells,
increasing the temperature from 37 °C to 48 °C still resulted in an increase in
intracellular ApaN concentration (Brevet et al., 1989a). Similar to the effect of heat
shock in these bacteria, a temperature shift from 30 °C to 46 °Cin S. cerevisiae cells
resulted in an increase in all ApsN levels as well as the level of other NpaNs (Coste et

al., 1987).

Other cases of ApsN level increasing in response to cell stress include in the cellular
response to oxidative stress. This was demonstrated in S. typhimurium, which had
elevated dinucleotide polyphosphate levels, including ApsA and ApaG, after exposure
to 10% ethanol (Lee et al., 1983). ApsN and other dinucleotide tetraphosphate (NpaN)
concentrations were increased in E. coli and S. cerevisiage after cadmium exposure
(Coste et al., 1987). ApsA concentration in E. coli is also increased by exposure to
aminoglycoside antibiotics such as kanamycin (Ji et al., 2019). In this case, an increase
in ApsA levels has been linked to the efficacy of the aminoglycosides, suggesting that

ApsA may have a role in the response to stress.

In the acellular slime mould Physarum polycephalum, ApsA and ApaG levels were not
found to change during progression through the cell cycle, but increased 3—7-fold after
a 1-hour treatment with 0.1 mM dinitrophenol (Garrison et al., 1986). Another inducer
of oxidative stress is mitomycin C (MMC), a DNA cross-linking agent used in some
cancer treatments (Dapa et al., 2017; Turkez et al., 2012). ApsN levels increase in
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Chinese hamster AA8 cells, mouse embryo fibroblasts and Hela cells in response to
treatment with MMC (Marriott et al., 2015). Together these data indicate an increase
in ApsN level across multiple domains of life after exposure to agents capable of

inducing oxidative and genotoxic stress.

1.2 Ap4A has been implicated in several different signalling mechanisms

Until recently, the increased concentration of Aps4A in response to stress was not
associated with cellular responses. The lack of evidence for its involvement in any
specific signalling mechanisms led to questions surrounding whether Ap.A is indeed a
signalling alarmone, or whether it is simply a metabolite produced as a result of DNA
damage (Despotovi¢ et al.,, 2017). However, ApsA has now been linked to several
signalling mechanisms, including altering gene transcription, modulation of the cyclic
guanosine monophosphate (GMP)-AMP synthase-stimulator of interferon genes
(cGAS-STING) pathway, GTP biosynthesis and DNA replication (Giammarinaro et al.,
2022; Guerra et al., 2020; Luciano and Belasco, 2020; Luciano et al., 2019; Marriott et
al., 2015; Yu et al., 2019). These signalling mechanisms will now be discussed in more

detail.

1.2.1 ApsA and other ApsNs form protective caps on RNA transcripts

Canonical 5’-caps are co-transcriptionally produced by RNA polymerase |l and protect
pre-mRNA from degradation during transcription (Galloway and Cowling, 2019;
Ramanathan et al., 2016). These caps have many roles in both the nucleus and the
cytoplasm, including mRNA processing, nuclear export, translation initiation and mRNA
pseudo-circularisation (Ramanathan et al., 2016). They also enable the immune system
to discriminate between ‘self’ and ‘non-self’ RNAs, and prevent mRNAs from being
degraded by 5’3’ exonuclease (Galloway and Cowling, 2019). Over recent years, a
range of cellular metabolites and co-enzymes have been found that can form non-
canonical 5 -RNA caps. These include the ApsNs and NpnNs, as well as ADP-ribose,
nicotinamide adenine dinucleotide (NAD*/NADH), flavin adenine dinucleotide (FAD),
uridine diphosphate (UDP)-glucose, UDP-N-acetylglucosamine (UDP-GIcNAc) and
dephospo-CoA (Doamekpor et al., 2022; Mattay, 2022; Wiedermannova et al., 2021).

32



Recently, two groups independently discovered the formation of dinucleotide
polyphosphate caps on RNA transcripts and published their data at similar times
(Hudecek et al., 2020; Luciano and Belasco, 2020; Luciano et al., 2019).

The Belasco group demonstrated that disulphide stress, known to increase ApaN
concentration, induced Npa4 capping of several messenger RNAs (mRNAs) and small
RNAs (sRNAs) (Bochner et al., 1984; Luciano et al., 2019). The Npa caps are formed
through the incorporation of NpsN by RNA polymerase during transcription initiation
(Luciano and Belasco, 2020). Similarly, the Cahova group demonstrated that T7 RNA
polymerase can use dinucleotide polyphosphates (NpnNs) as substrates to produce
both methylated and non-methylated NpsN caps (Hudecek et al., 2020). This occurs
during transcription, where NpnNs are accepted by T7 and E.coli RNA polymerases as
non-canonical initiating nucleotides (NCINs) (Hudecek et al., 2020). This is similar to
the mechanism by which NAD+ and NADH are incorporated onto transcripts by
prokaryotic and eukaryotic RNA polymerases, as these also serve as NCINs during
transcription initiation (Bird et al., 2016). Interestingly, ApaNs are incorporated at a
particularly high efficiency when a purine is in the -1 position of the DNA coding
strand, and most ApaNs are incorporated more readily than ATP (Luciano and Belasco,

2020).

The Npa-capped E. coli transcripts are de-capped by both ApaH and RNA
pyrophosphohydrolase (RppH), producing a di- or mono-phosphorylated product,
respectively (Luciano et al., 2019). The Cahova group instead suggested that both
enzymes produced a mono-phosphorylated product when capped with an ApN,
where n=3 or 4 phosphates (Hudecek et al., 2020). The RppH hydrolysis activity is
consistent with previous findings which showed the capability of RppH to hydrolyse
the 5’-cap to form a 5’-monophosphate RNA (Song et al., 2013). Of these two proteins
ApaH was the major contributor to decapping, while it was suggested that RppH
generally removed the remaining phosphate from the dephosphorylated ApaH product
(Luciano et al., 2019). The role of both ApaH and RppH is supported by the Cahova
group, who demonstrated that although both enzymes are capable of decapping Np4N-

capped RNA transcripts, only ApaH is capable of hydrolysing methylated caps (Fig. 1.4)
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(Hudecek et al., 2020). Generally, methylated Np,N caps are more abundant in the
stationary phase than the exponential phase, suggesting that methylation may be a

way for cells to retain RNA when nutrients are low (Fig. 1.4) (Hudecek et al., 2020).
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Figure 1.4: Function of RppH and ApaH in decapping methylated or non-methylated
ApaN transcripts. A: During exponential growth, RppH can remove NpsN caps from
MRNA, targeting it for degradation. B: During the stationary phase, where caps are
methylated, RppH is incapable of removing these caps. However, ApaH retains its
ability to cleave caps even when methylated and can therefore target mRNA for
degradation regardless of methylation status. ApaH, ApsA hydrolase; ApsN,
dinucleotide tetraphosphate containing at least one adenosine moiety; mRNA,
messenger RNA; NpaN, dinucleotide  tetraphosphate; RppH, RNA
pyrophosphohydrolase.

Figure reproduced without changes from Frontiers in Molecular Biosciences,
Volume 7, Ferguson, F., Mclennan, A. G., Urbaniak, M. D., Jones, N. J. &
Copeland, N. A., Re-evaluation of Diadenosine Tetraphosphate (ApsA) From a Stress
Metabolite to Bona Fide  Secondary  Messenger, Copyright 2020,
https://doi.org/10.3389/fmolb.2020.606807; available under the CC BY 4.0 licence
(https://creativecommons.org/licenses/by/4.0/legalcode) and disclaimer of warranties
within.

This incorporation of NpaNs into RNA caps suggests that these molecules may induce
their effect through altering gene transcription, rather than by binding a specific
protein. The methylated caps described by Hudecek and colleagues in 2020 could only
be hydrolysed by ApaH and not RppH, suggesting that cells can control the extent of
decapping by adjusting the number of transcripts with methylated caps. Furthermore,
cadmium or diamide-induced stress greatly reduced the decapping activity of ApaH

(Luciano et al., 2019). This suggests a further method of control at times of cell stress
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because, in addition to increased ApsA availability, there is also a reduced ability for

the removal of any protective RNA caps.

1.2.2 ApsA modulates histidine triad nucleotide-binding protein 1 (HINT1) signalling

For many years, ApsA has been implicated in regulation of the HINT1- microphthalmia
transcription factor (MITF) signalling pathway. MITF binds to HINT1, previously known
as protein kinase C-interacting protein 1 (PKCI-1), resulting in suppression of MITF
activity by HINT1 (Razin et al., 1999). In 2004, Lee and colleagues demonstrated that
lysyl tRNA synthetase (LysRS), which is known to produce ApsA, also associates with
MITF and forms a complex with MITF and HINT1. They also demonstrated that upon
mast cell activation, ApsA binds to HINT, resulting in the dissociation of MITF from
HINT and subsequently triggering expression of MITF-target genes (Lee et al., 2004).
This association between ApsA and HINT1 was initially supported by a report of the
crystallographic structure of HINT1 bound to JB419, a non-hydrolysable analogue of
ApsA, with the structure shown in Figure 1.5 (Dolot et al., 2016). More recently this
analogue was shown to bind to HINT1 and HINT2 with a similar dissociation constant

(Kq) (Dolot et al., 2021).
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Figure 1.5: Structure of the non-hydrolysable ApsA analogue JB419. JB419 is an
ApsA analogue, in which the central phosphate chain has been altered. ApJA,
diadenosine tetraphosphate.

Figure reprinted from the International Journal of Biological Macromolecules, Volume
87; Dolot, R., Kaczmarek, R., Seda, A., Krakowiak, A., Baraniak, J. and Nawrot, B.,
Crystallographic studies of the complex of human HINT1 protein with a
non-hydrolyzable analog of ApsA, Pages No. 62—69, Copyright 2016, with permission
from Elsevier.

Crystal structures of ApsA bound to HINT1 have now demonstrated that one end of the

ApsA molecule binds to an adenosine binding pocket in a HINT1 dimer, while the other
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end of the molecule binds to an adenosine binding pocket on a second HINT1 dimer to
form a tetramer (Yu et al.,, 2019). The other subunit of each dimer also has the
potential to bind ApsA, and linking it to another dimer, and so on, causing HINT1

polymerisation (Fig. 1.6) (Yu et al., 2019).
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Figure 1.6: The ApsA-induced polymerisation of HINT1. An allergen (1) initiates the
MAPK cascade (2) through binding to IgE. This initiates phosphorylation of LysRS (3),
and the subsequent production of ApsA (4). ApsA displaces MITF from its shared
binding site on HINT1. Both ends of the ApsA molecule can bind HINT dimers,
causing formation of a HINT tetramer. A second ApsA molecule can then bind the
other molecule in the HINT1 dimer, linking this to another dimer, and so on to form

a chain (5). The displaced MITF is then available to bind DNA and induce
transcription if its target genes, eliciting the allergic response (6). ApA, diadenosine
tetraphosphate; HINT1, Histidine Triad Nucleotide-Binding Protein 1; IgE,
immunoglobulin E; MITF, microphthalmia transcription factor.

Figure reproduced without changes from Frontiers in Molecular Biosciences,
Volume 7, Ferguson, F., Mclennan, A. G., Urbaniak, M. D., Jones, N. J. &
Copeland, N. A., Re-evaluation of Diadenosine Tetraphosphate (ApsA) From a Stress
Metabolite to Bona Fide  Secondary  Messenger, Copyright 2020,
https://doi.org/10.3389/fmolb.2020.606807; available under the CC BY 4.0 licence
(https://creativecommons.org/licenses/by/4.0/legalcode) and disclaimer of warranties
within.
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Furthermore, ApsA and MITF binding sites overlap, suggesting that ApsA may function
by displacing MITF from HINT1 (Yu et al., 2019). However, despite these findings, no
binding between ApsA and either HINT1 or HINT2 was detectable by isothermal

titration calorimetry (Strom et al., 2020).

1.2.3 ApsA competes with cyclic GMP-AMP (cGAMP) to interact with STING

The cGAS-STING pathway couples the sensing of DNAs and DNA:RNA hybrids, and the
stimulation of type 1 interferons and other immune response genes in response to
foreign DNA or cell stress (Decout et al., 2021; Guerra et al., 2020; Motwani et al.,
2019). In 2013 cGAS, a member of the nucleotidyltransferase family, was first
identified as a cytosolic sensor for DNA that produces the second messenger cGAMP
(Sun et al., 2013). The cGAMP produced by cGAS has a 2’5" and 3'-5’ phosphodiester
linkage, which enables it to bind to STING with a higher affinity than other cGAMP
molecules (Ablasser et al., 2013; Zhang et al., 2013). Furthermore, the 2'-%’
phosphodiester linkage was found to be essential for the activation of STING (Ablasser
et al., 2013). Additionally, cGAMP activates interferon regulatory factor 3 (IRF3) and
induces interferon-B in a STING-dependent manner (Sun et al., 2013; Wu et al., 2013).
A summary of the cGAS-STING immune response is pictured in Figure 1.7 (Motwani et

al., 2019).
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Figure 1.7: A summary of the cGAS-STING immune response. Upon detection of
different types of DNA, cGAS produces cGAMP. Subsequently, cGAMP binds to
STING in the endoplasmic reticulum, activating it. This enables relocation of STING to
the golgi apparatus, where it recruits TBK1 and IKK. These molecules phosphorylate
IkBa and IRF3. This results in NF-kB and IRF3 relocating to the nucleus, where they
induce the transcription of target genes and an immune response. cGAMP, cyclic
guanosine monophosphate-adenosine monophosphate; IKK, kB kinase; IkBa,
nuclear factor of kappa light polypeptide gene enhancer in B-cells inhibitor, alpha;
STING, Stimulator of interferon genes; TBK1, TANK-binding kinase 1.

Figure reproduced with permission from Springer Nature. Motwani, M., Pesiridis, S. &
Fitzgerald, K. A. DNA sensing by the cGAS-STING pathway in health and disease.
Nature Reviews Genetics, Volume 20, Page No. 657—674, 2019, Springer Nature.

ApsA has now been implicated in the regulation of the cGAS-STING pathway. Use of a
glutathione S-transferase (GST)-STINGiss-373 and immobilized biotinylated ApaA
demonstrated that ApsA can bind to STING and reduce STING-dependant signalling
(Guerra et al., 2020). Amber force field predicted that cGAMP and ApsA adopt a similar
3D structure when bound to STING, and cGAMP was able to displace ApsA from STING,
consistent with ApsA and cGAMP sharing the same binding site on STING that may

modulate its activity (Guerra et al., 2020).
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In addition to DNA, DNA:RNA hybrids are detected by the cGAS-STING pathway,
where, upon their recognition, cGAS produces cGAMP (Mankan et al., 2014). cGAS and
LysRS both bind RNA:DNA hybrids with similar affinity and knockdown of LysRS
increases intracellular cGAMP levels, suggesting that LysRS delays recognition of the
hybrids by cGAS. This is particularly interesting as since the 1960s LysRS has been
associated with Ap.A synthesis (Zamecnik et al., 1966). Together these data suggest
that LysRS and ApsA regulate the cGAS-STING pathway by interfering with cGAS
binding, both in the initial detection of RNA:DNA hybrids and also by delaying cGAS
binding to STING. The involvement of LysRS in the localisation of ApsA to STING draws
a parallel with the HINT1-MITF signalling pathway where LysRS is involved in binding to
MITF, suggesting a common mechanism whereby the ApsA-producing LysRS is well

positioned to cause an effect through ApaA production.

1.2.4 ApsA modulates the production of xanthosine 5'-monophosphate (XMP) from
inosine 5'-monophosphate (IMP) in GTP biosynthesis

During de novo GTP biosynthesis, 20 reactions are performed requiring a total of 9
ATPs (Kofuji and Sasaki, 2020). Once IMP has been produced, the pathway can diverge
into either ATP or GTP biosynthesis, depending on whether IMP is converted into
S-AMP by adenylosuccinate synthase (ADSS) or into XMP by inosine-5'-
monophosphate dehydrogenase (IMPDH) (Kofuji and Sasaki, 2020). A simple schematic

for the de novo GTP and ATP synthesis pathways is shown in Figure 1.8.
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Figure 1.8: A schematic showing the de novo synthesis of GTP and ATP. GTP
biosynthesis initially proceeds via the pentose phosphate pathway in which there is
a stepwise conversion of glucose into ribose 5-phosphate. The production of PRPP
from ribose 5-phosphate marks the start of the de novo pathway. During this
pathway PRPP goes through several steps requiring ATP, finally producing IMP.
Subsequently either ADSS or IMPDH can react with IMP, triggering the pathways
that convert IMP into either ATP or GTP, respectively. ATP, adenosine triphosphate;
ADSS, adenylosuccinate synthase; GTP, guanosine triphosphate; IMPDH, inosine-5'-
monophosphate dehydrogenase; PRPP, phosphoribosyl pyrophosphate.

IMPDH monomers consist of the catalytic domain and a (B/a)s barrel (Hedstrom,
2009). Most also possess a subdomain composed of two cystathionine-beta-synthase
(CBS) domains, also known as a Bateman domain (Hedstrom, 2009). A study using a
biotinylated ApsA molecular hook identified ApsA as a potential binding partner for
IMPDH (Guo et al., 2011). This was supported by a second paper which identified E.
coli IMPDH as a binding partner for ApsA (Despotovi¢ et al., 2017). It was later
demonstrated that adenosine and guanosine dinucleotide polyphosphates regulate
the activity of IMPDH in vitro through binding to the Bateman domain and competing
with adenine or guanine mononucleotides (Ferndndez-Justel et al., 2019).
Furthermore, the binding of ApsA to the Bateman domain is supported by another
paper, which demonstrated that ApsA bound to B. subtilis IMPDH in the cleft between

the two CBS domains of each monomer (Giammarinaro et al., 2022).
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There are two classes of bacterial IMPDHs, named class | and class Il, which can be
distinguished according to their kinetics and quaternary structure (Alexandre et al.,
2015). By this classification, class | IMPDHs are octameric, cooperative enzymes which
are activated by MgATP; while class Il IMPDHs have Michaelis-Menten kinetics and are
tetramers which shift to octamers in the presence of MgATP or NAD (Alexandre et al.,
2015). B. subtilis IMPDH is a class Il enzyme, and interestingly the crystal structure of
ApsA-bound B. subtilis IMPDH suggested that two IMPDH tetramers form an octamer,
stabilised by Arg-141 and 144 in the CBS domains, which interact with the ApsA of the
joining tetramer (Giammarinaro et al., 2022). As octamer formation correlates with
reduced IMPDH activity, and ApsA-induced octamerization alters the conformation of
the Cys-308-containing active site loop, the authors suggested that ApsA inhibits
IMPDH activity by altering the conformation of the active site (Giammarinaro et al.,
2022). Contrary to this, in Pseudomonas fluorescens with null mutations in ApaH there
was an increase in c-di-GMP, which was associated with increased GTP levels,
suggesting that in this case ApsA is promoting rather than inhibiting GTP biosynthesis
(Monds et al., 2010).

ApsA shares its binding site in the Bateman domain with ATP, which is present in cells
at a much higher concentration. However, in B. subtilis, ApsA and other Ap,As have a
much higher affinity for IMPDH (ApsA Kq = 7.4 £2.1 uM) compared with adenosine
mononucleotides AMP (Kq = 18 mM), ADP (no interaction) and ATP (Kq = 5 mM)
(Giammarinaro et al., 2022). This differs from in E. coli, where the affinity of ApsA for
IMPDH is only five-fold higher than that of ATP for IMPDH (Despotovi¢ et al., 2017).
When considered in terms of the physiological concentration of ATP compared with
ApsA, this suggested that the binding of ApsA to IMPDH is physiologically irrelevant in
E. coli (Despotovic et al., 2017). Interestingly, ApsA did not affect E. coli IMPDH activity,
whereas increased ApsA concentration correlated with reduced B. subtilis IMPDH
activity, suggesting that it is functioning differently in E. coli and B. subtilis (Despotovié
et al., 2017; Giammarinaro et al., 2022). Furthermore in B. subtilis, although ATP and
ApsA can both bind and restrict the flexibility of the CBS domains, in the presence of

substrates ApsA promotes octamer formation with a 250-fold lower ECso compared
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with ATP, suggesting why ApsA has a more inhibitory effect than ATP in these cells

(Giammarinaro et al., 2022).

Therefore, ApsA appears to have a function in regulating the GTP biosynthesis pathway
through its interaction with IMPDH in B. subtilis cells. It is interesting that Ap4A
appears to be important in the formation of the less active class | IMPDH octamers
from the tetrameric apo-form, as this is reminiscent of the role of ApsA in HINT1
signalling discussed in section 1.2.2, where it forms HINT tetramers and oligomers by
linking dimers (Yu et al., 2019). However, unlike in HINT signalling where the adenine
moieties themselves bind to and link the different dimers, in the case of IMPDH it
appears that the octamers are formed by interactions between the CBS domain of one
tetramer and the phosphates of the ApsA in the second tetramer (Giammarinaro et al.,

2022; Yu et al., 2019).

1.2.5 Biofilm formation

Another example of ApsA influencing gene expression comes with biofilm formation. In
Streptococcus mutans, deletion of the ApsA hydrolase gene, YgeK, resulted in reduced
biofilm formation and reduced water-insoluble exopolysaccharide production (Zheng
et al., 2022). In the YgeK mutant, expression of biofilm formation-related genes gtfB,
gtfC and gbpC were inhibited and this translated to a reduction in the abundance and
activity of the GTF proteins (Zheng et al., 2022). Conversely, an apaH mutant of
P. fluorescens possessing increased ApasA levels showed a 2-fold increase in biofilm
formation compared with the wild-type, suggesting that ApsA may have a role in
promoting biofilm formation in P. fluorescens (Monds et al., 2010). This is interesting
as it provides another example of ApsA having the opposite effect in P. fluorescens
compared with another species, as was the case in GTP biosynthesis. Furthermore, in a
pst mutant of P. fluorescens which has severely reduced biofilm formation, mutation of
apaH resulted in biofilm formation being partially restored (Monds et al., 2010).
Together, these data suggests that ApsA may regulate biofilm formation through
altered gene expression, but that the way in which ApsA has its effect may differ

between organisms.
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1.2.6 DNA replication

Since its discovery, ApsA has been highly implicated in the DNA replication process,
although how ApJA functions in this process is not yet fully understood. In 1978, ApsA
was reported to stimulate DNA synthesis in baby hamster kidney cells arrested in the
first gap phase (G1) (Grummt, 1978b). Supporting this, the ApsA pool in both baby
hamster kidney fibroblasts and mouse 3T3 cells increased 1000-fold throughout G1
phase, reaching maximum levels in S-phase (Weinmann-Dorsch et al., 1984a).
Similarly, an 8- to 30-fold increase in Ap.A level in P. polycephalum is seen at entry into
the synthesis (S) phase (Weinmann-Dorsch et al., 1984b). This role for ApsA in DNA
replication is supported by evidence that ApsA interacts with the 57 kDa subunit of
DNA polymerase alpha (pol a) (Grummt et al., 1979). Pol a is an essential component
of the replisome, without which DNA cannot be synthesised (Yeeles et al., 2015). This

therefore supports the hypothesis that ApsA is involved in the DNA replication process.

However, other reports have suggested that ApsA may not initiate DNA replication. An
investigation into the role of ApsA in sea urchin embryos reported an abrupt decrease
in ApsA levels before each S phase (Morioka and Shimada, 1985). More recently
evidence has been reported which suggests that ApsA instead inhibits the initiation of
DNA replication (Marriott et al., 2015). In this paper, a cell-free DNA replication system
was used to demonstrate that ApsA inhibited the initiation of replication in
G1l-arrested nuclei, but had no inhibitory effect on the elongation of cells that were
already replicating at the time of the ApsA addition (Marriott et al., 2015). Unlike DNA
pol a, the presence of ApsA is not essential for eukaryotic DNA replication to occur
(Yeeles et al., 2015). This is demonstrated by the fact that no exogenous ApaA, nor any
the enzymes required for ApsA synthesis, were added to the in vitro system used by
Yeeles and colleagues (2015) to determine the essential DNA replication components.
As ApsA levels increase under stress, ApsA may be a damage-associated regulator of
DNA replication (Ferguson et al., 2020; Marriott et al., 2015). This is supported by
evidence of a role for ApsA in apoptosis during the early stages of G1/S arrest

(Vartanian et al., 2003).
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1.2.7 Ap.A often, but not always, exerts its effect through binding ATP binding sites

In the signalling mechanisms discussed above, ApsA frequently exerts its effect by
competing for nucleoside binding sites that can also be occupied by other molecules.
In the cGAS-STING pathway, ApsA competes with cGAMP for binding to STING, while in
the HINT signalling pathway it competes with MITF for the adenosine binding pockets
on HINT (Guerra et al., 2020; Yu et al., 2019). Similarly, in the bacterial RNA capping
mechanism, ApsNs outcompete ATP to be incorporated as protective caps (Luciano
and Belasco, 2020). ATP and Ap4A are also both capable of binding CBS domains, such
as those forming the subdomain of most IMPDH enzymes; yet another example of
ApsA sharing its binding site with other nucleotides (Giammarinaro et al., 2022; Tseng
et al., 2011). A summary of the ApsA binding partners and corresponding signalling

mechanisms is described in Table 1.2.

In E. coli, other binding partners for ApsA have been identified, including DnaK, GroEL,
E89 (ClpB) and NrdR (Despotovic¢ et al., 2017; Fuge and Farr, 1993; Johnstone and Farr,
1991). In the case of the molecular chaperone GroEL, it was demonstrated that ApsA
binds to a site that is distinct from the known ADP and ATP binding sites (Tanner et al.,
2006). NrdR is responsible for the expression of ribonucleotide reductase genes in
E. coli, and in addition to ApsA it is also capable or binding ATP (McKethan and Spiro,
2013; Torrents, 2014). Interestingly, a recent study investigating the proteins
interacting with ApsA and ApsA in HEK293T cells demonstrated that 46% of the
identified ApnA binding proteins were also known to bind nucleotides, and more
specifically 32% of them were known to bind ATP (Kriiger et al., 2021). Similarly, in
E. coli, 55% were nucleotide binding proteins, and 40% were known ATP binding

proteins (Krlger et al., 2021).

A binding partner has not yet been linked to a mechanism for the role ApsA plays in
the inhibition of DNA replication. It is possible that ApsA affects DNA replication
through its interaction with Pol a. Alternatively, the high frequency of cases where
ApsA exerts its effect by binding to known nucleotide binding sites suggests that is also
possible that ApsA may compete with the binding of ATP or another nucleotide at

some point in the replication process.
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Table 1.2: A summary of the ApsA binding partners and related signalling
mechanisms. CBS, cystathionine B-synthase; cGAS, cyclic GMP-AMP synthase; HINT1,
Histidine triad nucleotide-binding protein 1; IMPDH, Inosine-5-monophosphate
dehydrogenase; STING, Stimulator of interferon genes.

Signalling Organism Binding Mode of Effect Reference
Pathway partner inhibition
mRNA E. coli RNA pol Competes with  Protects RNA (Luciano and
capping ATP for transcripts from Belasco,
incorporation degradation 2020;
into transcripts Luciano et
al., 2019)
STING STING Competes with  Displaces or (Guerra et
signalling cGAS slows down al., 2020)
interaction
between cGAS
and STING
HINT HINT1 Binds to Polymerises (Yuetal,
signalling dimers adenosine HINT1, results in ~ 2019)
binding pockets dissociation of
MITF and
induction of
target genes
GTP IMPDH Binds to CBS Promotes (Giammarina
biosynthesis domains which  formation of less roetal,,
can also bind active IMPDH 2022)
ATP octamers
DNA Mouse, Unknown  Unknown Inhibits the (Marriott et
replication Human initiation of DNA  al., 2015)
replication

1.3 Other ApsNs also have known signalling roles

ApsA is the most extensively studied of the ApaNs, probably because it is present at a
higher concentration in cells than the other ApsNs (Coste et al., 1987). However, while
some of the signalling mechanisms discussed in the previous section rely on the
homobifunctional structure of ApsA to perform their function, such as HINT1
oligomerisation (Yu et al., 2019), this is not the case with others. Capping of mRNA
transcripts is not limited to ApsA, as caps were also formed from adenosine cytidine
tetraphosphate (ApsC), ApsG and adenosine uridine tetraphosphate (ApaU) (Luciano
and Belasco, 2020). In this case, the incorporation efficiency of the different ApaNs
varied depending on the nucleotides involved in the promoter sequence (Luciano and

Belasco, 2020).
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There is also evidence that other ApsNs are involved in other signalling mechanisms.
For example, ApsU has a documented extracellular role in the cardiovascular system,
where it is synthesised by vascular endothelial growth factor receptor 2 (VEGFR2)
(Jankowski et al., 2013a; Zhou et al., 2019b). ApsU and ApsA are also inhibitors of
uridine kinase in Ehrlich ascites tumour cells, while adenosine deoxythymidine
tetraphosphate (ApadT) inhibited thymidine kinase in acute myeloid leukaemia blast
cells (Bone et al., 1986b; Cheng et al., 1986). These examples suggest evidence for
ApsN activity in both intracellular and extracellular signalling. Furthermore, many
studies referring to ApsA used an ATP luciferase-based assay for quantification of ApsA
levels. This measures ATP production after hydrolysis and therefore would not
distinguish ApsA from other ApaNs, suggesting that in some cases the contribution of

other ApsNs could have previously been overlooked.

1.4 Regulation of the cell-cycle

In this project, the role of ApsA and ApsNs in the regulation of DNA replication will be
evaluated. As ApsA has been associated with inhibition of the initiation phase of DNA
replication, this activity could be mediated at several transitions prior to replisome
assembly. This section will describe the temporal assembly of protein complexes that
license and facilitate initiation of DNA replication to provide context to key regulatory
events that may be affected by ApsA. This section will then be followed by an overview

of the responses to genotoxic damage and DNA repair.

Despite the high fidelity of the DNA replication process, mutation can still occur, and
whole-genome studies have shown that the average mutation rate in humans is
0.96x10%-1.20x10® mutations per base pair per generation. Therefore, precise
regulation of the cell cycle is essential to maintain genome stability. Without this, the
cell-cycle can become deregulated, leading to sustained proliferative signalling and
genome instability, both of which are known hallmarks of cancer (Hanahan and
Weinberg, 2011). Therefore, to prevent mutations from being introduced into the
genome, the cell duplication process is tightly controlled, with cell cycle progression
relying on changing concentrations of various cyclins and cyclin-dependent kinases

(CDKs) (Matthews et al., 2022). There are four stages to the eukaryotic cell cycle:
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G1-phase, S-phase, the second gap phase (G2) and the mitotic phase (M) (Fig. 1.9)
(Duronio and Xiong, 2013). Briefly, progression from G phase is controlled by cyclin D-
CDK4/6 and cyclin E-CDK2, but the specific timings and the extent to which these two

complexes overlap is still being investigated (Fig. 1.9) (Matthews et al., 2022).

EZF-dependent
transcaption
s ‘ —
| RE_ W @ CDK1 .
k__/ k N4 Favourable
L CDK2 CDK1 conditions Cell cycle exit
C':%)Kz APC/C [

CDK4/6

Replication Postreplicative l
initiation state Mitotic entry Mitotic exit Return to interphase

reiialNg Y e { e Dediion T ' B Prereplicative
e “:’,’l,,', S ',)‘l:":::\m S phase T:::;;Gvn Metaphase ~ Anaphase Cytokinesis Prereplicative
£ - Wi 0w V

Interphase = M phase p

state

Figure 1.9: Progression through the eukaryotic cell cycle. The cell cycle is split into
four phases — G1, S, G2 and M. Different levels of the cyclin/CDK complexes are
required for progression through each stage of the cell cycle. The prereplicative state
occurs in G1 phase. During this phase, cyclin E and CDK2 accumulate, creating a
decision window in which the cell can transition into S-phase. Cyclin A then also begins
to accumulate and associate with CDK2, and replication initiates. After S-phase, cyclin
A/B-CDK1 complexes form and promote the progression of the cell cycle through a
second decision window and into mitosis. Under favourable conditions, Cyclin D
CDK4/6 begins to accumulate at the end of mitosis, allowing the cell to enter G1 once
again.

Reproduced with permission from Springer Nature. Matthews, H. K., Bertoli, C. & De
Bruin, R. A. M., Cell cycle control in cancer. Nature Reviews Molecular Cell Biology,
Volume 23, Pages No. 74—88, 2022, Springer Nature.

In early G1, cyclin D-CDK4/6 exclusively monophosphorylates the retinoblastoma
tumour suppressor protein (Rb), forming a functionally active Rb isoform (Narasimha
et al., 2014). In this model, the monophosphorylated Rb is hyperphosphorylated by
cyclin E-CDK2 in late G; promoting dissociation of Rb from E2F, allowing the
transcription of E2F target genes (Narasimha et al., 2014). However, recent findings
suggest that CDK4/6 activity is essential for sustaining Rb phosphorylation prior to the
onset of S-phase (Chung et al., 2019). CDK4/7 inhibition shows that in the absence of
CDK4/6, replication stress and G1 arrest is induced, replisome components are

downregulated, and origin licencing is reduced (Crozier et al., 2022). Furthermore,
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release from this arrest frequently results in p53-dependent exit from the cell cycle
(Crozier et al., 2022). The initiation of S-phase depends on the accumulation of
cyclin A-CDK2 and the inactivation of the anaphase promoting complex (APC/C*PH1) by
cyclin E-CDK2 and early mitotic inhibitor 1 (EMI1), which causes the cell to fully commit
to proliferation and begin DNA replication (Cappell et al., 2016; Cappell et al., 2018).
After completion of S-phase, CDK1 is then activated by associating with cyclin A and
cyclin B, facilitating bypass of the G2 checkpoint and subsequently entry into mitosis
(Matthews et al., 2022). During mitosis, the nuclear envelope breaks down, the
duplicated DNA condenses and the resulting sister chromatids are separated, leading

to the generation of two identical daughter cells (Hirano, 2015).

1.5 Regulation of DNA replication

Bidirectional synthesis from 30,000—50,000 replication origins allow the replication of
the human genome to occur in approximately 6—8 hours (Masai et al., 2010; Méchali,
2010). Origin licencing begins with the loading of the pre-replication complex (Pre-RC)
onto DNA (Pozo and Cook, 2016). The CDK and Cdc7/Dbf4-dependent kinases (DDKs)
then trigger the formation of replication protein complexes, contributing to a timely
activation of the replisome (Sheu and Stillman, 2006; Tanaka et al., 2007). The
minimum number of proteins essential for DNA replication to occur have been
determined, and consist of Cdt, the minichromosome maintenance complex (MCM)
proteins 2-7 (Mcm2-7), the origin replication complex (ORC), Cdc6, DDK, SId3/7,
Cdc45, S-CDK, Dpb11, SId2, GINS, Mcm10, Pol a, DNA polymerase epsilon (Pol €), Ctf4,
replication protein A (RPA) and topoisomerase 2 (Topo ll) (Yeeles et al., 2015).
However, to achieve maximal replication rates Csm3/Tof1, Mrc1, proliferating cell
nuclear antigen (PCNA), replication factor C (RFC) and DNA polymerase delta (Pol 6)

are also needed (Yeeles et al., 2017).

1.5.1 Formation of the pre-replication complex

The formation of the pre-RC is a dynamic process which results in the Mcm2-7
helicase being loaded onto DNA origins (Tsakraklides and Bell, 2010). The licensing of
DNA replication origins is a multistep process that begins with the origin recognition

complex binding to putative origins. The origin recognition complex is capable of
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recognising origins and binding DNA in an ATP-dependent process (Bell and Stillman,
1992). A cryo-electron microscopy structure for DNA-bound ORC shows ORC wrapping
around the DNA through interactions with both the DNA backbone and bases (Li et al.,
2018). In budding yeast, the Lys-362 and Arg-367 residues of Orcl are essential for
ORC to bind DNA (Kawakami et al., 2015). DNA-bound ORC then forms a complex with
Cdc6, which displaces the Orc2 winged helix domain (WHD) from the gap in the ring-
shaped structure formed by the AAA+ domains of Orc1-5 (Feng et al., 2021). As Cdc6
also contains an AAA+ and domain, this results in the formation of a closed ring of
AAA+ domains (Feng et al., 2021). Binding of Cdc6 to the ORC-DNA alters the
positioning of a helix-turn-helix motif in Orc1 by approximately 5 A, forming part of the
ATP binding site on Cdc6 and activating its ATPase activity (Feng et al., 2021). This
ATPase activity helps to modulate formation of the MCM-ORC-Cdc6 complex because
ATPase is supressed by origin DNA but not non-origin DNA and this activity is also
required for dissociation of Cdc6 after formation of the pre-RC (Chang et al., 2015;
Speck and Stillman, 2007).

During G1 phase, Cdtl and Mcm2—7 accumulate in the nucleus and associate with one
another (Tanaka and Diffley, 2002). After Cdc6 binds to ORC-DNA, the Cdt1-Mcm2-7
complex binds to the ORC-Cdc6-DNA complex via the WHDs of Mcm3 and Mcm?7,
which act as a double anchor to form a semi-attached ORC-Cdc6-Cdt1-MCM (OCCM)
complex (Yuan et al., 2020). This initial binding of Mcm2-7 is made possible by the
structural changes induced by Cdc6 binding, opening Mcm3 and Mcm7 binding sites
(Feng et al., 2021). Subsequently, the Mcm2—-7 complex binds to ORC-Cdc6, forming
the pre-insertion OCCM, resulting in DNA bending by 60°, leaving it positioned
between ORC and Mcm2-7, adjacent to the DNA entry gate (Yuan et al., 2020). For the
helicase to load onto DNA, the Mcm2/Mcmb5 entry gate needs to be opened (Samel et
al., 2014). This association between Mcm2—7 and chromatin is dependent on Mcm10
and its interaction with Mcm7 (Homesley et al., 2000). The origin DNA is inserted so
that it passes through Mcm2—-7 ring as well as the ORC-Cdc6 ring, forming the OCCM
complex prior to assembly of the double hexamer (Samel et al., 2014; Yuan et al.,

2017). For dimerisation of the Mcm2—7 complex to occur, Cdtl must first be released
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from the OCCM complex (Evrin et al., 2014). Cdt1 is released from the OCCM in a Cdc6
and Orcl ATPase-dependent manner, resulting in the ORC-Cdc6-MCM (OCM) complex
which is competent for Mcm2—7 dimerisation (Evrin et al., 2014; Fernandez-Cid et al.,
2013). The OCM then associates with a second Mcm2-7 hexamer, to form the ORC-
Cdc6-MCM-MCM (OCMM) intermediate (Sun et al., 2014).

Recently, a further intermediate was found, Mcm2-7-ORC (MQO), which lacked Cdc6
and Cdt1 and in which the Mcm3/5 gate is closed (Miller et al., 2019). Release of Cdc6
from the OCM complex requires its ATPase activity (Chang et al., 2015). The MO
complex is fully formed when a second ORC associates with the N-terminal side of the
loaded MCM complex and is followed by recruitment of a second Cdc6 and MCM-Cdt1
to form an Mcm2-7-ORC-Cdc6 (MOC)-MC complex (Miller et al., 2019). Recruitment of
second Cdtl and ORC molecules is consistent with previous evidence which
demonstrated that multiple molecules are required for the formation of the pre-RC
(Coster and Diffley, 2017; Takara and Bell, 2011). Furthermore, a cryo-electron
microscopy (cryo-EM) image showing MCM sandwiched between two ORC complexes
demonstrates that in some cases the second ORC binds before complete dissociation
of the first (Miller et al., 2019). Finally, dissociation of the other proteins is repeated,
leaving two Mcm2—7 hexamers linked at their N-terminal rings, forming the inactive

Mcm2-7 double hexamer (Remus et al., 2009).

1.5.2 Formation of the pre-initiation (pre-IC) complex

After formation of the pre-RC, Cdc45, Sld2, Sld3, Dpb11, GINS and Pol € accumulate at
the origin of replication and the Mcm2-7 double hexamer splits to become two single
hexamers, forming the pre-IC (Miyazawa-Onami et al., 2017). This process depends on,
and is regulated by, the phosphorylation of several molecules by different protein

kinases, including DDK and CDK.

Firstly, after the pre-RC has formed it must be phosphorylated before the DDK can
bind (Francis et al., 2009). Then, up to two molecules of DDK can bind independently
to the Mcm2—7 complex through their Dbf4 subunit (Cheng et al., 2022; Saleh et al.,
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2022). Dbf4 uses its helix-BRCA1 C-terminal (HBRCT) domain to anchor to Mcm2 and
associates with the N-terminal domain A (NTD-A) subdomains of Mcm4 and Mcmé6 of
one hexamer and Mcm2 of the opposite hexamer, demonstrating that both hexamers
are required for DDK binding (Cheng et al., 2022; Saleh et al., 2022). Upon docking,
DDK phosphorylates Mcm4, removing the inhibitory effect induced by the amino
terminal serine/threonine-rich domain (NSD) of Mcm4 to promote progression
through S-phase (Sheu and Stillman, 2010; Sheu and Stillman, 2006). In addition to its
intrinsic and phosphorylation-generated (PG) sites on Mcm4, DDK also targets intrinsic
and PG sites on Mcm6 (Randell et al., 2010). This process is regulated by the
checkpoint kinase Rad53, which inhibits DDK-MCM binding independently of Rad53
kinase activity (Abd Wahab and Remus, 2020). Once DDK has bound and
phosphorylated the Mcm2—7 complex, SId3 can bind to DDK-phosphorylated sites on
Mcm4 and Mcm6, where it has been suggested to promote the recruitment of Cdc45
(Deegan et al., 2016). However, this is in contradiction with a previous study, which
suggested that SId3 and Cdc45 form a complex then bind to replication origins

simultaneously in a mutually-dependent manner (Kamimura et al., 2001)..

The next steps in the formation of the pre-IC are regulated by S-phase CDK. Current
data suggest that phosphorylation of SId2 by S-CDK is necessary for formation of the
Sld2-Dpb11 complex during S-phase (Masumoto et al., 2002). CDK-induced
phosphorylation of canonical motifs regulate phosphorylation of residue Threonine84
(Thr84), which, when phosphorylated, is responsible for SId2-Dpb11 complex
formation (Tak et al.,, 2006). When not bound to replication origins,
CDK-phosphorylated Sld2 and Dpb11 form a complex with GINS and Pol €, forming the
pre-loading complex (Pre-LC) (Muramatsu et al., 2010). GINS consists of SId5, Psf1, Psf2
and Psf3 and its association with Dpb11 and Cdc45 is essential in order for binding of
Dpb11, Cdc45 or GINS to origin DNA (Takayama et al., 2003). Meanwhile, Sld3 is
phosphorylated by CDK at Thr-600 and Ser-622, creating a binding site which enables
the association of SId3 with the N-terminal pair of BRCT domains on Dpb11, forming
the pre-IC (Tanaka et al., 2007; Zegerman and Diffley, 2007). CDK is also important in
humans, where it phosphorylates Treslin (the human homologue of SId3) on $1000,

which enables the association between Treslin and DNA topoisomerase |IB-binding
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protein 1 (TOPBP1, the human homologue of Dpb11) (Kumagai et al., 2011; Mueller et
al., 2011). TOPBP1 interacts directly with Cdc45 and facilitates its loading onto DNA
during the G1/S transition (Schmidt et al., 2008). Unlike Sld2, the human homologue
RecQ4 is not regulated by CDK (Mueller et al., 2011). A summary of the role of CDK in
activating the replicative helicase is shown in Fig. 1.10. A recent report suggested that
formation of the pre-IC is sufficient for the splitting of the double hexamer,
contradicting former evidence which suggested that Mcm10 was needed for this to

occur (Miyazawa-Onami et al., 2017; Quan et al., 2015).
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Figure 1.10: CDK-induced activation of the DNA helicase. In yeast, CDK
phosphorylates SId2, and Sld3 allowing association of these proteins with Dbp11 and
subsequent formation of the pre-LC and pre-IC. In humans, CDK also phosphorylates
Treslin, the human homologue of Sld3, which then subsequently associates with
TOPBP1, the human homologue of Dpb1l1l. However, unlike in yeast, the human
homologue of Sld2 (RecQ4) functions independently of CDK.

Reprinted from Current Biology, Volume 21, Mueller, A. C., Keaton, M. A. and Dutta,
A., DNA Replication: Mammalian Treslin—TopBP1 Interaction Mirrors Yeast Sld3-
Dpb11, Pages No. R638—R640, Copyright 2011, with permission from Elsevier.
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1.5.3 Formation of the replisome

Formation of the replisome is essential for DNA to be replicated and has been studied
extensively. After formation of the pre-IC, Mcm10 binds Mcm2 between its
Oligonucleotide/Oligosaccharide-Binding (OB)-fold and A subdomain, where it
promotes elongation of replication and stabilises the association of the Cdc45-MCM-
GINS (CMG) complex (Léoke et al., 2017). Furthermore, it has been suggested that
upon interaction with CMG, Mcm10 sits at the junction of the replication fork and has

a role in the control of fork regression (Mayle et al., 2019).

Mcm10 also plays an important part in the recruitment of RPA and the DNA
polymerases, including the stabilisation and recruitment of Pol a (Kanke et al., 2012;
Perez-Arnaiz et al., 2017; Ricke and Bielinsky, 2004). The Pol a/primase complex binds
to an RNA primer and extends it with deoxyribonucleotides to produce an RNA/DNA
hybrid primer (Perera et al., 2013). Subsequently Pol € participates in leading strand
replication, while Pol & is thought to be the primary polymerase involved in lagging
strand replication (Daigaku et al., 2015; Nick McElhinny et al., 2008; Pursell et al.,
2007). Recent evidence suggests that Pol & is also involved in the initiation and
termination of leading-strand synthesis (Zhou et al., 2019a). Pol & and Pol € are both

stimulated by PCNA, with Pol § having a higher affinity for PCNA (Chilkova et al., 2007).

A limited component-containing leading-strand replisome composed of the CMG
helicase, Pol €, RFC, PCNA and RPA is capable of replicating DNA at an average rate of
4.4 + 0.6 nucleotides (nt)/s, equivalent to 0.264 kilobases (Kb)/min (Georgescu et al.,
2014). While this is much lower than the in vivo replication rate, it demonstrates that
replication is possible with a very limited number of components. Additionally,
although RPA and PCNA stimulate the reaction, they are not essential and the
replication rate was halved in the absence of PCNA and RFC (Georgescu et al., 2014). A
maximal replication rate of 1.92 kb min, and bulk rate of 1.44 kb min? is made
possible with the addition of further replisome components (Yeeles et al., 2017). These
rates are comparable to those measured in vivo (Conti et al., 2007; Sekedat et al.,
2010); however, in vivo rates do have the additional challenge of chromatin

disassembly and reassembly. Studies into the replisome components required for
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maximal replication rate have identified Csm3-Tofl and Mrcl as key replisome

components for maximal replication rate in S. cerevisiae (Yeeles et al., 2017).

1.6 The DNA damage response: stalled replication forks and double strand breaks
(DSBs)

High fidelity DNA replication is essential for cell survival. To ensure this faithful
duplication, many DNA damage response pathways help to repair any damage that
may occur. Intrinsic to the DNA damage response are ataxia-telangiectasia mutated
(ATM) and ATM- and Rad3-Related (ATR), two members of the phosphatidylinositol-3
kinase-related kinase (PIKK) family which respond to different types of damage
(Blackford and Jackson, 2017; Maréchal and Zou, 2013). The ATR kinase is essential for
cell survival (de Klein et al., 2000). It responds to a variety of different types of damage
but is particularly important in cell proliferation and DNA replication (Saldivar et al.,
2017; Sirbu and Cortez, 2013). On the other hand, ATM’s key role is in the DNA
damage response to double strand breaks (DSBs) and oxidative stress (Maréchal and
Zou, 2013; Paull, 2015). Both kinases phosphorylate downstream proteins, resulting in
signalling cascades which induce cell cycle arrest and DNA repair (Choi and Lee, 2022).
A summary of these processes is shown in Figure 1.11. In this section, the roles of ATM

and ATR in the response to DNA damage will be discussed.
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Figure 1.11: An overview of the roles of ATM and ATR in the DNA damage response.
ATM is recruited to double strand breaks and activated through its interaction with
the MRN complex. Upon activation ATM phosphorylates several substrates, including
p53 and CHK2. ATR is targeted to single stranded DNA at replication forks by ATRIP.
Upon activation, ATR activates CHK1, which induces a signalling cascade that overlaps
with that in the ATM response. Both cascades result in the inhibition of Cyclin-CDKs
that are required for progression through the cell cycle. ATM, ataxia-telangiectasia
mutated; ATR, ATM- and Rad3-Related (ATR); ATRIP, ATR-interacting protein; CHK1,
checkpoint kinase 1; CHK2, checkpoint kinase 2; DNA, deoxyribonucleic acid.

Figure reproduced without changes from the International Journal of Molecular
Sciences, Volume 23, Choi, W. and Lee, S., Therapeutic targeting of DNA damage
response in cancer, Copyright 2022, https://doi.org/10.3390/ijms23031701; available
under the CC BY 4.0 licence (https://creativecommons.org/licenses/by/4.0/legalcode)
and disclaimer of warranties within.

1.6.1 The ATR-mediated response to stalled replication forks
ATR is a key kinase which, in addition to its response to DSBs, acts in response to a

variety of different types of damage that result in the stalling of replication forks
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(Saldivar et al., 2017). More specifically, it is activated in response to damaging agents
such as MMC, a chemotherapeutic alkylating agent which introduces crosslinks into
DNA (Mladenov et al., 2007; Roh et al., 2008). Interestingly, there is an increase in
ApsN levels in response to MMC treatment, and ApsNs inhibit the initiation of DNA
replication (Marriott et al., 2015). It is therefore possible that the mechanism by which
ApsA inhibits DNA replication may also have a role in supporting the ATR damage

response.

The ATR signalling response begins with RPA, which coats single stranded DNA (ssDNA)
and recruits the ATR-interacting protein (ATRIP) (Zou and Elledge, 2003). This ensures
that ATR localises to RPA-coated DNA through its interaction with the carboxy-terminal
of ATRIP, while the amino-terminal of ATRIP associates with RPA (Cortez et al., 2001;
ltakura et al.,, 2004). It has been suggested that RPA also induces Rad17-Rfc2-5
complex binding and promotes Rad17-Rfc2—5-induced recruitment of the Rad9-Rad1-
Husl (9-1-1) complex (Zou et al., 2003). However, another study has suggested that
TopBP1 and Pol a are required for 9-1-1 complex loading in Xenopus laevis (Yan and
Michael, 2009). TopBP1 is an activator of the ATR-ATRIP complex, and it must interact
with ATRIP to bind and induce the kinase activity of ATR (Kumagai et al., 2006; Mordes
et al., 2008). Interaction between BRCT 1 and 2, and phospho-serine (phospho-ser) 387
form an interaction between TopBP1 and Rad9, resulting in TopBP1 being localised to

the stalled replication fork (Delacroix et al., 2007).

A key substrate of ATR is checkpoint kinase 1 (Chk1), which is phosphorylated after
localisation of TopBP1 to the replication fork via its interaction with Rad9 (Delacroix et
al., 2007). Chkl phosphorylation is removed by protein phosphatase 2A (PP2A) and
this mechanism works to maintain low activity of Chk1 in unstressed cells (Leung-
Pineda et al., 2006). Chk1 phosphorylates Cdc25A on four residues - 123, 178, 278, and
292 — resulting in the degradation of Cdc25A, a process which is further accelerated in
ionising radiation-induced damage by the kinase activity of checkpoint kinase 2 (Chk2)
and ATM (Sgrensen et al., 2003). This provides an example of the overlapping activity
of the ATR and ATM kinases in response to DNA damage. Cdc25A is a protein

phosphatase which regulates apoptosis and the increases the activity of CDKs involved
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in cell cycle progression (Shen and Huang, 2012). Therefore, proteolysis of Cdc25A

promotes the stalling of replication forks to allow time for DNA damage to be repaired.

1.6.2 The ATM-mediated response to double strand breaks

In the ATM-mediated response, ATM is first localised to DNA DSBs by the
Mrel1-Rad50-Nbsl (MRN) complex, which then induces ATMs kinase activity (Lee and
Paull, 2005). Previously, ATM autophosphorylation of Ser-1981 in human cells was
shown to dissociate the inactive ATM dimer into active monomers (Bakkenist and
Kastan, 2003). However, this requirement for ATM autophosphorylation was not seen
in yeast cells, where an S1918A mutant was able to stimulate phosphorylation of p53
and Chk2 to a similar extent as the wild-type ATM (Lee and Paull, 2005). Chk2 is a
checkpoint kinase which is phosphorylated by ATM directly in response to ionizing
radiation, but not in response to ultraviolet (UV) radiation or hydroxyurea (HU)
(Matsuoka et al.,, 2000). Upon activation in response to DNA damage, Chk2
phosphorylates murine double minute X (MDMX) at both Ser-342 and Ser-367
residues, with a strong preference for the latter (Chen et al., 2005). Phosphorylation of
Ser-367 on MDMX leads to its degradation by murine double minute 2 (MDM2), which
in turn results in the accumulation of p53 (Chen et al., 2005). Figure 1.12 presents

some of the key processes that ATM is involved in (Blackford and Jackson, 2017).
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Figure 1.12: The ATM response to DNA double strand breaks. Upon activation by
the MRN complex in response to DSBs, ATM induces a signalling cascade. This results
in phosphorylation of several downstream factors, including CHK2, p53, H2AX,
MDC1, 53BP1, BRCA and CtIP. CHK2, checkpoint kinase 2; CtIP, carboxy-terminal
binding protein interacting protein; DSB, double strand break; H2AX, H2A histone
family member X; MDC1, Mediator of DNA damage checkpoint protein 1.
Reprinted from Molecular Cell, Volume 66, Blackford, A. N. & Jackson, S. P. ATM, ATR,
and DNA-PK: The Trinity at the Heart of the DNA Damage Response., Pages No.
801-817, Copyright 2017, with permission from Elsevier.

ATM is also the major PIKK responsible for H2AX phosphorylation at Ser-139 in the
early stages of the damage response, forming YH2AX (Burma et al., 2001). Formation
of yH2AX enables the binding of MDC1 via the phosphoepitope on yH2AX (Stucki et al.,
2005). From this point, MDC1 has a number of downstream binding partners (Coster
and Goldberg, 2010). Although ATM can interact with damage sites in the absence of
MDC1, for it to remain at sites of DNA damage it must autophosphorylate at Ser-1981
and associate with MDC1 (So et al., 2009). This binding between H2AX, ATM and MDC1
initiates a positive feedback loop, enabling further phosphorylation of H2AX by ATM
(Lou et al., 2006).

In addition to enabling a positive feedback loop for damage response signalling, MDC1
also initiates other pathways by targeting a number of downstream binding partners

(Coster and Goldberg, 2010). Interaction between ATM-phosphorylated MDC1 and the
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forkhead-associated (FHA) domain of RNF8 is responsible for localisation of RNF8 to
sites of DNA damage (Huen et al., 2007; Kolas et al., 2007; Mailand et al., 2007). In a
UBC13-interaction dependent manner, RNF8 subsequently enables the localisation and
retention of 53BP1 and BRCA1 to sites of DNA damage (Huen et al., 2007; Kolas et al.,
2007; Mailand et al., 2007; Plans et al., 2006). RNF8 also promotes ubiquitylation at
the damage site, including ubiquitylation of histone H2A and H2AX (Mailand et al.,
2007). Then RNF168, a second Ub ligase, associates with ubiquitylated H2A and aids
the retention of 53BP1 and BRCA1 at DSBs by increasing lys63-linked Ub conjugate
concentration (Doil et al., 2009; Stewart et al., 2009). Histone interaction is also seen
between 53BP1, and histone H4 dimethylated lysine-20 (H4K20me2) and histone H2A
ubiquitinated on lys-15 (H2A K15ub) via its Tudor-UDR domain and ubiquitination-
dependent recruitment (UDR) motif (Fradet-Turcotte et al., 2013). Alternatively, in the
absence of ATM the Tudor-domain of 53BP1 interacts with Tudor Interacting Repair
Regulator (TIRR), a nudix hydrolase which reduces the localisation of 53BP1 to DSBs by
preventing the interaction between 53BP1 and H4K20me2 (Drané et al., 2017). In the
presence of ATM, the interaction between 53BP1 and TIRR is reduced after treatment
with ionising radiation, suggesting that ATM is responsible for the dissociation of

53BP1 from TIRR after DNA damage (Zhang et al., 2017).

In G1-phase, ATM-phosphorylated 53BP1 recruits RIF and this interaction is sustained,
which inhibits DNA resection and prevents homologous recombination (HR), pushing
the repair pathway towards non-homologous end joining (NHEJ) (Isono et al., 2017).
Although this phosphorylation of 53PB1 and recruitment of RIF also occurs in S- and
G2-phase, it occurs only transiently and is followed by DNA resection and HR (Isono et
al., 2017). This occurs because in G1, 53BP1 inhibits accumulation of BRCA1 at DSBs
(Escribano-Diaz et al., 2013). However, in the presence of BRCA1, 53BP1 is
dephosphorylated by the PP4C phosphatase, causing RIF to be released and promoting
HR by allowing DNA resection to occur (Isono et al., 2017). Association of 53BP1 with
nucleosomes and recruitment of RIF1 and Pax transactivation domain-interacting
protein (PTIP) to DSBs is prevented by its acetylation, also resulting in the promotion of

HR (Guo et al., 2018).
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1.6.3 Homologous recombination is initiated by CtIP, a phosphorylation target
of ATM

HR is one of the two major pathways involved in the repair of DSBs. HR primarily
contributes to DNA repair during DNA replication; whereas NHEJ, the other major
pathway, contributes to DNA damage repair throughout the cell cycle (Karanam et al.,
2012; Rothkamm et al., 2003). In this section the focus will be HR, as this primarily
takes place in response to damage during replication. Briefly, HR proceeds in response
to DSBs and begins with the resection of DNA around the DSB (Fig. 1.13) (Daley et al.,
2014). Because of this, both ATM (which forms part of the initial response to DSBs) and
ATR (which responds to RPA-coated ssDNA) can be activated in this process (Sun et al.,
2020). During HR, Rad51 interacts with the ssDNA to form the presynaptic filament,
which invades a homologous sequence and facilitates DNA synthesis and repair

(Fig. 1.13) (Daley et al., 2014).
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Figure 1.13: Strand invasion during homologous recombination. HR is one of the
pathways responsible for the repair of DSBs. During the presynaptic phase of HR, the
DNA around the DBS is resected. Rad51 replaces the RPA-coated ssDNA, forming the
presynaptic filament. This filament invades duplex DNA at sites of homology, causing
formation of the D-loop. DSB, double strand break; HR, homologous recombination;
ssDNA, single stranded DNA.

Reprinted from Cold Spring Harbor Perspectives in Biology without changes, Volume 6,
Daley, J. M., Gaines, W. A., Kwon, Y. & Sung, P.,, Regulation of DNA pairing in
homologous recombination., a017954, Copyright 2014, with permission from Cold
Spring Harbor Laboratory Press

CtIP is a human protein sharing sequence homology with yeast Sae2 which is recruited
to DSBs in S- and G2-phase, where it binds directly to the MRN complex and is
important for DNA resection at DSBs (Sartori et al., 2007). In S. cerevisiae, CDK-induced
phosphorylation of Sae2 at its Ser-267 residue is important in the control of DSB end
resection (Huertas et al., 2008). Like in yeast, phosphorylation of the Thr-847 residue in
CtIP is also important for DNA resection (Huertas and Jackson, 2009). CDK-induced
phosphorylation causes CtIP to associate with Nbsl of the MRN complex, which
enables phosphorylation of CtIP by ATM (Wang et al.,, 2003) (Fig. 1.14). CtIP also
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associates with BRCA1, which enables interaction between BRCA1l and the MRN
complex (Chen et al., 2008). Furthermore, in order for HR to occur, phosphorylation of
the serine 327 residue on CtIP is required, further supporting evidence for the

importance of phosphorylation in HR (Yun and Hiom, 2009).

62



1. Double Strand break,
MRN processing

2. Recruitment of ATM by MRN

«
Phosphorylation
of S/T-Q motif
Phosphorylation of ATM 3

3. substrates (e.g. H2AX), ¥
short resection

4. Long range resection, RPA .,
loading

Recruitment of ATR-ATRIP,
9-1-1 and TopBP1

RPA
Phosphorylation of Chk1 -1- Phosphorylation of :
S/T-Qmotifs  #

A

Recruitment of BRCA2 by
* PALB2and BRCA1-BARD1

[}

BRCA2 mediated Rad51
7. displacement of RPA

Shu Complex &
RADS1 Paralogs

3
Homology search, strand %
invasion and formation of

D-loop .,

®

Figure 1.14: Strand invasion during homologous recombination at the molecular
level. 1. The MRN complex detects a double strand break and 2. recruits ATM,
resulting in the initiation of 3. the ATM signalling cascade and the DNA damage
response. CtIP is phosphorylated by ATM and promotes Rad50 dependent DNA end
resection by MRE11. 4. BLM stimulates EXO1 and DNA2-mediated resection of DNA,
and the resulting ssDNA is coated by RPA. 5. ATR is recruited to the RPA-coated
ssDNA at the site of DNA damage by ATRIP and activated to induce its DNA damage
response signalling cascade through the phosphorylation of CHK1. 6. BRCA1 targets
Rad51 to the ssDNA and aids the 7. substitution of RPA for Rad51. 8. Finally, the
Rad51 presynaptic filament invades duplex DNA at areas of homology. Figure
adapted from Sun et al., 2020.

Figure reproduced with minor changes from Cellular and Molecular Life Sciences,
Volume 77, Sun, Y., Mccorvie, T. J., Yates, L. A. & Zhang, X., Structural basis of
homologous recombination, Copyright 2020, doi: 10.1007/s00018-019-03365-1,
available under the CC BY 4.0 licence (http://creativecommons.org/licenses/by/4.0/)
and disclaimer of warranties within.
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Thr-847-phosphorylated CtIP promotes the endonuclease activity of Mrell, and
5’-terminated double stranded DNA near DSBs is cleaved by MRN-CtIP in a RAD50
ATP-hydrolysis-dependent manner (Anand et al., 2016). Exol, WRN, DNA2 and BLM
are also involved in pathways resulting in the resection of DNA at DSBs (Tomimatsu et
al., 2012). The BLM helicase stimulates DNA resection both by EXO1 and by DNA2,
leading to binding of RPA to the resulting ssDNA which promotes resection (Nimonkar
et al.,, 2008; Soniat et al., 2019). Interestingly, RPA is phosphorylated during resection,
causing it to inhibit the BLM helicase and therefore inhibit DNA resection (Soniat et al.,
2019). DNA resection by Exol and BLM enable Rad51 to promote homologous DNA
pairing (Nimonkar et al., 2008). The presence of free RPA inhibits the association of
Rad51 with DNA (Ma et al.,, 2016). However, Rad51 is targeted to the RPA-coated
ssDNA by BRCA2 , which works with DSS1 to enable the replacement of RPA on DNA
with Rad51 and stimulates exchange of the DNA strands (Fig. 1.14) (Jensen et al., 2010;
Liu et al., 2010; Thorslund et al., 2010; Zhao et al., 2015). The phase of HR up to the
strand exchange is known as presynapsis, and is followed by synapsis (Li and Heyer,
2008). During synapsis, the presynaptic filament forms a D-loop as it locates sequence
homology and invades the duplex DNA (Li and Heyer, 2008). Finally, postsynapsis
proceeds via one of three possible pathways — the synthesis-dependent strand
annealing (SDSA) pathway, the double-strand break repair (DSBR) pathway or the
double Holliday junction dissolution pathway (Daley et al., 2014).

1.7 Conclusion

In summary, high-fidelity DNA replication is required for the successful replication of
DNA, however despite its high fidelity, mutations can be introduced during the copying
process. The progression of cells through the cell cycle and through the DNA
replication process is therefore highly regulated. The concentration of the alarmone
ApsA increases under various types of cell stress, including oxidative stress and stress
induced by chemotherapeutic alkylating agents (Marriott et al., 2015). ApsA has been
linked to several signalling processes including DNA replication (Marriott et al., 2015).
As ApsA inhibits the initiation of DNA replication and increases in response to cell
stress, ApsA may have a role in signalling in the damage-associated replication

pathways. However, how ApsA modulates this response has not yet been determined.
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In some signalling mechanisms a homobifunctional ApsA structure is required for
signalling (Yu et al., 2019); however, this is not always the case (Luciano and Belasco,
2020; Luciano et al., 2019). Therefore, the molecular determinants that enable the
inhibition of DNA replication remain to be determined. This project aimed to:

a) Optimise a method for the synthetic production of ApsA and ApsNs and
investigate whether ApsNs could be produced by a biologically relevant
mechanism in human cells.

b) Develop a method for the extraction and identification of intracellular ApaNs
from a human cell line.

c) Investigate the stress response in human cells with intrinsically high
ApsN levels.

d) Determine whether, like ApsA, ApsNs can also inhibit the initiation stage of DNA
replication, and how these molecules influence the localisation of DNA

replication proteins to chromatin.
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2.1 Synthesis and validation of ApsNs and ApsdNs

2.1.1 Chemical synthesis of ApaNs

Magnesium chloride (MgClz; 1M, 3 uL), (d)NTP (100 mM, 10 pL) and (d)AMP (1M, 3 uL)
were mixed and lyophilised overnight in a Christ freeze-dryer (-80°C, 0.0010 mbar;
Alpha 2—4 LD plus). The appropriate AMP and NTP molecules were added depending

on the target product, as shown in Table 2.1.

Table 2.1: Reactants for the synthesis of ApsN and ApsdN

Product Reactants Supplier
ApiA AMP ATP Sigma Aldrich
ApaC AMP CTP Sigma Aldrich
ApaG AMP GTP Sigma Aldrich
ApsU AMP UTP Sigma Aldrich
ApsdA AMP dATP Sigma Aldrich
ApadC AMP dCTP Sigma Aldrich
Ap4dG AMP dGTP Sigma Aldrich
ApadT AMP dTTP Sigma Aldrich
dApadA dAMP dATP Sigma Aldrich
AppNppA AMP AMPPNP Roche Diagnostics,

REF: 10102547001

The lyophilised product  was resuspended in 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (HEPES buffer; 3.4 M, pH 6.8, 10 pL) and 1-Ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC; 5 M, 5 uL), then incubated at 25-30 °C
overnight. After overnight incubation, the reaction was quenched in ammonium
bicarbonate (21 mM, pH 8.6, 100 pL). The ApsN product was analysed by high
performance liquid chromatography (HPLC; 1260 Infinity Il, Agilent Technologies) using
a ResourceQ column (1 ml; GE17-1177-01) and an ammonium bicarbonate:water
gradient increasing from 50 mM to either 1 M or 1.5 M. For initial determination of
retention time, the synthesised ApsA was compared with a commercially sourced Ap.A

standard (Sigma Aldrich).
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2.1.2 Biological synthesis of ApaNs

Ub (60 uM; Boston Biochem, Cat# U-100H, Ubiquitin, human), human ubiquitin
activating enzyme (UBE1; 2 mM; Boston Biochem, Cat# E-206, GST-E1, human), ATP (1
mM, Sigma Aldrich) and the appropriate NTP (for ApsC = CTP, ApsG = GTP and
ApsU = uridine triphosphate [UTP]; all 1 mM) were combined and incubated in buffer
(Tris, 25 mM, pH 7.6; NaCl, 50 mM; MgCl,, 5 mM; dithiothreitol [DTT], 1.25 mM; total
reaction volume, 20 ulL) at 37 °C for 0, 24, 50 or 72 hours. Aliquots (4 pL) were taken
from the reaction mixture at these timepoints and frozen at -80 °C until ready for
analysis. All reactions were performed in DNA LoBind tubes to reduce risk of
polyethylene glycol (PEG) contamination. After completion of all timepoints, the
samples were lyophilised, diluted in water, and analysed by HPLC (ResourceQ column;

ammonium bicarbonate gradient, 50 mM - 1 M).

2.1.3 Validation of synthesised ApsN identity by High Resolution Mass
Spectrometry (HRMS)

Synthesised ApsN samples were diluted to between 6 and 16 uM, then sent for
analysis by HRMS. Analysis was performed on the liquid chromatography coupled to
ion trap time-of-flight mass spectrometer (LCMS-IT-TOF) (Shimadzu) fronted by a
Shimadzu NexeraX2 Ultra-high performance liquid chromatography (UHPLC) system, in

electrospray ionisation (ESI) mode.

2.2 Determining synthesised ApsN concentration

2.2.1 Hydrolysis of ApsA and ApaN synthesis products

Synthesised ApaNs were diluted in buffer (Tris HCI, 20 mM; MgCl,, 2 mM; pH 7.5 using
sodium hydroxide (NaOH); filtered) to approximately 100 uM. For each ApsN, 9.5 pL of
the diluted nucleotide was added to two separate tubes. The control tube was
supplemented with a further 0.5 ylL of buffer, while 0.5 pL recombinant human NUDT2
ApsA hydrolase (final concentration, 5 pug/mL; as used by Marriot et al., 2015) was
added to the other. All samples were incubated at room temperature until hydrolysis
had reached completion. To confirm complete hydrolysis had occurred, the hydrolysed

samples were analysed by HPLC (ResourceQ, ammonium bicarbonate gradient [50 mM

68



- 1 M]). The concentration of both the hydrolysed and non-hydrolysed samples were
then determined using a NanoDrop 2000c spectrophotometer at a wavelength of

260 nm and 280 nm (Thermo Scientific).

2.2.2 Determining the extinction coefficient for each ApaN

An approximate extinction coefficient (¢) was first calculated by summing the
previously recorded extinction coefficients for the two nucleotides in each molecule
(Cavaluzzi and Borer, 2004). The percentage change in NanoDrop A260 reading after
hydrolysis was then used to modify the extinction coefficient to account for the effect
of base stacking on absorbance readings. These modified extinction coefficients were
then used for the calculation of ApaN concentration (mmol) using a rearrangement of
the equation A=elc (A, absorbance; g, extinction coefficient; |, path length [in this case,

I=1]; ¢, concentration).

2.3 Cell culture

2.3.1 Adherent cells: 3T3 and Hela cells

Murine 3T3 fibroblasts and Hela cells were each maintained in Dulbecco’s Modified
Eagle’s Medium plus GlutaMax™-I (D-MEM; 21885-025, Gibco) supplemented with
10% v/v  Fetal Bovine Serum (FBS; LabTech or Biosera), and
penicillin/streptomycin/glutamine (P/S/G; 10378-016, Gibco) at 37 °C, 5% CO; in a
HeraCell 150i CO; incubator (Thermo Scientific). For passage, the cells were washed in
pre-warmed Dulbecco’s phosphate buffered saline (DPBS; Gibco, 14190-144), then
incubated with 10X trypsin-ethylenediaminetetraacetic acid (EDTA) (1 mL; 15400-054,
Gibco) diluted in DPBS (1:10), at 37 °C until fully detached. The trypsin was inactivated
by addition of the pre-warmed supplemented medium, and the cells were split
according to their density. Pre-warmed medium was added to make up to a total of

30 mL per 15 cm cell culture dish.

2.3.2 Suspension cells — KBM7 cells
Human chronic myeloid leukaemia cells in blast crisis (KBM7 cells) and their Nudt2

knockout counterparts (NuKO cells) (Marriott et al., 2016) were cultured at 37 °C, 5%
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CO,, in Iscove’s Modified Dulbecco’s Medium (IMDM; 21980-032, Gibco) supplemented
with 10% v/v FBS (LabTech or Biosera) and P/S/G (Gibco). For passage at high cell
densities the appropriate amount of cell-containing medium was transferred directly
to a new cell culture plate. At lower densities, the cells were centrifuged at room
temperature in a Harrier 18/80 refrigerated centrifuge (500 x g, 5 minutes), and the
medium was removed. The cell pellet was resuspended in fresh medium and split
between the appropriate number of plates. In both cases, fresh medium was added to
the new plates to reach the appropriate volume, equivalent to a total of 30 mL for a 15

cm cell culture dish.

2.4 Extraction of metabolites from KBM7 and NuKO cells

Prior to extraction, the KBM7 or NuKO cells were counted. The required number of
cells were centrifuged (500 x g, 5 minutes; Fisher Scientific, accuSpin Micro 17), and
the medium was removed. To reduce the likelihood of plastics contaminating the
sample, the cell pellet was washed in 1X DPBS (1 mL, Gibco), and transferred to a DNA-
LoBind eppendorf tube® (Ref# 0030 108 418). The sample was centrifuged (500 x g, 5
minutes), the DPBS was removed, and the cell pellet was resuspended in 50:50 ice-cold
chloroform (319988; Sigma Aldrich) and water (1 mL total) on ice. While on ice, the
sample was mixed to ensure maximum extraction of cell metabolites. The sample was
then centrifuged (10,000 x g, 10 minutes) to remove debris, and the aqueous fraction
was transferred to a fresh DNA Lo-bind tube. This process was repeated twice more
but centrifuging at 20,000 x g for 10 minutes each time. The sample was frozen at

-80 °C, then lyophilised overnight.

2.5 HPLC analysis of mammalian cell extract

Prior to analysis HPLC eluents A and B were prepared. Eluent A was composed of
ammonium bicarbonate (1, 1.5 or 2 M (method adapted to maintain gradient
regardless of upper concentration used); pH 9.6 using ammonium hydroxide; 09830,
Sigma Aldrich), while Eluent B was MilliQ water. Eluent A was filtered to 0.22 uM. Both
eluents were sonicated, then used to equilibrate the column prior to analysis.

Metabolites were extracted from the mammalian cell lines as described in section 2.4,
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then treated with recombinant NUDT2 Ap.A hydrolase (Marriott et al., 2015) and/or
FastAP Thermosensitive ApsA phosphatase, or frozen directly at -80°C
(Thermo Scientific, #EF0651). The mammalian cell extract was lyophilised, then
resuspended in MilliQ (110 uL) and 100 pL of sample was injected into the HPLC, to
maximise the amount of product detectable. The sample was run through a ResourceQ
column on a steady gradient of increasing ammonium bicarbonate (50 mM
to 1M):water (MilliQ), with a total run time of 22.5 minutes. LC OpenlLAB software was

used for visualising HPLC traces.

2.6 Clean up KBM7 mammalian cell extract

2.6.1 Graphite column clean-up

The lyophilised extract sample was solubilised in ammonium bicarbonate (10 mM)
prior to clean-up. First, the storage buffer was removed from the spin column by
centrifugation (2000 x g, 1 minute; accuSpin Micro 17, Fischer Scientific). The graphite
spin columns (Pierce) were washed in acetonitrile (80% v/v; Sigma Aldrich, 34998) +
trifluoroacetic acid (TFA; 0.1% v/v), then centrifuged (2000 x g, 1 minute). The column
was then washed in water, then centrifuged (2000 x g, 1 minute) before the sample
was loaded by adding it to the column and incubating for 10 minutes, with periodic
vortexing to maximise binding. Unbound extract was then removed from the column
by centrifugation (1,000 x g, 3 minutes). The column-bound sample was washed with
water, centrifuged (2,000 x g, 1 minute), washed with acetonitrile (25% v/v),
centrifuged (2,000 x g, 1 minute), then washed with triethyl ammonium acetate (TEAA)
(50 mM; pH 6, using high grade acetic acid; prod # 1862986, Thermo Scientific) and
centrifuged once more (2000 x g, 1 minute). Finally, the ApsNs were eluted by adding a
mixture of acetonitrile (50% v/v), and TEAA (50 mM, pH 6) and centrifuging (2000 x g,

1 minute). The eluted sample was lyophilised overnight.

2.6.2 Strong cation exchange clean-up
The column was prepared by incubating in ammonium bicarbonate (10 mM,
10 minutes). Next, the column was centrifuged (1000 x g, 3 minutes) and buffer flow

through discarded. The incubation and centrifugation steps were then repeated once
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more. The sample was then prepared in ammonium bicarbonate (10 mM) and added
to the column. The column was centrifuged (1000 x g, 3 minutes), and the flow-
through was collected in a clean DNA LoBind tube. The flow through was then

lyophilised overnight.

2.7 Triple quadrupole mass spectrometry analysis of mammalian cell extract

2.7.1 Determining multiple reaction monitoring (MRM) transitions for
ApaN standards

Triple quadrupole (QQQ) mass spectrometry analysis was performed on the liquid
chromatography mass spectrometer (LC-MS)-8040 (Shimadzu) in ESI mode. Each ApaN
sample was diluted in water to concentrations of ~20—70 uM in 100 uL total volume.

The eluents were set up as described in Table 2.2.

Table 2.2: Eluents for triple quadrupole mass spectrometry analysis
(Schulz et al., 2014). HPLC = high performance liquid chromatography; N,N-DMHA = N,N-
Dimethylhexylamine.

Eluent Composition pH
Eluent A N,N-DMHA (0.1% v/v; Sigma Aldrich, 308102-5G) pH 9.0, adjusted
Ammonium formate (1 mM; Sigma Aldrich) with formic acid

(Sigma Aldrich)
Eluent B 100% v/v HPLC-grade Acetonitrile (Sigma Aldrich) -

Each standard was then injected and run according to the method described in

Table 2.3.

Table 2.3: Method for LCMS-8040 analysis

Time (minutes) Eluent A (%) Eluent B (%)
0 100 0

2 84 16

4 79 21

14 2 98

18 2 98

20 100 0

22 100 0

25 End of method
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The specific masses for each ApsN were input into the LC-MS Wizard, which was then
used to optimise detection of the most abundant MRM transitions for each ApsN. The
top three transitions for each ApsN were selected and used to create the method for
analysis of cell extracts. To validate the method for identification of each ApsN, each
ApsN standard was run with the machine set to detect all selected transitions to

confirm that the appropriate signals were picked up for each sample.

2.7.2 Analysis of mammalian cell extract by LC-MS

Lyophilised extract samples were diluted in water (50 uL) and were run through an
AdvanceBio peptide mapping column (2.1 x 150 mm; 653750-902; Agilent) at a rate of
0.3 mL/minute and a temperature of 35 °C. The system was set up to detect the three
most abundant MRM transitions, as determined using the method in section 2.7.1.
Column run time and eluent ratios were set up as for the detection of MRM

transitions, shown in Table 2.3 above.

2.7.3 LC-MS measurement of the effect of DNA damaging agents on DNA replication

NuKO cells were treated with either MMC (100 nM; Fisher BioReagents, BP2531-10),
doxorubicin (DOX; 100 nM; Fisher BioReagents 10512955), HU (0.1 mM and 1 mM;
Sigma Aldrich H8627), gemcitabine (GEM; 100 nM, HCI Sigma Aldrich G6423) or left
untreated for 18 hours. The cells were counted, and the metabolites were
independently extracted from an equal number of treated and untreated cells using
the protocol described in section 2.4. The lyophilised sample was resuspended in
water, then injected and analysed on the LC-MS-8040 triple quadrupole mass
spectrometer, using the MRM transitions determined and parameters described in

sections 2.7.1 and 2.7.2.

2.8 Determining mammalian cell proliferation rate and cell cycle kinetics

2.8.1 Determining proliferation rate

KBM7 and NuKO cells were each seeded at a density of 2 x 10° cells per 10 cm plate
(1.66 x 107 cells/mL). Each cell line was split every other day to ensure that available

nutrients were not a limiting factor. The cell number for each cell line was recorded
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daily for a total of seven days. Counted cell number was then multiplied up by the

amount split, to reflect the total number of cells produced across the 7-day period.

2.9 Flow cytometry

2.9.1 Measurement of cell cycle kinetics

KBM7 and NuKO cells were incubated in medium containing 5-ethynyl-2'-deoxyuridine
(EdU, 1:1000; Click-iT™ EdU Alexafluor™ 555 Imaging kit; C10338, invitrogen) for
1 hour, then centrifuged (500 x g, 5 minutes). The cell pellet was washed in
DPBS (Gibco), then the resulting suspension was centrifuged (500 x g, 5 minutes). The
cells were then resuspended in PBS containing bovine serum albumin (BSA; 1% w/v;
BP9701-100, Fisher BioReagents™) and centrifuged once more (500 x g, 5 minutes). To
fix the cells, the pellet was resuspended in 4% w/v formaldehyde (15 minutes, room
temperature; J19943-K2, Thermo Scientific), then centrifuged (500 x g, 5 minutes). To
wash the cells, the supernatant was removed, and the pellet was incubated in PBS
containing BSA (1% w/v, 5 minutes), then centrifuged (500 x g, 5 minutes). This wash
step was repeated twice more. The supernatant was removed before the cell pellet
was permeabilised in 0.5% v/v triton in PBS for 15 minutes. After permeabilisation, the
cells were washed three times in 3% w/v BSA in 1X PBS (5-minute washes), with a
centrifugation step (500 x g, 5 minutes) to remove the supernatant after each step.
The cell pellet was resuspended in EdU cocktail (Click-iT™ EdU Alexafluor™ 555 Imaging
kit details; C10338, invitrogen), incubated in the dark (15 minutes, room temperature)
and centrifuged (500 x g, 5 minutes). The cell pellet was retained and washed three
times in 0.1% v/v triton in PBS (5-minute washes), with a centrifugation step and
removal of the supernatant between each wash. Finally, the cell pellet was incubated
in Hoescht 33342 (Click-iT™ EdU Alexafluor™ 555 Imaging kit details; C10338,
Invitrogen) diluted 1:2000 in PBS containing 0.1% v/v triton (500 uL total volume). The
sample was kept on ice and in the dark until analysis on the CytoFLEX flow cytometer

(Beckman Coulter) using the PB-450 and PE channels.
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2.9.2 Measurement of apoptosis

KBM7 and NuKO cells were treated with HU for 2 hours, then allowed to recover for
24 hours. After recovery, the cells were centrifuged (500 x g, 5 minutes), then the
resulting pellet was washed in cold PBS (1 mL). The suspension was centrifuged
(500 xg, 5 minutes) and the pellet was resuspended in fresh medium (1 mL). The
Yo-Pro 1 stock (Thermofisher Y3603) was diluted 1:10 in DMSO, then added at a
dilution of 1:1000 to each tube. Propidium lodide (PI, 1 pg/mL; (Sigma Aldrich P4170)
was also added to each tube, and all samples were incubated on ice for
20-30 minutes. Compensation was performed using permeabilised cells, cells with PI
staining only, and cells with Yo-Pro1 staining only for each cell line. Apoptosis was then
measured with a CytoFLEX flow cytometer (Beckman Coulter), using the PE and FITC

channels.

2.10 Analysis of the YH2AX response to cell stress using Western blotting (WB)

2.10.1 Inducing YH2AX stress in KBM7 and NuKO cells

KBM7 and NuKO cells were each incubated in hydroxyurea (HU; 1 mM, 37 °C) for
2 hours. The cells were then centrifuged (500 x g, 5 minutes), and washed in
pre-warmed DPBS. The cells were centrifuged once more (500 x g, 5 minutes), and the
pellet was resuspended in fresh, pre-warmed medium. The cells were then allowed to
recover by incubating in the fresh medium at 37 °C for a further 0, 1, 2, 4, or 24 hours.
At the appropriate time point, the cells were centrifuged (500 x g, 5 minutes), and the
pellet was washed in pre-warmed DPBS. The DPBS was removed by centrifugation
(500 xg, 5 minutes), and the resulting cell pellet was resuspended in 4X Sodium
Dodecyl Sulfate (SDS) loading buffer (200 mM Tris-Cl (pH 6.8), 200 mM DTT, 0.8% w/v
SDS, 0.4% w/v bromophenol blue, 40% w/v glycerol) containing
Phenylmethylsulphonyl Fluoride (PMSF, Sigma Aldrich; 1 mM). Finally, each sample
was incubated at 95 °C for 10 minutes in a dry bath (Fisher Scientific, FB15103), and

stored at -20 °C until analysis.

Samples prepared for Western blotting were thawed, then heated at 95 °C for 10

minutes. For molecular weight comparison, samples were run alongside a molecular

75



weight marker (Pierce™ Prestained Protein molecular weight marker, Thermo
Scientific™, Cat# 26612; or PageRuler plus Prestained Protein ladder, Cat# 26619,
Thermo Scientific). Samples were loaded and run through the stacking gel (5% w/v;
100 V, Bio-Rad, PowerPac™ Basic) then through the Sodium Dodecyl Sulfate—
Polyacrylamide Gel Electrophoresis (SDS-PAGE) resolving gel (10% w/v, 200 V). The
current was stopped prior to the dye front reaching the bottom of the gel. The samples
were then transferred onto polyvinylidene fluoride (PVDF) membrane (Amersham™)
using a semi-dry transfer machine (90 minutes, 63 mA/gel) connected to a PowerEase
500 (Invitrogen life technologies) power supply. The membranes were cut and blocked
in blocking buffer (BSA, 1% w/v; 1 x TBS; Tween20, 0.1% v/v) for 1 hour. After blocking,
the membranes were incubated in primary antibody diluted in blocking buffer at 4 °C

overnight. The dilutions for each primary antibody are shown in Table 2.4

Table 2.4: Primary antibody species and dilutions

Antibody Species Dilution Supplier

Mcm2 Mouse 1:500 BD biosciences

PCNA Mouse 1:250 Santa Cruz Biotechnology
YH2AX Mouse 1:2500 abcam

Histone H3 Rabbit 1:10,000 abcam

Actin Mouse 1:10,000 Sigma-Aldrich

2.10.2 Analysis by Western blotting

After overnight antibody binding, excess antibody was removed by washing four times
in blocking buffer (5-minute washes). The membrane was incubated in the appropriate
secondary antibody (1:5000; rabbit, Sigma, (A0545) Anti-Rabbit IgG
(whole molecule) -Peroxidase antibody produced in goat; or mouse, Invitrogen
(A28177) Goat anti-Mouse IgG (H+L) Superclonal™ Recombinant secondary antibody,
HRP) depending on species (see Table 2.4) at room temperature for 1 hour. The
membranes were subsequently washed four times in wash buffer (1X TBS [diluted
from 10x TBS, pH 7.6]; Tween20, 0.1% v/v; 5-minute washes) to remove excess
secondary antibody. Supersignal® West Pico enhanced chemiluminescence (ECL)
Western blotting substrate solutions A and B (Thermo Scientific) were mixed 1:1 and
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added to the membrane immediately prior to imaging on a ChemiDoc™ MP Imaging
System (Bio-Rad). For analysis, band intensity was calculated using the Imagelab
software (Bio-Rad), and bands were standardised to actin, or histone when the sample

was composed of nuclei only.

2.11 Cell synchronisation

2.11.1 Synchronisation of 3T3 cells in mid- and late-G1

3T3 cells were maintained at a density of ~40%, then the medium was changed, and
the cells were incubated for 48 hours (37 °C, 5% CO3). Subsequently, the medium was
removed and replaced with fresh medium. The confluent cells were incubated for a
further 48 hours (37 °C, 5% CO3). The cells were then incubated with 10X trypsin (2 mL)
diluted in pre-warmed DPBS (8 mL, Gibco) for 2 minutes, or until fully detached. After
dissociation, the cells were split 1:4 and incubated for either 15 hours (for mid-G1

extract) or 17.5 hours (for late G1-phase nuclei) before harvesting.

2.11.2 Synchronisation of S-phase Hela cells

Hela cells were split to ~30% confluency then incubated in supplemented D-MEM
medium containing thymidine (2.5 mM) for 24 hours, to inhibit DNA replication. The
thymidine-containing medium was removed, then cells were washed in pre-warmed
DPBS (Gibco), and the removed medium was replaced with fresh D-MEM medium
without thymidine. The cells were incubated for 8 hours to allow any non-stalled cells
to reach early S-phase, then the medium was removed and replaced with medium
containing thymidine (2.5 mM). The cells were incubated in the thymidine containing
medium for 16 hours, to stall any remaining cells in early S-phase. Finally, the medium
was replaced with fresh medium (no thymidine), and incubated for 1 hour, to allow all
cells to progress fully into S-phase. After 1 hour, the cells were harvested as described

in section 2.11.3.

2.11.3 Harvesting synchronised nuclei and extract
Harvesting of both nuclei and cytosolic extracts was performed at 4 °C. The medium

was removed, and all plates were washed in ice-cold hypotonic buffer (20 mM HEPES,
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5 mM potassium acetate; 0.5 mM MgCl,, 1 mM DTT). The cells were incubated in
ice-cold hypotonic buffer for 5 minutes, then the buffer was discarded. Excess
hypotonic buffer was discarded by tilting the plates at a 45° angle and leaving for
3-5 minutes to allow the collection and removal of excess buffer from the bottom of
the plate. The cells were then harvested by scraping, and the nuclei and soluble extract
fractions were extracted from the cells by Dounce homogenisation (Wheaton Dounce
homogeniser, tight pestle) followed by centrifugation (6000 x g, 5 minutes for nuclei;
17,000 x g, 10 minutes for extract). For nuclei, the pellet was retained and
resuspended in an equal volume of hypotonic buffer. The resulting suspension was
snap-frozen in liquid nitrogen as 10—12 pL pellets. For the extract, the suspension was
directly frozen in liquid nitrogen, as 30—40 pL pellets. Both nuclei and extracts were

stored in liquid nitrogen.

2.12 Cell-free replication assays

2.12.1 Cell-free replication

Pre-mix (40 mM HEPES, pH 7.8 using sodium hydroxide; 7 mM MgCl,; 1 mM DTT;
40 mM phosphocreatine; 3 mM ATP; and GTP, CTP, UTP, dATP, dGTP, dCTP, all
0.1 mM) was added to both G1- and S-phase extract at a ratio of 1:10. MgCl; (0.1 M),
creatine phosphokinase (CPK, 10 mg/mL; Millipore-MERCK) and biotin-dUTP (Roche)
were then added 1:50 into the resulting extracts. The extracts were divided into 10 pL
aliquots for cell-free immunofluorescence assays only, or 15 L aliquots if done in
parallel with the WB experiments. The synthesised ApsNs, synthesised AppNppA or
ApsA-FRET (provided by Professor Andreas Marx) were diluted in water or HEPES
(20 mM, pH 7.8 with sodium hydroxide), then added into the appropriate tubes to a
final concentration of 100 uM. The extracts were mixed, then late G1 nuclei were
added to each tube (1 pL for cell-free only, 3 uL for cell-free done in parallel with WB).
The nuclei were resuspended in the extracts by flicking gently, then all samples were
incubated in a dry bath at 37 °C for 30 minutes. The cell extracts were resuspended in
4% w/v formaldehyde (120 pL) and incubated at room temperature for 15 minutes.
Poly-lysine coated glass coverslips were inserted into the bottom of snaptwist #PE 6.5

mL scintillation vials and covered with 30% w/v sucrose (0.8 mL). The fixed cell extract
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was then added gently, as a layer to the top of the sucrose, and centrifuged at 1000
RPM for 10 minutes. Next, the coverslips were incubated in antibody buffer (PBS, 0.1%
v/v Triton X-100, 0.02% w/v SDS, 1% w/v BSA) for 5 minutes. This was followed by two
more quick washes in antibody buffer. Each coverslip was then incubated in
streptavidin Alexa Fluor 555 diluted 1:1000 in antibody buffer for 30 minutes in a
humidity chamber at 37 °C, 5% CO.. Excess streptavidin Alexa Fluor was subsequently
removed by washing three times in antibody buffer then once in PBS. Each coverslip
was mounted in mounting medium containing 4',6-diamidino-2-phenylindole (DAPI;
Vectashield®, H-1200; Vector Laboratories) and stored in the dark at 4 °C.

Fluorescence imaging was performed on a Zeiss Axio Scope A1l microscope.

2.12.2 Preparation of WB to determine nuclear replication protein level

For WB, the cell-free reaction was performed as described in section 2.12.1, up to and
including the 30-minute incubation in the dry bath. At this point, instead of the fixation
step, the nuclei were incubated in 0.5% v/v Triton X-100 and 1 mM PMSF on ice for
5 minutes, then centrifuged (17,000 x g, 5 minutes), to separate the nuclei from the
extract fractions. Each sample was then resuspended in 4X SDS loading buffer
containing DTT (1:6 dilution), then heated to 95 °C for 10 minutes. Samples were

stored at -20 °C until use, then run on SDS-PAGE gels as described in section 2.10.2.
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Chapter 3: Synthesis and
purification of Ap:A and ApsN

dinucleotide tetraphosphates
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3.1 Introduction to the synthesis of ApsA and ApaNs

3.1.1 ApsA structure and synthesis

Ap.A is a signalling molecule composed of two adenosine moieties linked by a chain of
four phosphate groups. ApsA has been found in many different domains of life and can
be synthesised through a variety of mechanisms (Ferguson et al., 2020). ApsA can be
synthesised either by the direct condensation of two ATP molecules by human
glycyl-tRNA synthetase (GIyRS) (Guo et al., 2009), or through the reaction of ATP with
an intermediate such as T4 RNA ligase-AMP (Atencia et al., 1999), AcylCoA-LH-AMP in
P. fragi (Fontes et al., 1998), or an aminoacyladenylate in both prokaryotes and
eukaryotes (Brevet et al., 1989b; Goerlich et al., 1982). Some of these reaction
mechanisms are also capable of synthesising other ApaNs in addition to ApsA (Atencia
et al., 1999; Brevet et al., 1989b; Fontes et al., 1998). An additional mechanism for
ApsA synthesis has been found recently, where ApsA is produced as a by-product in the
activation of Ub, by Ub- and Ub-like activating enzymes (Gotz et al., 2019). This is
particularly interesting as the activity of Ub-activating enzyme is increased under stress

conditions (Shang et al., 1997).

In addition to its biological synthesis, ApsA can also be produced chemically via a
number of different mechanisms involving either P(lll) or P(V) chemistry (Appy et al.,
2019a). In the P(V) mechanism, a 5’-nucleotide is activated, followed by reaction of the
resulting intermediate with a second 5’-nucleotide or inorganic pyrophosphate to
produce dinucleotide polyphosphates of varying lengths (Appy et al., 2019a). Methods
utilising P(V) chemistry for the synthesis of dinucleotide tetraphosphates began as
early as the 1960s, where ApsA, ApsA and ApsA were identified as products of a
dismutation reaction between adenosine 5’-phosphoromorpholidate and
tributylammonium pyrophosphate in an anhydrous pyridine (Reiss and Moffatt, 1965).
Another P(V) chemistry approach enables reaction in water, producing diadenosine
polyphosphates from the reaction of AMP, ADP or ATP with a carbodiimide (Ng and
Orgel, 1987).

Alternatively, mechanisms using P(lll) chemistry can be applied to the synthesis of

dinucleotide tetraphosphates. P(lll) reagents result in phosphite or phosphoramidite
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intermediates which then oxidise to form P(V) molecules (Appy et al., 2019a). A
mechanochemistry approach has also been used for the synthesis of dinucleotide
tetraphosphates, where a ball-mill was used for the coupling of 5’-adenosine
phosphomorpholidate to phosphorylated ribose derivatives (Ravalico et al., 2011).
More recently, a one-pot approach has been demonstrated for the synthesis of NpaN
from NMPs which makes use of readily available reagents and does not require
protective groups (Depaix et al., 2017). A solvent-assisted mechanochemistry
technique was later applied for the synthesis of dinucleotide tetraphosphates from
nucleotide 5’-monophosphates and could produce the nucleotide tetraphosphate

within short reaction times (Appy et al., 2019b).

3.1.2 Ap4A signalling mechanisms

In some of its signalling mechanisms, ApsA appears to function by competitive
inhibition. An example of thisis in the STING pathway, where Ap.A binds STING via the
same binding pocket as cGAMP, delaying the cGAMP-STING interaction and therefore
the interferon response (Guerra et al., 2020). Likewise, ApsA can bind an ATP-binding
domain on HINT1, displacing MITF and causing HINT1 to polymerise (Yu et al., 2019).
Interestingly, in the HINT1 signalling pathway both ends of the ApsA molecule are
essential for polymerisation, with each end binding to an ATP-binding pocket on a

separate HINT1 dimer (Yu et al., 2019).

ApsA alters cell signalling at a transcriptional level in bacteria, where ApsNs can cap
RNA, protecting the mRNA from degradation and thereby influencing cell signalling
(Hudecek et al., 2020; Luciano and Belasco, 2020; Luciano et al., 2019). This signalling
pathway is not specific to ApaA, as other ApsNs are also capable of forming Np4 caps on
the RNA, demonstrating that only one end of the ApsA structure is needed for this kind

of signalling to occur.

Another signalling mechanism that ApsA has been implicated in is the inhibition of DNA
replication (Marriott et al., 2015). However, the mechanism behind how it achieves
this inhibition is not known. As a step towards elucidating this pathway, a chemical

biology approach was taken to determine whether both ends of the molecule were
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important for signalling (as in the HINT1 signalling pathway) or whether only one end
of the molecule was essential for signalling (as demonstrated by ApsN-capping of
transcripts in E. coli). The first step in elucidating this pathway was to begin with the

synthesis of Ap4A.

3.1.3 Chapter Aims

To determine the functionality of ApsA in DNA replication, a chemical biology approach
was taken to investigate the potential inhibitory and binding mechanisms that could
mediate its activity. In other model systems, ApsA can bind through either adenosine
moiety with the other being solvent exposed. In this scenario, the presence of an
alternative nucleoside such as C, U or G may not affect function. However, if binding is
mediated by a homobifunctional ApsA such as in the mechanism used by ApsA to
mediate HINT oligomerisation (Yu et al., 2019), a heterobifunctional ApaN may not be
active. As a first step, the chemical synthesis of ApsA was performed for use in future
experiments and to facilitate synthesis of other ApasN molecules. The next aim was to
synthesise and verify the identity a variety of different ApaNs and ApsdNs, where N=A,
C, Gor U/T, so we could determine what effects these changes in structure would have
on the function of the ApsNs in the context of DNA replication. Finally, we aimed to
determine if the synthesis of ApsN molecules was possible in biologically relevant
systems using the Ub-activating enzyme-mediated ApsA synthesis mechanism

demonstrated by Gotz and colleagues in 2019.

3.2 Preparation of standards for HPLC

Commercial standards for AMP, ATP and ApsA were analysed by HPLC with a
ResourceQ column to determine the retention times for each molecule (Fig. 3.1). As
the ResourceQ column separates molecules according to their charge, the large
changes associated with the number of phosphate groups in AMP, ATP and ApsA

resulted in a good separation of these molecules.
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Figure 3.1: Establishing retention times for substrates and products of the ApsA
synthesis reactions. Standards for AMP (A), ATP (B) and ApsA (C) or all three
molecules (D) were bound to a 1 mL ResourceQcolumn and eluted with an
increasing linear gradient of ammonium bicarbonate pH 9.6 from 0.05-1 M to
determine their retention times (mins): AMP=5.3; ATP=8.9; ApsA=11.0.
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AMP eluted after 5.3 minutes (Fig. 3.1 A), ATP after 8.9 minutes (Fig. 3.1 B), and Ap4A
after approximately 11 minutes (Fig. 3.1 C). When the standards were injected as a
mixed sample, their retention times shifted slightly to the right - AMP eluted at 5.7
minutes, ATP at 9.3 minutes and ApsA at 11.2 minutes (Fig. 3.1 D). The clear separation
of each molecule allows the accurate prediction of the elution time for the ApsA

product in subsequent reactions.

3.3 Optimisation of ApsA synthesis

ApsA was synthesised chemically from ATP and AMP in the presence of MgCl,, HEPES
and EDC, then analysed by HPLC. A schematic for this chemical synthesis method is
shown in Figure 3.2. To optimise the ApsA synthesis method, several variables were
altered independently, to determine which of these influenced yield. Therefore, the
effects of variables such as ATP concentration, buffer concentration, activating agent

concentration and reaction temperature needed to be measured.

Mgcl,
ATP HEPES Ammonium

AMP EDC Bicarbonate j

—) — ) D
HPLC

Lyophilise, 18 h 18 h

Figure 3.2: Schematic for the chemical synthesis of ApsA. ATP, AMP and MgCl,
were combined and lyophilised overnight to remove water. HEPES and EDC were
then added to initiate the reaction. The reaction mixture was incubated
overnight for at least 18 hours, then quenched in ammonium bicarbonate. A
bolus was then injected into the HPLC and run through a ResourceQ column on
an ammonium bicarbonate:water gradient.

3.3.1 Effect of increased ATP in the reaction mixture
In the initial reaction, the molar ratio of the key reactants AMP, ATP and EDC is 6:1:50.
ATP is a necessary component in the ApsA reaction mixture, as it reacts with AMP to

produce a diadenosine molecule with the appropriate number of phosphate groups.

85



Therefore the effect of increasing the proportion of ATP on the reaction kinetics was

investigated by altering the molar ratio of AMP:ATP:EDC to 3:1:25 (Fig. 3.3).
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Figure 3.3: Effect of increased ATP concentration on ApsA synthesis. A, B: ApsA was
synthesised chemically following the method shown in Figure 3.2, with either 0.5 umol
or 1.0 umol ApsA. A+B) HPLC traces for ApsA reaction mix with 0.5 umol (A) and
1.0 umol (B) ATP. C: Summary of the area under the peaks corresponding to ATP
and ApsA.
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Increasing the amount of ATP in the reaction mixture increased the amount of ApsA
produced in the reaction (Fig. 3.3). The area under the peak corresponding to ApsAis a
direct measure of the amount produced. This increases from 26,655 (Fig. 3.3 A and C)
to 40,494 (Fig. 3.3 B and C) when the concentration of ATP is doubled. Unfortunately
increasing the ATP concentration in the reaction mix resulted in an increase in the
amount of unused ATP. To prevent waste, this ATP fraction could be collected and
purified on the HPLC. Due to the higher amount of product obtained, 1.0 umol
ATP/NTP was used in future ApsN synthesis reactions. The AMP peak showed a double
peak, which could be caused by several factors. As this was not seen with the
molecules eluting later in the run, this is likely explained by an incompletely filled
sample loop during injection. As the AMP concentration was already in excess, with a
molar ratio to ATP of 6:1, altering it was unlikely to influence the reaction efficiency as
this was already saturated in the reaction mixture. Therefore, it was unnecessary to

experiment further with the AMP concentration.

3.3.2 Effect of HEPES and EDC on increasing ApsA vyield

EDC is an activating agent that is essential in initiating the reaction between AMP and
ATP. In this process, the AMP phosphate (or the y-phosphate on ATP) reacts with the
EDC to form a phosphorylated carbodiimide intermediate (Fig. 3.4). The intermediate
then reacts with the y-phosphate on NTP (or the AMP phosphate) to produce ApsN and

a urea by-product.

Phosphorylated carbodiimide intermediate

ﬂ — _

R—0—P—OH @ o ¢ ¢
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Figure 3.4: Carbodiimide coupling reaction for ApaA synthesis. The mechanism for the
formation of the phosphorylated carbodiimide intermediate, followed by reaction with
NTP to form the ApsN product and a urea by-product. R = Adenine nucleoside; R'=A, C,
G or U nucleosides.



As EDC availability is necessary for the reaction to occur, an increased amount of EDC
in the reaction mix was tested alongside the higher ATP amount (molar ratio of
AMP:ATP:EDC = 3:1:50), to determine whether EDC concentration in the reaction
mixture could be a limiting factor (Fig. 3.5). Furthermore, the reaction is performed in
a very low volume to increase the chances of successful collisions. However, as the
EDC and buffer are both required to be at very high molarity, some problems with
solubility were observed. To assess whether increasing the amount of buffer could
influence ApsA vyield, different volumes of HEPES were added to the reaction mix to
alter reagent concentrations (molar ratio of AMP:ATP:EDC = 3:1:25) and the ApsA

produced was analysed by HPLC (Fig. 3.5).
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Figure 3.5: Effect of increased volume of HEPES and EDC on ApsA synthesis. ApsA
was synthesised chemically following the method shown in Figure 3.2, with differing
volumes of EDC or HEPES buffer. A: HPLC trace for ApsA reaction mix with equal
volumes of EDC and HEPES. B, C: HPLC traces for ApsA reaction mix with increased
volume of HEPES buffer (B) and increased volume of EDC reagent (C). D: Summary of

the area under each peak corresponding to ATP and ApA.
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Analysis of each reaction condition by HPLC identified that increased volume of HEPES
buffer led to an increased the yield of ApsA from 40,494 units to 63,594 units and
decreased the unused ATP from 40,884 units to 13,230 units, increasing the yield of
the reaction relative to ATP and reducing ATP waste (Fig. 3.5 B and D). In comparison,
despite reducing the unused ATP in the reaction by 11,722 units, increasing the EDC
volume only resulted in a slight increase in ApsA vyield, from 40,494 to 45,873 units
(Fig. 3.5 C and D). Therefore, the increased volume of HEPES was used in all future

reactions, while the volume of EDC was kept at its original volume.

3.3.3 Effect of temperature on Ap,A yield

An increase in temperature generally results in an increase in rate of reaction.
Therefore, to identify whether increasing the reaction temperature would increase
ApsA product vyield, the ApsA synthesis reaction was performed at different
temperatures. The ApsA reaction mix was incubated at either room temperature, 25 °C

or 37 °C to determine the most efficient reaction temperature (Fig. 3.6).
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Figure 3.6: Effect of temperature on ApsA yield. The ApsA synthesis reaction was
set off at A: room temperature, B: 25 °C or C: 37 °C. The reaction mixtures were
analysed by HPLC to determine the relative abundance of ATP and Ap4A at each
temperature. D: Summary of the area under each peak corresponding to ATP
and ApsA.
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ApsA was successfully synthesised at all temperatures (Fig. 3.6 A, B and C). Increasing
the reaction temperature from room temperature to 25 °C increased ApsA yield by
17,462 units and reduced the residual ATP by 37.8% (Figure 3.6 B and D). Increasing
the reaction temperature to 37 °C increased the ApsA yield by a further 16,118 units
compared with the reaction at 25 °C and by 33,580 units compared with the reaction
at room temperature (Fig. 3.6 C and D). However, the 37 °C reaction temperature also
resulted in an increased number of side reactions, likely including unwanted products
such as ApsA (retention time ~13 mins) (Fig. 3.6 C). This was not a big issue, as the
ApsA peak was still clearly distinguishable from the side reactions, so ApsA could still
be purified. From this set of data, we therefore determined that future reactions

should be performed at a temperature of at least 25 °C.

3.4 Synthesis of other dinucleotide tetraphosphates

3.4.1 Changes to ApsA structure

Ap.A is involved in several different signalling mechanisms (see section 3.1.2). ApsA
functions through either mono or bifunctional interactions in specific processes. To
determine if one of the adenosine groups can be substituted by either purine or
pyrimidine and retain activity, all ribosyl bases were used to produce ApsA, ApsU, ApaG
and Ap4C. Similarly, all deoxy-ribosyl bases were used to produce ApasdA, ApadT, ApadG
and ApadC. The production of each ApsN and ApsdN will enable characterisation of
each molecule and their potential role in regulation of the DNA replication process.
Each molecule was produced by reacting AMP with the each NTP/ANTP using the
reaction conditions optimised above. A summary of the structural changes made is

shown in Figure 3.7.
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Figure 3.7: Structural differences between different ApaNs. The first part of the
structure is conserved across all molecules (A) with the end part of the molecule
changing depending on the nucleotide used for synthesis: ApA (B), ApaG (C), ApaC
(D), ApaU (E), ApadA (F), Ap2dG (G), ApadC (H), ApadT (1).
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Previous work suggested that diguanosine tetraphosphate (Gp4G) was inactive and did
not affect initiation of DNA replication (Marriott et al., 2015). Consequently, we
hypothesised that at least one adenosine moiety was required for its inhibitory activity
based on recent analyses showing adenosine mediating the key interactions in other
pathways regulated by ApsA (Ferguson et al., 2020; Yu et al., 2019). As adenine and
guanine are both purines, ApsG (Fig. 3.7 C) has the most similar structure to ApsA (Fig.
3.7 B), in addition to ApsdA and Ap4dG (Fig. 3.7 F and G). The remaining molecules are
purine-pyrimidine structures linked by a tetraphosphate group (Fig. 3.7 D, E, H and 1).
The phosphate chain length was not investigated here as ApsA and ApsA do not inhibit
the initiation of DNA replication (Marriott et al. 2015) suggesting that the distance
between the nucleosides is important for their inhibitory activity in DNA replication

assays.

3.4.2 Synthesis and purification of ApaNs

The synthesis of each ApasN was performed using the same chemistry as ApsA, with
each NTP or dNTP being substituted for ATP. Despite the similarity in structure, the
small structural changes to each ApsN caused them to elute from the ResourceQ

column at different retention times (Table 3.1).

Table 3.1: Retention times for each ApsN. ApsNs were chemically synthesised then
analysed by HPLC. Standards for each NTP were analysed by HPLC to determine
possible changes in retention time for each ApaN.

Elution time

NTP ApsN
ApsA 8.9 10.7
ApsG 10.4 13.1
ApaC 7.8 10.0
ApsU 9.1 11.7
ApgT 8.3 10.7
ApadA 8.3 10.5
ApsdG 10.1 12.8
ApadC 7.7 9.9
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There were no standards available for the individual ApsNs and due to the scale at
which we were synthesising the ApsNs it was not possible to verify their identity by
NMR spectroscopy. Therefore, after synthesising and purifying each molecule, we
planned to verify its identity first by analysis of its hydrolysis products, and then by
HRMS. For each reaction, the retention time for each reagent was characterised and
the retention time of the reaction products was monitored. A list of the retention
times for each NTP and the ApsN can be found in Table 3.1. After synthesis, each ApsN
was purified from the reaction mixture by injecting the full sample mixture and
collecting the appropriate fraction from the HPLC. After lyophilising to remove the salt
and concentrate the sample, all ApsN samples were re-run to check their purity

(Fig. 3.8).
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Figure 3.8: Purification of ApsNs and ApadNs. Each ApsN was synthesised and the
appropriate fraction for each was separated out and collected by HPLC. Fractions were
lyophilised and a sample was re-injected to determine the purity.

As expected, all reactions produced a new peak that eluted later than the AMP and
NTP standard, consistent with formation of the desired ApaN. This peak was then
successfully purified, and the retention time for each ApsN was unique: ApsG eluted at
13.2 minutes (Figure 3.8 B), ApsC at 10.1 minutes (Fig. 3.8 C) and ApsU at 11.9 minutes

(Fig. 3.8 D). As the ApsdNs contained one less oxygen atom than their ApsN
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counterparts, they eluted from the column slightly earlier. ApsdA eluted at 10.6
minutes (Fig. 3.8 E), ApadG eluted at 12.9 minutes (Fig. 3.8 F), Ap2dC at 9.9 minutes
(Fig. 3.8 G) and Ap.dT at 10.8 minutes (Fig. 3.8 H). The purity of each ApsN was
evaluated by determining the area under the ApsN peak at an absorbance of 260 nm
as a proportion of the total area under all detected peaks. A summary of the purity

estimated for each molecule can be found in Table 3.2.

Table 3.2: An estimate of the purity of the synthesised ApaNs. This estimate was
determined based on ApaN peak absorbance as a proportion of the total absorbance
at 260 nm.

Total area under all

Area under Ap,N peak Estimate of purity (%)

peaks
Ap,A 18664.582 18695.8588 99.8
Ap,C 6840.7842 6840.7842 100
Ap,G 11930.9414 12193.2151 97.8
Ap,U 7024.3799 7082.6893 99.2
Ap,dA 31412.5723 31458.7189 99.9
Ap,dC 18278.9023 18551.2489 98.5
Ap,dG 13901.7607 14064.9597 98.8
Ap,dT 13593.6367 13634.6085 99.7

3.5 Validation of chemically synthesised ApasNs

3.5.1 Validation through analysis of ApsA hydrolase products

To verify that the synthesised molecules were the intended ApaNs, each ApsN was
treated with recombinant human NUDT2 ApsA hydrolase. ApsA hydrolases have been
found across multiple domains of life and cleave ApsA asymmetrically into AMP and
ATP (Swarbrick et al., 2005). An NMR study investigating human ApsA hydrolase
showed that an ATP binding cleft is present which contains histidine (His)-42, tyrosine
(Tyr)-87 and phenylalanine (Phe)-133 aromatic side chains (Swarbrick et al., 2005). Two
different conformations for ATP in this cleft have been identified, either where the
adenine is stacked between Tyr-87 and Phe-133 aromatic rings, or where the

adenosine lies across the top of the cleft (Swarbrick et al., 2005).
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ApsA hydrolases have been categorised two subgroups - either the bacteria and plant
subgroup or the animal and archaea subgroup. Studies with Lupin ApsA hydrolase
showed that hydrophilic attack occurs at the fourth phosphate away from the
nucleoside which best fits the binding site (Guranowski et al., 1994a). Lupin Ap.A
hydrolase has a preference for ApsA but is also capable of breaking down Ap4C, ApaG
and ApsU, each of which result in the production of AMP, ATP, NMP and NTP (where
N=C, G or U, depending on the starting molecule) (Jakubowski and Guranowski, 1983).
Similarly in the animal subgroup, the brine shrimp bis(5-nucleosidyl) tetraphosphate
pyrophosphohydrolase is capable of hydrolysing NpsNs such as Ap.A, GpaG and ApsG
(Prescott et al., 1989). This suggests that an adenosine moiety is not essential for
hydrolysis to occur. Interestingly, when ApsG is the substrate, AMP and GTP are
produced 4.5-fold more than GMP and ATP. These data suggest that the human ApsA
hydrolase may be able to hydrolase all ApsNs to AMP, NMP, ATP and NTP. It also
suggests that, depending on the nucleosides in each molecule, there may be a
preference in the ratio of the NMP and NTP products. Therefore, each of the ApaNs
was hydrolysed to completion with human NUDT2 ApsA hydrolase and the resulting
products were analysed by HPLC to determine whether the expected AMP, NMP, ATP
and NTP products were produced (Fig. 3.9).

98



Ap,A

il

200 i
0 T L)

1] 2 4

L} L} L} I-l T 1
6 B 10 12 14 16
Time (minutes)

AMP and NTP standards

J
C L) ) Illl T T T T 1
0 2 4 6 8 10 12 14 16
Time (minutes)

Hydrolysed Ap,A

L) ) T — I .I — I - L) — L) 1
] 2 4 6 8 10 12 14 16
Time (minutes)
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The HPLC trace for the hydrolysed ApsA sample did not have a peak at 10.8 minutes
(Fig. 3.9 1), demonstrating that it had been fully hydrolysed (Fig. 3.9 A). Instead, the
hydrolysed ApsA sample showed peaks at 5.0 and 8.7 minutes, corresponding to the
5.3- and 8.9-minute elution times previously determined for AMP and ATP (Fig. 3.9 E).
This is consistent with the asymmetrical hydrolysis expected by the Ap.A hydrolase.
Similarly, the hydrolysed Ap4C sample had lost the 10.1-minute peak expected if ApaC
were still present (Fig 3.9 B), but peaks corresponding to the elution times for ATP and
AMP had formed (Fig. 3.9 F, J). A small peak formed at 7.4 minutes, but as this peak is
also visible in the other hydrolysed ApsN samples, it is unlikely to correspond to CTP
(Fig. 3.9J). A very small peak is visible at a retention time of just below 8 minutes and
could therefore correspond to CTP, however its intensity was too low to be picked up
automatically by the HPLC machine (Fig. 3.9 J). The hydrolysed Ap4G sample resulted in
four peaks of similar intensity (Fig. 4.9 K), and no peak at 13.3 minutes, where ApsG
would be expected to elute (Fig. 3.9 C). The peaks at 5.0, 10.6 and 8.7 minutes
correspond to the expected elution times for AMP, GTP and ATP, respectively (Fig. 3.9
G, K). The synthesised ApsU was also successfully hydrolysed, as there was no peak at
ApsU’s expected elution time of 11.9 minutes (Fig. 3.9 D). The peaks at 5.0, 9.3 and
8.7 minutes correspond to AMP, UTP, and ATP, respectively (Fig. 3.9 H, L). The
additional peak in each trace (Fig. 3.9 I-L) likely corresponds to the respective NMP for

each molecule; however, we did not have the standards available to confirm this.

The ApsdNs were also treated with ApsA hydrolase to confirm whether these

molecules would break down as expected and therefore help validate their identity

(Fig. 3.10).
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Figure 3.10: Hydrolysis of ApsNs to NMP and NTP. Each of the ApsdNs was hydrolysed to completion, then each sample was analysed by HPLC.
The retention times of the hydrolysed sample peaks were compared with the expected retention times for the corresponding ApadN, (d)NTP
and AMP standards. A—D: Expected retention times for ApsdA (A), ApadC (B), ApadG (C) and Ap4dT (D). E-H: Retention times of the standards
corresponding to the expected AMP, ATP and NTP hydrolysis products for ApaA (E), ApaC (F), ApaG (G) and ApsU (H), overlaid on top of one
another. I-L: Retention times for ApsN products after complete hydrolysis of ApadA (1), ApadC (J), Ap2dG (K) and ApadT (L).
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As with all the ApsNs, each of the ApsdNs was fully hydrolysed by the Ap.A hydrolase
(Fig. 3.10 I-L). As with the hydrolysed Ap.A, two new peaks had formed after
hydrolysis of ApsdA. These peaks had retention times of 5.0 and 8.4 minutes (Fig.
3.101). While the 5.0-minute peak corresponds to AMP, the 8.4-minute peak could
correspond to dATP or ATP, which have expected retention times of 8.3 and 8.9
minutes, respectively (Fig. 3.10 E). As this peak has a shoulder it is likely that it includes
both ATP and dATP, but these molecules elute too closely together to be properly
differentiated by this approach as it lacks the resolution to separate and resolve dATP

from ATP.

The hydrolysed ApsdC sample (Fig. 3.10 J) shows a similar pattern in terms of peak
intensity to the hydrolysed Ap4C sample (Fig. 3.9 J). Small peaks are present at 5.0
(AMP) and 7.7 minutes (dCTP), showing that hydrolysis into AMP and dCTP has
occurred (Fig. 3.10 F, J). However, the two larger peaks are at 3.7 minutes and 8.7
minutes, with the 8.7-minute peak corresponding to ATP (Fig. 3.10 J). This suggests
that ApsdC is primarily hydrolysed into ATP and dCMP. However, we did not have the

necessary standard to confirm the dCMP retention time.

On the contrary, hydrolysis of ApsdG seems to result primarily in production of AMP
and dGTP, as the larger peaks occur at 5.0 and 10.2 minutes (Fig. 3.10 K). Again,
another two peaks are present at 8.7 and 7.5 minutes, showing that ATP (8.7 minutes)

is also produced (Fig. 3.10 G, K).

Finally, as dTTP and ATP have similar retention times, the peaks for each molecule
cannot be differentiated, resulting in a single peak with a shoulder at 8.5 minutes
(Fig. 3.10 L). The two peaks eluting at approximately 5 minutes likely correspond to
AMP and dTMP, however of these two, only the AMP retention time has been
confirmed (Fig. 3.10 H, L). Based on the ratio between the absorbances at 280:260, it is
likely that the larger peak (at 5.0 mins) corresponds to AMP, as the ratio between
280:260nm absorbance is 1:5.6, and in both the ATP and AMP standards the 280:260
absorbance ratio is also 1:5.6. Together this suggests that the majority of the Ap.dT is
hydrolysed into AMP and dTTP, with only a small amount being hydrolysed into dTMP
and ATP. A summary of the ApsN and ApsdN hydrolysis products and their retention
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times, alongside the expected retention times for AMP, ATP and each NTP, is shown in

Table 3.3. No standards were available for the NMP retention times; however, based

on the expected asymmetrical hydrolase products, it is likely that the final peak in each

trace corresponds to the relevant NMP.

Table 3.3: A summary of the expected product retention times, and the
corresponding peaks in the hydrolysis products.

Expected Peak in Product peak
Expected . . . .
retention time hydrolysed retention time
products . .
(minutes) sample? (minutes)
AMP 5.3 v 5.0
APA  app 8.9 v 8.7
AMP 5.3 v 5.0
CTP 7.8 ? ?
APC arp 8.9 v 8.7
CMP - ? 4.0?
AMP 5.3 v 5.0
GTP 10.4 4 10.6
ARG arp 8.9 v 8.7
GMP - 7.8?
AMP 5.3 v 5.0
UTP 9.1 v 9.3
ApU - arp 8.9 v 8.7
UMP - ? 6.4?
AMP 5.3 v 5.0
dATP 8.3 v 8.4
AP,dA o 8.9 v 8.4
dAMP - ? 5.0?
AMP 5.3 4 5.0
dCTP 7.7 v 7.8
AP,AC  irp 8.9 v 8.7
dCMP - ? 3.7?
AMP 5.3 v 5.0
dGTP 10.1 v 10.2
ARG ipp 8.9 v 8.7
dGMP - ? 7.5
AMP 5.3 4 5.0
dTTP 8.3 v 8.5
APAT  arp 8.9 v 8.5
dTMP - ? 5.6?
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3.5.2 Validation of ApaNs by HRMS

Although the hydrolysis products highly suggested that the synthesised molecules
were the expected ApsNs, analysis of the expected mass for each synthesised ApsN
was performed by HRMS. All ApaNs and ApsdNs tested were verified as having the
correct molecular mass and isotopic pattern for each formula, verified to <5ppm
(Fig. 3.11 and Fig. 3.12). The full report for each ApsN can be found within the
supplementary data (Supplementary Fig. 3.1).
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Figure 3.11: Verification of ApsNs by mass spectrometry. Samples from the
synthesised ApsNs were diluted in water and injected for analysis by HRMS. A: Ap4A, B:
ApaC, C: ApsG, D: ApsU. The predicted pattern for each molecule is shown in red,

whereas the sample run is shown in blue.
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At least two HRMS assignments were made for each ApsN/ApsdN, with the [M]2- ion
consistently being one of the best ions for detection of all ApaNs. In this form, the ApsA
sample showed the appropriate isotopic pattern to 4.44 ppm when sodium was also
bound to the molecule (Fig. 3.11 A, Supplementary Fig. 3.11 A). A further two
assignments were made for this sample that were less than 5 ppm, in the [M]- (3.71
ppm) and [M-H]- (-2.92 ppm) forms of the ion. The ApsC sample was assigned in the
[M]2- form to -0.49 ppm and follows the expected isotopic pattern (Fig. 3.11 B,
Supplementary Fig. 3.1 C). Several other assignments to within 5 ppm were also made
for the ApsC sample. ApaG in the [M]2- form was also assigned to -1.65 ppm and had
the appropriate pattern for its isotopes (Fig. 3.11 C, Supplementary Fig. 3.1 E). Two
other assignments for the ApsG sample were also made that were below 5 ppm.
Similarly, the ApsU sample was assigned in its [M]2- form to 0.99 ppm, with four other
assignments to below 5 ppm being made in other ionic forms (Fig. 3.11 D,
Supplementary Fig. 3.1 G). The full reports for two different assignments of each of the
nucleotides synthesised are shown in the supplementary data (Supplementary

Fig. 3.1).
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Figure 3.12: Verification of ApsdNs by mass spectrometry. Samples from the
synthesised ApadNs were diluted in water and injected for analysis by HRMS. A: ApadA,

B: ApsdC, C: ApadG, D: ApsdT. The predicted pattern for each molecule is shown in red,
whereas the sample run is shown in blue.
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As with the ApsNs, the [M]2- ion proved best for validating the ApsdN samples. The
ApsdA sample followed the correct pattern with its isotopes and was assigned to
within 0.49 ppm in the [M]2- ion form (Fig. 3.12 A). Likewise, ApsC was found to within
2.77 ppm in the [M]2- form and with peaks of the expected proportions for the
different isotopic masses (Fig. 3.12 B). ApadG was successfully assigned in the [M]2-
ionic form to within 2.73 ppm and followed the appropriate isotopic pattern when
sodium ions were also bound to the molecule (Fig. 3.12 C). Finally, the Ap4dT sample
was also verified to within 1.24 ppm for the [M]2- ion, also showing the expected
proportions of its various isotopes (Fig. 3.12 D). The full reports for two different
assignments for each Ap4dN can be found in Supplementary Figure 3.1. Therefore, all

ApsNs and ApadNs successfully verified by HRMS.

3.6 Determining concentration of synthesised ApsNs

As these molecules had now been verified to be the expected molecules, next it was
necessary to determine their concentration to prepare them for use in future
experiments. As there is no published extinction coefficient for the ApaNs synthesised
here, it first needed to be calculated. An approximate extinction coefficient was
calculated based on the value for the sum of the extinction coefficients for each of the
two nucleotides making up the molecule. However, these needed to be modified
further to account for the effect of base stacking, which reduces the absorbance of the
ApsN relative to the absorbance of the bases. Therefore, the absorbance of each
molecule at 260 nm was measured before and after hydrolysis. The change in
absorbance was used to modify the previously calculated extinction coefficient. The
modified extinction coefficient (&) for each ApsN was used for all further calculations of

ApaN concentration and is shown in Table 3.4.
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Table 3.4: Determining the extinction coefficient for each ApsN. The 260 nm
absorbance was measured for each ApsN and compared with the absorbance of the
ApsN sample after hydrolysis. The difference in absorbance was used to adjust the
extinction coefficient calculated based on the extinction coefficients for the individual
NMPs, to account for the effect of base stacking in the unhydrolyzed molecule. Abs.,
absorbance; diff., difference; g, extinction coefficient.

Abs. diff. 1stNMP e 2nd NMP £ Previously Modified €
calculated €
ApsA 0.1825 15,020 15,020 30,040 27117
ApsG 0.1555 15,020 12,080 27,100 25492
ApidA 0.4130 15,020 15,060 30,080 27116
Ap.dG 0.1025 15,020 12,180 27,200 26173
ApaC -0.0025 15,020 7,070 22,090 22472
ApadC 0.0420 15,020 7,100 22,120 21910
ApsU -0.3085 15,020 9,660 24,680 26759
Ap.dT -0.0990 15,020 8,560 23,580 24984

The extinction coefficients calculated based on the NMPs were altered to different
degrees depending on the properties of the purine and pyrimidine rings in the ApaN
molecules. ApaA, ApaG, ApsdA and ApadG were affected the most as these molecules
have larger purine rings that enhanced the base stacking effect. This approach has
enabled a more accurate method for calculation of the ApsaN concentration using the
extinction coefficient determined here, and this was used to determine the
concentration of each batch or ApsN produced for further study. Each ApsN had now
been chemically synthesised, verified, and had its concentration measured ready for

use in future experiments.

3.7 Biological synthesis of ApsA and ApaNs

Many biological pathways can produce ApsA. These include synthesis by the aminoacyl
tRNA synthetases, T4 RNA and DNA ligase, and Acyl CoA (Atencia et al., 1999; Brevet et
al., 1989b; Fontes et al., 1998; Goerlich et al., 1982; Guo et al., 2009; Guranowski et al.,
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1994b; Madrid et al., 1998; Zamecnik et al., 1966). Recently, it has been shown that
during the activation of Ub, Ap.A is produced as a by-product (Gotz et al., 2019). In the
model suggested for this mechanism, the Ub activating enzyme reacts with
a-phosphate on one ATP molecule to form an adenylated intermediate. The
y-phosphate of a second ATP group then reacts with the intermediate to form ApsA
(Fig. 1.3).

In some of the signalling mechanisms that ApsA is involved in, some of the ApsNs are
also involved, for example in the RNA capping mechanism in E. coli (Luciano et al.,
2019). This demonstrates that ApsNs exist and have an intracellular function in
bacterial cells. Some ApaNs have an extracellular function in mammalian cells. An
example of this is ApsU, which has an extracellular role in the cardiovascular system
and can be synthesised by VEGFR2 and released from endothelial cells (Jankowski et
al., 2013a; Jankowski et al., 2009). As it has now been demonstrated that ApsA can be
synthesised intracellularly by the Ub activating enzymes (Go6tz et al., 2019), we wanted
to determine whether the other ApsNs could also be synthesised in this way. We
hypothesised that ApsNs may be produced if a different NTP were available in the
system, because it is the y-phosphate, and not the adenosine, of the second ATP which
isinvolved in the reaction. Therefore, the y-phosphate of a different NTP molecule may

be able to react with the adenylated intermediate.

This could indicate whether these other ApasNs might exist in mammalian cells and
therefore whether they might play a role in intracellular signalling mechanisms in
these cells. Therefore the protocol used by G6tz and colleagues in 2019 was adapted
to determine whether the other ApsNs could also be synthesised as a result of Ub
activating enzyme activity, by adding the other NTPs into the reaction mix. Samples
were analysed by HPLC at 0-hour and 24.5-hour timepoints to determine whether a
peak formed at the appropriate retention time (Fig. 3.13). As a result of pressure build
up in the column, the run method had to be adapted to reduce this pressure to
prevent damage to the column. Therefore the ApsN standards were re-run to

determine the new elution times. The new elution times are listed in Figure 3.13 B.
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Figure 3.13: In vitro synthesis of ApsNs by the ubiquitin-activating enzyme UBEL.
A, B: HPLC retention times for ApsA, ApsC, ApasG and ApsU were determined. C-J:
Ubiquitin, UBE1 and ATP (C, D) or ATP plus either CTP (E, F), GTP (G, H) or UTP (I, J)
were incubated together. The samples for each reaction were taken at 0 or 24.5 hours
then analysed by HPLC. ApsN peaks were selected manually as the concentrations
were too low to be detected automatically.
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Immediately after initiating the reaction a small peak eluted at 12.0 minutes, the
expected retention time for ApsA (Fig. 3.13 C). As the samples were at low
concentrations and at the detection limit of the HPLC, it is likely that this peak could be
background as it is unlikely that the ApaA synthesis reaction would have had time to
occur before the sample was taken. However, the size of this peak doubled after
24 hours, suggesting that ApsA had been synthesised during this time (Fig. 3.13 D). No
peak was identified at O hours in the Ap4C synthesis, as although a small bump is
present in the trace, it was not large enough to be detected by the HPLC even when
picking the peaks manually (Fig. 3.13 E). Nevertheless, a small peak is detectable at the
appropriate retention time in the 24.5-hour sample, with an area of 1.29 units
(Fig.3.13 F). The ApsG reaction mix showed no peak at the 0-hour timepoint
(Fig. 3.13 G). However, after 24.5 hours a peak with an area of 9.2 units appeared at
15.3 minutes (Fig. 3.13 H). This corresponds to the retention time of the Ap4G standard
produced using the HRMS-validated chemical synthesis method (Fig. 3.13 A, B). Finally,
the ApsU synthesis reaction mix showed no peak at the appropriate retention time
immediately after combining all the reactants (Fig. 3.13 1I). However, as with the other
ApaNs, a small peak formed at the expected retention time for ApsU after 24.5 hours

(Fig. 3.13 )).

Peaks were formed at the expected retention times for all ApsN UBE1l-mediated
synthesis reactions; however, the yield from these reactions was very small. To
determine whether increased reaction time would induce an increase in ApsN level, a
time-course experiment was set up. The reactants for each ApsN synthesis were

combined, and samples were taken approximately every 24 hours (Fig. 3.14).
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Figure 3.14: Effect of increased incubation time on ApsN synthesis by UBE1.
Ubiquitin, UBE1 and ATP (A) or ATP and either CTP (B), GTP (C) or UTP (D) were
combined and incubated at 37 °C. Samples were taken every 24 hours and frozen at
-80 °C. After all the timepoints had been collected, the samples were analysed by HPLC
and the area under the peak was measured at the appropriate elution times for
each ApaN.

The area under the peak corresponding to ApsA ranged from 4.2 to 5.8 units after
between 24 and 96 hours at 37 °C; however, this was not a linear upwards trend
(Fig. 3.14 A). In fact, between 24- and 50-hours after the start of the incubation the
area under the peak decreased slightly. This suggests that these small changes may
just be due to the variability in the signal to noise ratio as the products are present at
low concentrations, or variability induced by the necessity for manual peak selection at
these concentrations. Similarly, the area measured under the Ap4C peak was within
one unit for all timepoints, with the area under the peak also dipping at 48-hours

(Fig.3.14 B). The area under the ApsG peak increased over time, but still only
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increased by a maximum of 1.3 units from the 24-hour to the 72-hour timepoints
(Fig. 3.14 C). Like the other ApaNs, the area of the ApsU peak did not change much,
with a difference of 1.7 units between the highest and lowest peak areas (Fig. 3.14 D).
The area under the ApsU peak was largest after 48-hours of incubation, but then

decreased slightly at the 72-hour timepoint.

3.8 Chapter Discussion

3.8.1 ApsA and ApaNs can be analysed and purified from NTPs and AMP by HPLC

In this chapter, we have demonstrated that ApsA can be distinguished from AMP and
ATP through separation by HPLC using a linear ammonium bicarbonate salt gradient.
This separation method can also be applied to the other ApaNs and their separation

from their respective NTPs and AMP.

Development of HPLC began in the 1960’s as a method for the separation of complex
mixtures of nucleotides (Horvath et al., 1967). As with other chromatography, the
HPLC system contains a mobile and stationary phase. In HPLC, a high pressure is used
to push the sample in the mobile phase through to the column, where it interacts with
the stationary phase. The extent to which the sample molecules interact with the
stationary phase will determine the retention time of each molecule. As different
molecules have different chemical and physical properties, the extent to which they
will interact with a given column will differ, allowing separation of different molecules
from a complex mixture. Since its introduction, the sensitivity and variety of molecules
detectable by HPLC has been increased. Different types of HPLC are now available for
different applications, for example normal-phase-, reversed-phase-, ion-exchange- and
bio-affinity- HPLC (Bansal, 2010). Parameters such as pore-size, internal diameter,
particle size of beads inside the column, and pump pressure can also be adapted for
analysis of different types of molecules (Bansal, 2010). Furthermore, several different
types of detector are now available depending on the function required, including but
not limited to UV-Visible, fluorescence, electrochemical and light-scattering detectors

(Swartz, 2010).
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There are several method options for separation of nucleotides by HPLC, including ion-
paired reverse-phase (IP-RP), ion-exchange, and hydrophilic interaction (HILIC)
chromatography. lon-paired reverse phase systems are a popular choice and have
been used on multiple occasions for separation of molecules such as AMP, ADP and
ATP (Manfredi et al., 2002; Zur Nedden et al., 2009). Alternatively, ion-exchange
columns have been used for separation of nucleotides. A DNAPac PA200 ion-exchange
column with an increasing salt gradient was used recently for the separation of NMPs,
NDPs and NTPs, where N=A, C, G or U (Strezsak et al., 2022). Hydrophilic interaction
(HILIC) chromatography is another option for analysis of nucleotides, and the
FructoShell-N HILIC column was successfully able to separate most of the nucleotides
tested and had a short run time; however, other HILIC columns displayed problems

with peak asymmetry (Fabino Carr et al., 2019).

Since the dinucleotide tetraphosphates differ from AMP and the NTPs in terms of the
number of phosphate groups they possess, they also differ considerably in their
charge. The ApaNs contain four phosphates and therefore carry a stronger negative
charge relative to corresponding NTPs and AMP, which contain three or just one
phosphate group(s), respectively. Therefore, an ion-exchange HPLC technique was
used to separate out these molecules. A ResourceQ column was chosen for separation
and followed a similar method to one previously used for the separation of nucleotides
on a MonoQ column (Marriott et al., 2015). Furthermore, this method utilised an
ammonium bicarbonate gradient, which was well-suited to purification as the highly
volatile nature of its decomposition products meant that they could be fully removed

after purification by lyophilisation.

3.8.2 EDC as a coupling agent in ApsA synthesis

After demonstrating that AMP, ATP and ApsA could be successfully separated by
anion-exchange HPLC, we optimised a synthesis protocol for ApsA and other ApaNs. A
number of possible reaction mechanisms have been developed for the synthesis of
ApA, each with their own benefits and limitations (Appy et al., 2019a). For our
synthesis of ApsA we decided on a carbodiimide coupling reaction which results in the

formation of a phosphodiester bond between the phosphate groups of the two
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starting molecules: AMP and ATP. The reaction mechanism for this chemical Ap.A
synthesis is shown in Figure 3.4. ApsN synthesis was performed using EDC as the
catalyst due to its simplicity and the fact that it could easily be applied to the
production of the other ApsNs by substituting the ATP starting reactant with the other
NTPs. Furthermore, the reagents needed were limited to ATP, AMP, MgCl; and EDC, all

of which are commercially available.

3.8.3 Analysis of ApsN hydrolysis products as a method of validating ApsN identity

Hydrolysis of the ApsNs was used as a technique for preliminarily validating the
identity of the chemically synthesised ApsNs. The asymmetrical Nudix ApsA hydrolase
is present across different organisms and cleaves ApsA into AMP and ATP (Ferguson et
al., 2020; McLennan, 2006). It is unlikely that another molecule would have the same
retention time and asymmetrical hydrolysis pattern as expected for each of the ApaNs,
making it a useful validation method. In addition to the elution times, the absorbance
of the hydrolysis products could be used as a secondary measure to determine
whether they are the expected products. Of the nucleoside triphosphates, CTP
absorbance peaks at 270 nm, whereas the maximal absorbance for the other
nucleotides occurs closer to 260 nm (Zur Nedden et al., 2009). This supports the data
in Figure 3.8 and 3.9, as the peaks produced that are expected to correspond to CMP,
CTP, dCMP or dCTP after hydrolysis all have a similar absorbance at 260 nm as at
280 nm. This is not seen for the other nucleotides, which show a much larger peak at

260 nm compared with the 280 nm absorbance.

3.8.4 HRMS as a method of validating ApsN identity

The chemical synthesis of the correct ApaNs was successfully validated by LCMS-IT-TOF
High Resolution Mass Spectrometry. LCMS-IT-TOF has been used in different scenarios
for the identification and analysis of various molecules (Can, 2018; Hyakkoku et al.,
2010; Kim et al., 2015; Ouyang et al., 2015). The high sensitivity and high resolution of
the LCMS-IT-TOF made it ideal for the accurate identification of the synthesised ApaNs,

since we were able to calculate the expected molecular mass for each sample.
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3.8.5 Ub and Ub-like activating enzymes as a source of ApaNs

Finally, we have demonstrated that the ubiquitin activating enzyme UBE1 is capable of
synthesising molecules with elution times corresponding to the retention times for
HRMS-verified ApaNs (Fig. 3.11). This experiment was adapted from the experiment
used by Gotz and colleagues in 2019 which demonstrated that the ubiquitin-activating
enzyme UBA1 and the ubiquitin-like activating enzymes NEDD8 and SUMO are capable
of synthesising ApsA as a by-product during ubiquitin activation. The model for the
mechanism described by G6tz and colleagues is depicted in Figure 1.3. This synthesis
mechanism demonstrated that there is the potential for ApsNs to be produced
intracellularly at times when cells are under stress. This correlates with the data that
show an increase in ApaN levels in response to stress (Ji et al., 2019; Luciano et al.,
2019), as there is also an increase in Ub activation under stressful conditions (Shang et

al., 1997).

A drawback of this system for ApaN synthesis is that the ApaN yield was very low, and
the peaks at the appropriate retention time are only just distinguishable by HPLC
(Fig. 3.12). This suggests that this synthesis mechanism may not be enough to increase
the ApsN level to concentrations high enough to see an effect. However, this
experiment was performed in vitro, so other factors could also influence the yield. For
example, perhaps the limited constituents of this reaction meant that the Ub can only
be used once in this in vitro reaction mechanism, which would limit ApsN synthesis.
Certainly, increasing the time course for the experiment did not show much increase in
the production of ApsNs detectable by HPLC (Fig. 3.14). Despite this, this in vitro
method supports the conclusion made by Go6tz and colleagues that ApsA can be
synthesised by the ubiquitin-activating enzymes. Here the synthesis of other potential
ApsN molecules has also been demonstrated with similar efficiency to the synthesis of
ApsA, suggesting that UBE1 can also generate other dinucleoside tetraphosphates. This
demonstrates a proof-of-principle that ApsNs can be produced intracellularly, and

therefore suggests that these nucleotides may by present in mammalian cells.
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3.9 Conclusion

In all, we have demonstrated that ApsA and ApiNs can be synthesised chemically
through a carbodiimide coupling reaction. These molecules were successfully purified
from their reaction mixture by HPLC and validated, first by analysis of their hydrolysis
products and then by HRMS. Finally, these validated ApsNs could be used as standards
to identify the peaks forming because of UBE1-mediated synthesis, demonstrating the

capacity for UBE1 to synthesise ApsNs from ATP and the appropriate NTPs.
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Chapter 4: Identification of
intracellular ApsNs in a mammalian

cell line
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4.1 Introduction

4.1.1 ApaNs exist intracellularly in different domains of life and are synthesised in
response to cell stress

Dinucleoside tetraphosphates are synthesised in eukaryotes and prokaryotes in
response to stress and it is now becoming evident that their activity can be mediated
by multiple mechanisms. ApaNs have been identified in E. coli, where they are
synthesised by aminoacyl tRNA synthetases in both heat-shocked and exponentially
growing cells (Brevet et al.,, 1989b). Similarly, accumulation of diadenosine
polyphosphates including ApsA and ApsG has been demonstrated in S. typhimurium as
a result of oxidative stress (Bochner et al., 1984). The increase in the levels of these
ApaNs under stressful conditions has been linked to mechanisms such as formation of
mMRNA caps for protecting RNA transcripts in E. coli (Luciano et al., 2019). As
demonstrated in bacteria, ApaNs have also been identified in the yeast S. cerevisiae,
where the cellular pool increased from 0.8 uM to 4 uM or higher after exposure to
heat-shock or cadmium-treatment (Baltzinger et al., 1986). The presence of
intracellular ApsNs is not limited to bacteria and yeast cells, as ApsNs have also been
identified in Drosophila cells. Of the ApaNs, ApaC and ApsU signal in Drosophila cells
was approximately 5% of the total luminescence signal, with the majority of the signal

corresponding to ApsA and ApsG (Brevet et al., 1985b).

4.1.2 ApaNs in mammalian cells

ApsA was identified in mammalian cells as early as the 1970s, when it was measured in
human, chick, mouse and hamster cells lines (Rapaport and Zamecnik, 1976). It has
since been measured in other mammalian cells and increases in response to
MMC-induced stress in 3T3, HelLa and AAS8 cell lines (Marriott et al., 2015). ApsA has
also been found in HEK293T cells, a human embryonic kidney cell line expressing the
SV40 large T antigen, where it increases significantly in cells stressed through
treatment with MMC or hydrogen peroxide (Kriiger et al., 2021). Interestingly, very
little has been reported about the presence of ApsNs other than ApsA intracellularly in
mammalian cells. ApsU has a documented extracellular role in the cardiovascular

system, where it is released by endothelial cells after VEGFR2-mediated synthesis
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(Jankowski et al., 2013b; Matsumoto et al., 2011). ApadT, ApsdT and ApedT were all
able to inhibit cytosolic thymidine kinase in patients with acute myelocytic leukaemia,
with ApsdT showing the most potent inhibition of thymidine kinase (Bone et al.,
1986a). This demonstrates that there is the potential for dinucleotide tetraphosphates

to have a regulatory role in mammalian cells.

4.1.3 Ub-activating enzyme and the synthesis of ApsNs

As discussed previously, several biological mechanisms are capable of synthesising
ApsA intracellularly in different contexts (see section 1.1.1 and 3.1.1). The synthesis of
ApsA by Ub- and Ub-like activating enzymes is particularly interesting, as it presents a
relevant biological mechanism through which ApsA could be synthesised in stressed
mammalian cells (G6tz et al., 2019). This biological synthesis method is supported by
profiling data which highlighted UBA1 as an ApaA-interacting protein (Kriiger et al.,
2021). This data is further supported by experiments described in chapter three, which
utilised an adapted version of the Gtz method to demonstrate that the Ubiquitin
activating enzyme-mediated synthesis has the potential to produce other ApsNs in
addition to ApsA (Figure 3.13). The identification of a biologically relevant mechanism
that is capable of synthesising ApsNs supports the hypothesis that these ApsNs can be
produced and therefore these molecules are likely to be present in mammalian cells.
This leads onto the aims of this chapter, which centre around the identification of

ApsNs in mammalian cells.

4.1.4 Chapter Aims

In some cases, both ends of the ApsA molecule are required for functionality and it can
therefore be described as homobifunctional. An example of this is apparent in HINT
signalling, where both ends of the ApsA molecule are required for polymerisation of
HINT dimers (Yu et al., 2019). However, in cases such as the protective capping of RNA
in E. coli, different ApaNs are capable of forming Npa4 caps, demonstrating that only one
adenosine is required for activity (Luciano and Belasco, 2020; Luciano et al., 2019). This
occurs though incorporation of ApsN during transcription initiation and is at least
partially affected by the untranscribed region around the promoter (Luciano and
Belasco, 2020).
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ApsNs have a similar structure to ApsA, with one of the adenosine groups being
replaced by another of the nucleoside bases. These molecules can therefore be used
to characterise the functional requirements of a signalling system because the change
prevents the molecule from acting homobifunctionally, and so analysis of the
functionality of these molecules could give insight into how Ap.A functions in signalling
mechanisms such as the initiation of DNA replication. Furthermore, if a
homobifunctional mechanism is not required, it is possible that these other ApaNs
could also have a role in the initiation of DNA replication. Previous studies have
generally focused on ApsA as an alarmone because this molecule is present at a higher
concentration than the other ApsNs. However, bioluminescence-based ApsA assays
used to measure ApsA level, or altering ApsA hydrolase activity to change ApsA
concentration, will also have a similar effect on other ApsNs. This suggests that in
these experiments the influence of the other ApaNs, if present intracellularly, may

have been overlooked.

In Chapter 3, biological synthesis of ApsA and ApiNs was demonstrated using UBE1
ubiquitin activating enzyme. To take this further, the aim was to develop a technique
to investigate whether these other ApsNs could also be detected intracellularly in
mammalian cells. The first aim of this chapter was therefore to develop a method for
harvesting the ApsNs from a population of mammalian cells. Once isolated, we aimed
to develop and optimise a technique for the identification of ApsA and other ApaNs

distinctly from each other in these mammalian cell extracts.

4.2 Analysis of metabolites by HPLC

4.2.1 FastAP Alkaline phosphatase treatment has no effect on ApsA

As the extract collected from the mammalian cells would contain a large mixture of
metabolites, we wanted to reduce the number of peaks that would elute to increase
the likelihood of identifying ApsA or the other ApsNs by HPLC. The purification of
dinucleoside tetraphosphates was performed using anion exchange. As dinucleoside
tetraphophates are typically produced in the submicromolar range, competition from

intracellular nucleoside triphosphates which are present in the millimolar range
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(0.1-1 mM) may prevent efficient binding to the column. To reduce complexity, the
use of FastAP alkaline phosphatase was used to remove the phosphate groups from

the NTP and dNTPs and improve isolation of the ApaNs.

First, the activity of the FastAP alkaline phosphatase, which catalyses the removal of
phosphate groups from nucleotides, needed to be confirmed. To confirm its
functionality, the alkaline phosphatase was added to ATP, and the resulting sample
was analysed by HPLC (Fig. 4.1). Then, to establish that this approach would not reduce
the ApsA levels, in vitro reactions were performed using alkaline phosphatase and/or
ApsA hydrolase. This approach is used for the classical determination of ApaA
concentration through extensive hydrolysis of the intracellular ATP pools with
phosphatase treatments prior to ApsA hydrolysis for quantitation of residual ATP levels
(Baker and Jacobson, 1984; Marriott et al., 2015). To confirm that the phosphatase
would remove exposed phosphates but not affect the ApsNs themselves, ApsA was
treated with phosphatase. The resulting sample was then run through the HPLC to

determine whether the phosphatase affected Ap4A (Fig. 4.1).
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Figure 4.1: The effect of phosphatase (and ApsA hydrolase) on ATP and ApsA. A, B:
Analysis of the stablity of ATP by measuring retention time before (A) and after (B)
phosphatase treatment. C—E: Analysis of the stability of ApsA by measuring retention
time before treatment (C), after phosphatase treatment (D) or after phosphatase and
hydrolase incubation (E). Reaction products were analysed by HPLC and detected at
UV wavelengths of 260 nm (blue) and 280 nm (red). Where the sample was treated
with both phosphatase and hydrolase, the phosphatase was added first, then
inactivated prior to addition of the hydrolase.

After treatment with alkaline phosphatase the retention time for the ATP sample was
reduced from approximately 8.5 minutes to 1 minute (Fig. 4.1 A, B). This is consistent
with the loss of all phosphates from the molecule, as these negatively charged
phosphate groups were responsible for the increased retention time on the column.
HPLC analysis revealed that untreated ApsA had a retention time of 10.95 minutes
(Fig. 4.1 C). This retention time was not affected by phosphatase treatment,
demonstrating that the phosphatase had no effect on ApsA levels (Fig. 4.1 D). As a
further method of discriminating the ApsNs from other molecules absorbing in the

260—-280nm range, we used an ApsA hydrolase. In Chapter 3 we demonstrated that
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ApsA hydrolase is capable of cleaving ApsNs asymmetrically to produce NMP and NTP
(Fig. 3.9 and 3.10) (Jakubowski and Guranowski, 1983; Swarbrick et al., 2005). To
confirm that ApsA could be fully hydrolysed after phosphatase treatment, the
phosphatase was inactivated, then ApsA hydrolase added to reactions. This resulted in

complete hydrolysis of ApsA into ATP and AMP (Fig. 4.1 E).

4.2.2 Extraction of metabolites from mammalian cells and analysis by HPLC

Having demonstrated that Ap.A is resistant to FastAP alkaline phosphatase activity, the
approach of removing cellular NTPs from cell extracts could be used in the preparation
of extracts for analysis by HPLC. The next step of the process was to extract cellular
metabolites from mammalian cells for analysis. The approach would use two cell lines
that have quantitatively different ApsA levels, as determined by coupled enzyme
assays (Marriott et al., 2016). The NUDT2 knockout (NuKO) cell line derived from KBM7
cells was used for this investigation as NuKO cells lack an ApsA hydrolase, which
promotes accumulation of ApsA and presumably ApasNs, if synthesised. The NuKO cell
line has been reported to have 175-fold higher levels of ApsA compared with its
parental KBM7 cell line (Marriott et al., 2016). Due to the nature of the experiments
used, this value would also include increased levels of the other ApaNs, if present. The
increased level of ApaNs in this cell line may facilitate detection using UV absorbance
and HPLC to investigate and identify the presence of other ApsNs in mammalian cells.
To extract the cellular metabolites, a chloroform extraction method was adapted from
the method used by Fung and colleagues to extract metabolites including ApsA from

B. subtilis cells (Fung et al., 2020) (Fig. 4.2).
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Figure 4.2: Schematics for the extraction of metabolites from cells. A: Schematic
shown by Fung and colleagues to show the method for the extraction of metabolites
from B. subtilis cells (Fung et al., 2020). B: The method for the extraction of ApaNs
from mammalian cells was adapted from the method described by Fung and
colleaguesin 2020.

Figure 4.2 A reproduced without changes from Frontiers in Microbiology, Volume 11,
Fung, D. K., Yang, J., Stevenson, D. M., Amador-Noguez, D. & Wang, J. D., Small
Alarmone Synthetase SasA Expression Leads to Concomitant Accumulation of pGpp,
pPpApp, and  AppppA in Bacillus  subtilis, Copyright 2020, doi:
https://doi.org/10.3389/fmich.2020.02083, available under the CC BY 4.0 licence
(https://creativecommons.org/licenses/by/4.0/) and disclaimer of warranties within.
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Suspension cells were cultured, then the pellet resuspended in an ice-cold solution of
chloroform and water (Fig. 4.2 B). The aqueous layer was then collected by
centrifugation, lyophilised, and resuspended in water. The resulting extract was
analysed by HPLC and peaks eluting with similar retention times to the synthesised
ApsNs were detected (Fig. 4.3 A, B). Separated samples prepared simultaneously were
treated with either phosphatase (Fig. 4.3 C, D) or phosphatase followed by Ap.A
hydrolase (Fig. 4.3 E, F), to determine whether the identified peaks responded in a

similar manner to what was expected for each ApsN.
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Figure 4.3: Analysis of NuKO cell extracts by HPLC. Metabolites were extracted from
NuKO cells and analysed by HPLC. A,B: The sample was injected without further
treatment. C,D: The extracts were treated with alkaline phosphatase prior to
analysis by HPLC. E,F: The extracts were treated with alkaline phosphatase and Ap.A
hydrolase before HPLC analysis. Where the sample was treated with both
phosphatase and hydrolase, the phosphatase was added first, then inactivated prior
to addition of the hydrolase. The right-hand panels show the HPLC traces focussing
on peaks eluting at similar times to the expected retention times of the ApsNs.
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In the untreated NuKO extract, there were many peaks representing molecules that
absorbed at 260 nm and 280 nm (Fig. 4.3 A). The elution times of two peaks at ~11 and
~12.5 minutes show similar elution positions to HRMS-verified ApsA and ApsU

(Fig. 4.3 B).

To reduce the number of peaks, another sample was run that had been treated with a
phosphatase to remove any exposed phosphate groups on cellular NTPs that may
obscure low abundance ApiN peaks (Fig. 4.3 C). When treated with alkaline
phosphatase, most of the peaks at higher retention times disappeared, consistent with
the degradation of nucleotide di- and tri-phosphate degradation to earlier eluting
nucleotides (Fig. 4.3 C). In addition, the area under both candidate ApsA and ApasU
peaks was reduced, suggesting that a proportion of the peaks at 11 and 12.5 minutes
were not ApsA or ApaU, as they were lost during phosphatase treatment. However,
although smaller, peaks remain at both 11- and 12.5-minutes retention times

(Fig. 4.2 C, D).

To determine whether these remaining peaks could be due to the presence of ApsA
and ApsU in the extract mixture, a third NuKO extract sample was treated with
phosphatase. This phosphatase was inactivated, and the remaining sample was treated
with ApsA hydrolase, which would break down any ApsN to ATP, NTP, AMP and NMP if
present. Addition of ApsA hydrolase caused both the ApsA and ApsU candidate peaks
to disappear (Fig. 4.3 E and F) whereas the rest of the peaks in the sample seemed
largely unaffected. Together, these data are consistent with the presence of ApsA and
ApsU in the NuKO cell extracts. The approach had its limitations as the peaks
corresponding to the retention times of ApsC and ApaG could not be distinguished in
the HPLC trace. However, this could be due to their concentrations being below the
sensitivity limit of the HPLC machine and so the presence of these ApaNs in the cell
extract should not be dismissed. These data suggest that ApaNs are present in cellular
extracts and suggest that a more sensitive and quantitative approach is required for

the intracellular detection of dinucleoside tetraphosphates.
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4.3 Validation of ApsA detection and analysis by LC-MS

Analysis by HPLC suggested that at least some of the ApsNs may be detectable in
mammalian cells. We therefore decided to develop a more sensitive technique for
identification of the ApsNs from chloroform extracted cellular extracts using Triple

Quadrupole Mass Spectrometry (Fig. 4.4).

Q1 Q2 (CID) Q3 Detector
y \ . \ ]
» o -

Cr S

Figure 4.4: The triple quadrupole system as shown by Kitteringham and colleagues

(Kitteringham et al., 2009). The precursor ion is selected in the 1%t quadrupole, then
fragmented in the 2" quadrupole. Fragments corresponding to the molecular weight
of the standard fragments are selected in the 3" quadrupole. These fragments go on
to be detected for identification of the target molecule.

Reprinted from the Journal of Chromatography B, Volume 877, Kitteringham, N. R.,
Jenkins, R. E., Lane, C. S, Elliott, V. L. & Park, B. K., Multiple reaction monitoring for
guantitative biomarker analysis in proteomics and metabolomics, Pages No.
1229-1239, Copyright 2009, with permission from Elsevier.

This technique is highly specific to a given structure as it distinguishes molecules by a
combination of several characteristics - molecular weight, fragmentation pattern and

chromatographic elution time.

4.3.1 Determining MRM transitions for ApaN standards

As a starting point, the chemically synthesised ApaNs that had been validated by HRMS
were used as standards to establish the correct parameters for detection and
validation. The LC-MS was set to determine the most frequently formed ion fragments
for each molecule tested. The three most abundant transitions for each molecule are

listed in Table 4.1.
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Table 4.1: Summary of the three most abundant transitions for each ApsN

Transitions
1 2 3
ApsA 835.00>488.00 835.00>408.05 835.00>158.95
ApsC 811.00>488.05 811.00>464.05 811.00>159.05
ApaG 851.00>488.05 851.00>503.90 851.00>424.00
ApsU 812.00>488.05 812.00>464.05 812.00>385.05
ApidA 819.00>488.05 819.00>472.04 819.00>158.90
ApadC 795.00>448.05 795.00>487.95 795.00>158.90
ApidG 835.00>488.00 835.00>408.05 835.00>158.90
ApadT 810.00>488.05 810.00>464.95 810.00>385.05
dApsdA 803.00>472.00 803.00>392.05 803.00>158.95

Each ApsN sample was individually analysed, and the automated wizard set to identify
ions that corresponded to the transitions for each of the ApasNs. The resultant
chromatogram traces for each of the transitions, in addition to the total ion count

(TIC), are shown in Figure 4.5.
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Figure 4.5: Determination and validation of MRM transitions for each ApsN. The most
abundant MRM transitions were identified in HRMS validated standards. Standards
were re-run with the machine set to detect the chosen MRM transitions for all ApaNs
to confirm that they could be identified. ApsNs are shown in the order: ApsA (A), ApaC
(B), ApaG (C), ApsU (D), ApadA (E), ApadC (F), Ap2dG (G), ApadT (H) and dApadA (I).
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As the high salt concentration used for HPLC was not compatible with the LC-MS, a C18
column was used with an ammonium formate:acetonitrile gradient. When run through
this column, the selected transitions successfully identified all ApaNs. However, due to
the similarity in their structures and the type of column used, all ApsNs had very
similar retention times of between 10.75 and 11.75 minutes (Fig. 4.5). Of the ApaNs,
ApsG, ApasdA, ApsdC and dApsdA were identified only in the appropriate samples
(Fig. 4.5 C, E, F and 1). However due to the structural similarities of some of the
molecules there was an overlap in the molecules identified by some of the transitions.
The most apparent case of this was with ApsA and Ap.dG, which each showed six

transitions rather than the expected three transitions (Fig. 4.5 A, G; Fig. 4.6).
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Figure 4.6: Assessing the abundance of transitions common to multiple molecules
using ApsN standards. A: The similarities in the most abundant transitions for Ap.A
and ApsdG. B: The proportion and identity of the transitions triggered by each of the
ApsA and ApsdG standards. C: A comparison of the product ion masses for ApaU,
ApsC and ApadT D: The proportion and identity of transitions triggered by the ApaU,
ApsC and Ap4dT standards.
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ApsA and ApsdG have the same mass and share the same ion fragment peaks
(Fig. 4.6 A), with the adenosine end of the molecule generally being present in the
most abundant fragments. Unfortunately, no fragments were found in high enough
abundance that were specific only to Ap2dG or to Ap.A. As the molecular and fragment
ion peaks were almost identical, the method was unable to distinguish between them.
Approximately 50% of the signal resulting from the ApsA standard was detected as
Ap.dG, and vice versa (Fig. 4.6 B). This meant that any result found in the cell extract
could potentially represent either molecule. The similarity in mass and chemical
structure implies that if either of these molecules were detected in the extracts, we
would need to determine a method of identifying whether one or both molecules

were present.

Additionally, the ApsC and ApadT standards also triggered a signal for ApsU or ApaC
(Fig. 4.5 B, H; Fig 4.6 D). ApsU, ApsC and ApadT have distinct molecular masses;
however, they are each only separated by 1 g/mol (Fig. 4.6 C). ApsU has the highest
molecular weight, and so none of the other molecular signals were triggered.
Approximately 10% of the total peak area in the Ap4C standard also triggered detection
of ApsU, while approximately 13% and 2% of the ApsdT standard suggested the
presence of ApaC and ApaU, respectively (Fig. 4.6 D). As these molecules are similar in
molecular weight, the triggers are likely due to the different masses of a molecule
caused by the natural presence of different isotopes, known as the isotopic envelope
of a compound. The molecular mass is based on the most abundant isotope for each
element in the molecule; however, other isotopes exist which have different molecular
weights. For example, the most abundant Carbon isotope is >C. However, *3C is also
present naturally and is composed of an additional neutron, causing any molecule
containing 13C to have +1 g/mol added to its molecular mass. In nature, 13C exists at an
abundance of approximately 1.1%. As there are either 19 or 20 carbon atoms in a
single ApsN molecule, this means that any given ApsN molecule has approximately a
20% probability of containing a single '3C isotope, which would increase the mass of
that molecule by 1 g/mol. This isotopic envelope can be seen for each ApasN molecule
in the HRMS spectra in Figure 3.11 and 3.12. The probability of two 3C isotopes

occurring in the same ApsN molecule is much less likely, explaining why the likelihood
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of an ApsU peak (molecular mass = 812.00) showing up in an Ap.dT standard

(molecular mass = 810.00) is less likely (Fig. 4.6 D).

ApsU, ApsC and ApadT have similar retention times and so cannot be distinguished
chromatographically. The potential for an incorrect signal to occur is therefore a
limitation of this system for the detection of individual ApsNs. If these molecules are
detected in the cell extracts it is important to acknowledge this limitation; however,
these standards suggest that most of the signal for ApsC and Ap4dT is accurate. If all
these molecules are present it may be possible to calculate how much of each is likely
to be due to these different isotopes based on the proportion of the inappropriate

signal in Figure 4.6 D.

4.4 KBM7 cell extracts

4.4.1 Investigating KBM?7 cell extracts for the presence of ApaNs

As the mass spectrometer is more sensitive than the HPLC, we started by attempting
to identify intracellular ApsNs in the parental KBM7 cells. The metabolites were
harvested from the KBM7s following the same process as used prior to the HPLC
analysis. Subsequently, the sample was analysed by LC-MS. The same sample was
injected twice, first so the spectrometer could search for the ApsNs, and then so it

could search for the ApsdNs (Fig. 4.7 A and B, respectively).
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Figure 4.7: Investigating whether ApsNs and ApadNs are present in KBM7 cells.
Metabolites were harvested from KBM7 cells and analysed by LC-MS, and separated in
the chromatography phase on an Advance Bio peptide mapping C18 column. The
sample was injected in two consecutive runs to minimise the number of molecules the
machine was looking for at once, firstly searching for the ApaNs (A) and secondly for
the ApsdNs (B). The total ion count for each molecule is shown here for simplicity.

None of the ApaNs or ApsdNs, including ApsA, were identifiable within the KBM7 cell
extracts, as only baseline signals were observed for each molecule (Fig. 4.7). However,

ApaA is present in KBM7 cells at a concentration of 0.21+0.2 pmol/10° cells (Marriott et
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al., 2016). Assuming the even distribution of Ap.A in a typical mammalian cell with a
volume of 2000 pum3, the authors roughly equated an ApsA concentration of 1
pmol/10° cells to an intracellular ApsA concentration of 0.5 uM (Marriott et al., 2015).
This therefore equated to an intracellular ApsA concentration of approximately 0.1 uM
in the KBM7 cell line. As this concentration is so low, it is possible that the LC-MS is not
sensitive enough to detect it. To determine the concentration of ApsA required for the
spectrometer to identify ApsA within the cell extract, the extract was harvested and

spiked with ApsA at a range of concentrations (Fig. 4.8).
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Figure 4.8: Determining the lower ApsA concentration for detection in KBM7
extracts. Metabolites were extracted from KBM7 cells using the same method as for
sample preparation prior to HPLC analysis. After lyophilising the extract, the sample
was spiked with either 50 uM (A), 25 uM (B), 12.5 uM (C), 6.25 uM (D), 3.125 uM (E) or
0 UM (F) Ap4A, then 10 uL of each sample was injected for analysis by LC-MS.
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Spiking the sample with 50 uM ApsA resulted in a large ApsA peak at approximately
11 minutes, with the peak intensity for the TIC reaching approximately 140,000 units
(Fig. 4.8 A). This peak was slightly asymmetrical, with a small tailing peak showing at
~12.5 minutes. When the sample was spiked with 12.5 uM or 25 uM Ap.A, the peak
intensity dropped to just 300 units, but remained composed of all three of the
expected ApsA MRM transitions (Fig. 4.8 B and C). However, this peak was not easily
distinguishable from the background noise and eluted at ~12.5 minutes, later than the
large ApsA peak eluting at higher concentrations. The samples spiked with 6.25 uM
and 3.125 uM ApsA appeared initially to show only background noise (Fig. 4.8, D and
E). Upon closer inspection, small peaks can be identified at the same time as those in
the 12.5 uM and 25 uM samples; however, their total ion counts are approximately
125 units, smaller than many of the random peaks causing the background noise. As
seen previously in Figure 4.7, ApsA was not identified in the un-spiked KBM7 extract
(Fig. 4.8 F). The large difference in intensity between the 50 uM- and 25 uM-spiked
ApsA samples suggests that the LC-MS is struggling to detect ApsA at concentrations of
25 uM and below. This could be due to the sensitivity limit of the machine, or due to

and ion suppression effect induced by other molecules in the cell extract.

4.4.2 Clean-up of the KBM7 extract using preparative chromatography approaches

lon suppression is an effect seen in mass spectrometry which can result in a reduced
amount of the desired ion reaching the detector (Annesley, 2003). Compounds in the
sample that have a low volatility droplet formation or evaporation efficiency result in
reduced amounts of the charged ion reaching the detector (Annesley, 2003; King et al.,
2000). Therefore, removing any unnecessary ions from the sample is important in

reducing the ion suppression effect.

To attempt to lower the concentration at which ApsA which was detectable by LC-MS,
we introduced a clean-up step to the extract preparation to reduce the number of
unnecessary ions in the mixture. In this process, the KBM7 extract was harvested as
previously described. Initially, both ion exchange and graphite columns were
investigated as methods for the clean-up of the cell extract. lon exchange columns can

be either anion or cation-exchange and separate molecules based on charge. As the
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ApsNs each contain four phosphate groups, they carry a strong negative charge. These
molecules would therefore pass through a cation exchange column and any positively
charged ions in the mixture would be retained on the column, removing them from the
sample. Graphite columns bind hydrophilic peptides and retain these molecules until
eluted. However, they have also been used for the purification of sugar nucleotides
from cell extracts (Turnock and Ferguson, 2007). As each type of column will remove
certain ions more efficiently, we aimed to determine whether either of these would
sufficiently reduce ion suppression enough for the ApsNs to be detectable in the KBM7
cell line. Both Harvard microspin strong cation exchange spin columns and Pierce
(carbon) graphite columns were tested, but neither resulted in the identification of
ApaNs in the KBM7 sample (Supplementary Fig. 4.1). As the Harvard columns were
cation exchange columns, these only allowed us to collect the flow through as they
would not retain the negatively charged ApaNs. This meant that only positively charged
ions could be removed from the mixture, rather than specifically purifying out
molecules with similar qualities to the ApaNs. We therefore decided to continue
optimisation of this method with the Pierce spin columns, as these were graphite
columns to which the ApsNs could bind independently of charge. To determine the
concentration of ApsA that could be identified after a Pierce-column clean-up, ApsA
was spiked into KBM7 extract at concentrations between 0 and 50 uM prior to the
clean-up step. The sample was lyophilised once more, and the concentrated samples

were analysed by LC-MS (Fig. 4.9).
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Figure 4.9: The effect of the Pierce cleanup on detection of ApsA at lower
concentrations. Metabolites were extracted from KBM7 cells using the same method
for sample preparation as for HPLC analysis. After lyophilising the extract, the sample
was prepared with additional ApsA at different concentrations: 50 uM ApsA (A), 25 uM
ApsA (B), 12.5 pM ApsA (C), 6.25 uM ApsA (D), 3.125 uM ApsA (E) and 0 uM ApsA (F).
The samples were then cleaned up using a Pierce column and lyophilised once again
before resuspending in water and injecting into the LC-MS for analysis.

Introducing the clean-up step reduced the ion count for the sample when 50 uM ApsA

was spiked in, suggesting that ApsA may have been lost in the clean-up step
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(Fig. 4.9 A). Despite this, the clean-up method allowed ApsA to be easily
distinguishable from the background noise when spiked-in at concentrations of
12.5 uM or higher (Fig. 4.9 A to C). Despite helping to improve the sensitivity to ApsA in
the extract mixture, the level of ApsA was still too low to be detected in the KBM7s
when no Ap.A was spiked in (Fig. 4.9 F), or at spiked-in concentrations of 3.125 uM or
6.25 uM (Fig. 4.9 D and E). This may be linked to the detection limit of the LC-MS
system as this clean-up process should have removed most of the unnecessary ions
that could be inducing an ion suppression effect. To get the intracellular ApsN
concentration over the lower detectable limit for the LC-MS, a larger cell number
(36 x 108 cells) was used for the extraction of the metabolites alongside an increased

injection volume (20 plL) (Fig. 4.10).
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Figure 4.10: Identification of ApsA in a KBM7 cell extract. Metabolites were
extracted from 36 x 106 KBM7 cells, a Pierce column cleanup was performed and the
samples were analysed by LC-MS. A: The peaks for the total ion count (TIC) and all
three transitions corresponding to ApsA. The peak eluting at the expected retention
time for each transition is shown by the black arrow. B: Comparison of the expected
retention time for each ApsA transition compared with the peak in the KBM7
extract. C: The relative ratio of the abundance of each transition, where the 835>488
transition is set equal to 1.
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A small peak for two of the ApsA MRM transitions appeared at the appropriate elution
time (Fig. 4.10 B), denoted by the black arrows in Figure 4.10 A. While a small peak was
also present for the third transition, the intensity of this peak is below background
levels. The MRM transitions that were a high enough concentration to be measurable
in the extract were not present in ratios comparable to the ApsA standard (Fig. 4.10 C).
This is likely due to the low concentration of ApsA in the sample and it being at the
lower sensitivity limit of the LC-MS. These data are therefore suggestive, but cannot
confirm, that Ap.A is detectable in the KBM7 cells. If the other ApaNs are present in
KBM7 cells, their intracellular concentration is not high enough to be detected using

this method (Supplementary Figure S4.2).

4.5 NuKO (NUDT2 knock out) cell extracts

4.5.1 Identification of ApaNs in NuKO cells

To determine if ApaNs are present in mammalian cells, metabolites were harvested
from the Nudix hydrolase 2 knockout cells. The Nudt2 gene has been knocked out in
these cells, resulting in an increase in ApsA, as the nudix hydrolase is the principal
mechanism for responsible for breaking down ApusNs. This resultsin a 175-fold increase
in intracellular ApsA (and potentially ApaN) concentration compared with the parental
KBM7 cell line (Marriott et al., 2016). We therefore deduced that if the ApsNs are
present in KBM7 cells, there may be an increase in ApsNs in the NuKO cells due to the
lack of ApsA hydrolase activity. NuKO cellular extracts were prepared in the same way
as described previously (Section 4.2.2). Since the ApsN concentration should be much
higher in these cells, we performed the extraction without the addition of a clean-up
step, to avoid any loss of the dinucleotide tetraphosphates. Two samples of the NuKO
extract sample were harvested separately and analysed for the presence of ApaNs

(Fig. 4.11).
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Figure 4.11: Identification of ApsNs in NuKO cells. Metabolites were extracted from
NuKO cells, lyophilised and resuspended in water, then analysed directly on the LC-MS.
A, B: Peaks for total ion count (TIC) and individual MRM transitions were identified for
each of the ApaNs in two sets of NuKO cell extracts. C, D: Total ion counts (TICs) for
the individual ApaNs in each NuKO extract 1 (C) and NuKO extract 2 (D) are shown in

their own scale.
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Initial analysis of the ApaNs in NuKO cells revealed peaks corresponding to ApsA, ApaC,
and ApsU in the mammalian knockout cell line (Fig. 4.11 A), with subsequent analysis
also identifying an ApsG peak in the extract (Fig. 4.11 B). ApsA constituted the largest
peak in both samples, with the peak area for the TIC reaching nearly 1 x 10 units in
Extract 1 (Fig. 4.11 C) and just over 2 x 10° units in Extract 2 (Fig. 4.11 D). The ApsU
peak was the next largest, with TIC peak areas of 2.5 x 10° and 5.4 x 10° units
(Fig. 4.11 C, D). The Ap4C peak reached ~1.6 x 10* and 6.6 x 10* units in each extract
(Fig. 4.11 C, D), while the Ap4G reached a TIC peak area of approximately 6.7 x 10*
units in NuKO extract 2, despite being absent in Extract 1 (Fig. 4.11 C and D). Accurate
guantitation of each molecule is not possible using this approach, as the efficiency with
which each molecule fragments will differ according to its structure. However, the
peak intensity may give an indication of the relative abundance of each molecule in
relation to the others and is discussed in Chapter 5. The difference in the peak
intensities for all the ApaNs is likely due to a problem with the efficiency of the
extraction process during the first harvesting experiment, as the peak volumes for all

ApsNs are lower in NuKO extract 1 compared with NuKO extract 2.

This approach has for the first time revealed that each of the ribosyl nucleoside
tetraphosphates are produced in mammalian cells. However, for accurate
guantification of these nucleotides the method would need to be developed further to
include a standard curve for each molecule, and an internal standard to ensure that
the measurements were consistent. To verify the identity of each of the ApsNs
identified in the NuKO extract, we investigated firstly whether the candidate ApaN
peaks eluted at the appropriate retention time chromatographically (Fig. 4.12—-4.16).
Another method for verifying identity is to confirm whether all three of the
pre-determined MRM transitions are present for each molecule in the sample. The
ratio of the three MRM transitions could be used as a further measure, by comparing

the ratios in the standard and the ratios of the transitions in the extract.
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Figure 4.12: Identification of ApsA in NuKO cell extract. NuKO cell extract was
harvested on two separate occasions and injected for analysis by LC-MS A, B: The
traces for all ApsA transitions, including TIC, in NuKO extract 1 (A) and NuKO extract
2 (B). C: The retention time and D, E: the ratios of each transition in relation to one
another were recorded and compared with the ApsA standard.

All three Ap.A transitions were present in both samples of the NuKO extract (Fig. 4.12

A, B). The retention times for NuKO extract samples varied slightly, but each was

within 0.2-minutes of the Ap.A standard (Fig. 4.12 C). A final measure used for the

identification of molecules by triple quad mass spectrometry is to compare the ratios

of each of the MRM transitions. The ratios of each transition in relation to one another

were the same for the ApsA standard and both NuKO extract samples (Fig. 4.12 D, E).

Taken together, these data confirm the presence of ApsA in the NuKO cell extracts.

Similarly, we wanted to confirm the identity of the peaks suggesting the presence of

the other ApaNs in the NuKO extract. Verification of the identity of these ApsNs is

demonstrated in Figure 4.13 to 4.15.
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Figure 4.13: Identification of ApsG in NuKO cell extract. NuKO cell extract was
harvested on two separate occasions and injected for analysis by LC-MS A, B: The
traces for all Ap4G transitions, including TIC, in NuKO extract 1 (A) and NuKO extract 2
(B). C: The retention time and D, E: the ratios of each transition in relation to one
another were recorded and compared with the ApaG standard.

ApaG was not present at high enough levels to be detected in NuKO extract 1 (Fig. 4.13
A); however, all three transitions were present in NuKO extract 2 (Fig. 4.13 B). In NuKO
extract 2, the expected ApaG transitions eluted at 10.6 and 10.7 minutes, compared
with the 11.0-minute retention time in the ApsG standard (Fig. 4.13 B). This shift to a
slightly earlier retention time is consistent with the slightly earlier retention time seen
for ApsA in NuKO extract 2 (Fig. 4.12 C) and is likely due to small changes in salt
concentration or the pH of the running buffer. The ratios between transitions in NuKO
extract 2 were comparable to the ratios between transitions in the ApsG standard
(Fig. 4.13 E). Taken together, these data indicate that ApsG is also present

intracellularly in NuKO cells.
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Figure 4.14: Identification of ApsC in NuKO cell extract. NuKO cell extract was
harvested on two separate occasions and injected for analysis by LC-MS A, B: The
traces for all Ap4C transitions, including TIC, in NuKO extract 1 (A) and NuKO extract 2
(B). C: The retention time and D, E: the ratios of each transition in relation to one
another were recorded and compared with the ApC standard.

Three MRM transitions were identified corresponding to ApaC in both sets of NuKO
extract (Fig. 4.14 A, B). Furthermore, the retention time for the ApsC peak in each
extract are within 0.2-minutes of the ApsC standard (Fig. 4.14 C). Like the ApsA and
ApaG samples, the elution time for ApsC in NuKO extract 2 is slightly earlier than in the
standard (Fig. 4.14 C). As NuKO extract 2 was analysed for all ApaNs simultaneously,
this supports the hypothesis that a small change in buffer composition may be
responsible for this change in the retention time for all ApaNs. Alternatively, it is
possible that column performance may be degrading over time, allowing the ApaNs to
elute more readily. Finally, the ratios of the MRM transitions in NuKO extract 2 are
comparable to the Ap4C standard (Fig. 4.14 D, E). However, the ratio of the transitions
in NuKO extract 1 differ from the standard and NuKO extract 2 ratios (Fig. 4.14 D, E). As

the peak in NuKO extract 1 is much smaller than NuKO extract 2, it is likely that
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machine sensitivity limit could have affected the detection of the MRM transitions in

this sample.
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Figure 4.15: Identification of ApsU in NuKO cell extract. NuKO cell extract was
harvested on two separate occasions and injected for analysis by LC-MS A, B: The
traces for all ApsU transitions, including TIC, in NuKO extract 1 (A) and NuKO extract 2
(B). C: The retention time and D, E: the ratios of each transition in relation to one
another were recorded and compared with the ApsU standard.

ApsU peaks composed of all three MRM transitions are present in both NuKO extracts
(Fig. 4.15 A, B). Like the other ApaNs, the retention times for these peaks are
comparable to the ApsU standard, eluting up to a maximum of 0.3-minutes earlier in
NuKO extract 2 Fig. 4.15 C). The ratio of each MRM transition compared with the
others varies slightly but shows a similar pattern in general (Fig. 4.15 D, E). Taken
together these data demonstrate that ApsA, ApasG, ApaC and ApsU are all present

intracellularly in NuKO cells.

4.5.2 Identification of ApadNs in NuKO cells
Having determined that all four of the ApsNs could be detected in NuKO cells, we
wanted to identify whether any of the ApsdNs could also be present. NuKO extract 1

149



was injected for a second time, with the LC-MS set up to detect the transitions for each

of the ApsdNs (Fig. 4.16).
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Figure 4.16: ldentification of several ApisdNs in NuKO mammalian cell extract.
Metabolites were extracted from NuKO cells, lyophilised and resuspended in water,
then analysed directly on the LC-MS. A: Peaks for total ion count (TIC) were identified
for several of the ApsdNs in a NuKO cell extract. B—D: The total ion counts (TICs) and

transitions for ApadG (B), ApadA (C), and ApadT (D) found in the NuKO extract are
shown in their own scale.
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Small peaks composed of all three transitions were present for ApsdA (Fig. 4.16 A, C)
and ApadT (Fig. 4.16A, D). However, the area under the peaks for the individual
transitions was too low to be quantified (Fig. 4.16 C and D). A large peak corresponding
to ApsdG was present (Fig. 4.16 A, B). However, as determined in section 4.3.1, this
large ApadG peak could be a false positive as any ApsA in the sample would trigger the
same peaks to form. Historically, most of the literature has focussed on Ap4A as this is
the most abundant dinucleotide tetraphosphate, so it is likely that it is Ap4A, rather

than ApadG, that is causing this peak.

To confirm this, before analysis by LC-MS, the NuKO extract was first separated by
HPLC using a ResourceQ column, into fractions that would contain either ApsA or
ApsdG, if present. As this column separates according to charge, ApsdG elutes later
than ApsA because of its more negatively charged structure (Fig. 4.17 A). The NuKO
extract was separated by HPLC into an ApsA-containing and ApadG-containing fraction,

then each sample was analysed by LC-MS (Fig. 4.17, B and C).

151



Ap,dG
A J B Ap,A fraction
22501 GE: M0
3 |Au4.«_asaa:>-5595;-y' 540
|
QJ 1 E 5000+
2 { S
8 o
3 | [
v c 2500
3 ‘ S
£ 10000+
£
o 500
©
o
< 000+
2500]
AV
R L B e e T
1025 1050 1075 1100 1125 1150 1175 1200 1225 mn
= = Time (mins)
Time (minutes)
C Ap,dG fraction

lon count

T o
1100 125 11.50 175 1200 1225 min
Time (mins)

UMM U
1000 1025 1050 1075

Figure 4.17: Analysis of fractionated NuKO extract. A: Standards were run for all
ApsNs and their retention time determined. Metabolite containing extract was
harvested from NuKO cells using a chloroform extraction method and lyophilised
overnight. B,C: The sample was resuspended in water and run through a ResourceQ
column. Fractions were collected between 9.5 and 11.5 mins (ApsA fraction) and
11.5-14 (ApsdG fraction) minutes, lyophilised, then each fraction sample was
solubilised in water and injected into the LC-MS.

The ApsA and ApsdG HPLC elution times were distinct from one another, with the ApsA
standard eluting at 10.7 minutes and Ap4dG standard eluting at approximately 12.9
minutes (Fig. 4.17 A). When separated, a large peak was present in the ApaA-
containing fraction of the extract (Fig. 4.17 B) and not in the ApadG fraction (Fig. 4.17
C). This fractionation process resulted in loss of ApsNs from the extract, so could not
be used in general practice for separation of the ApsNs before analysis. However,
separation of ApsA and ApadG in the NuKO extract successfully demonstrated that it
was ApsA, and not ApsdG that was the major contributor to the peaks identified in the
NuKO cells.
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4.6 Chapter discussion

4.6.1 ApaNs can be harvested from a mammalian cell line by chloroform extraction

In this chapter we have demonstrated that adenosine-containing dinucleotide
tetraphosphate metabolites can be extracted from a human chronic myeloid
leukaemia cell line following a 1:1 chloroform:water extraction method. A variety of
different methods for metabolite extraction have been reported across different cell
types, usually involving some combination of methanol, acetonitrile, chloroform, or
water. Use of 60% methanol in the quenching of mammalian cells has been linked to
the leakage of intracellular metabolites (Dietmair et al., 2010). However, a later report
contended this, showing no substantial leakage for the metabolites tested, with the
exception of malate, when quenched with 60% methanol followed by two 100%
methanol extractions and one water extraction (Sellick et al., 2011). However, these
methods described for the extraction of metabolites from mammalian cells generally
discuss molecules such as various nucleotides or amino acids which are present at
higher levels in the cell, and not the extraction of less abundant alarmones such

as ApsA.

Similarly, in E. coli, an acidic 80:20 acetonitrile:water system, or a 40:40:20
acetonitrile:methanol:water system were found to be the best options for the
extraction of triphosphate molecules (Rabinowitz and Kimball, 2007). However, in
S. cerevisiae an acidic acetonitrile-methanol system was not as successful as other
methods such as boiling ethanol or a methanol/chloroform mixture in the recovery of
metabolites (including several amino acids, AMP, ADP and ATP) (Canelas et al., 2009).
A 40:40:20 mixture of acetonitrile:methanol:water was also used for the extraction of
nucleotides such as GMP, GDP and GTP in bacteria, however this method was not
suitable for the extraction of the (p)ppGpp alarmone to detectable levels (Liu et al.,
2015). A modified 1:1 chloroform:water extraction procedure with improved recovery
was later used by the authors, which resulted in the identification of (p)ppGpp and
ApsA in B. subtilis cells (Fig. 4.2 A) (Fung et al.,, 2020). As this method had a
demonstrated capacity to extract ApsA from bacterial cells, we chose to adapt this

method for use in the mammalian suspension cell line (Fig. 4.2 B).
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This method was well-suited to adaptation for the extraction of metabolites from
KBM7/NuKO cells as these also grow in suspension so there is no need for detachment
as would be the case with an adherent cell line. Indeed, the data show that each of the

ApsNs were successfully extracted from the NuKO cell line using this method.

4.6.2 Identification of ApaN candidates in NuKO extracts by HPLC

Candidate ApsA and ApsU peaks were identified in the NuKO extract by HPLC analysis,
which provided the foundation for investigating the cell extracts more thoroughly by
LC-MS. Though not as sensitive as the LC-MS technique employed by Fung and
colleagues, the HPLC analysis provided a useful first step to determine whether any
peaks were identifiable that could potentially represent the presence of the ApaNs
within the mammalian cell extract. This was chosen because a suitable HPLC-method
for identification of the ApsNs had already been set up in Chapter 3, and the expected
retention times for the ApsNs at 260 nm and 280 nm had already been determined.
This meant that, although not as sensitive, the HPLC setup was a relatively simple and

low-cost method for the preliminary analysis.

ApsA phosphatases have been used as part of a method to determine Ap.A
concentration in previous experiments. In these experiments, the background ATP
needs to be removed prior to hydrolysis of the ApsA, so that the ATP formed during
hydrolysis by ApsA hydrolase is directly proportional to the ApsA content in the cell.
Use of a phosphatase was therefore an obvious choice for this purpose as it removes
background levels of molecules with exposed phosphate groups such as ATP but has

no effect on ApsA (Marriott et al., 2015; Murphy et al., 2000).

4.6.3 Identification of a candidate ApsA peak in KBM7 cells by LC-MS

A candidate Ap.A peak was successfully identified in KBM7 cell extract; however, levels
of other ApsNs in this cell line were too low to detect. Identification of ApsA was
initially hindered by ion suppression due to the mixture of ions in the extracts isolated

from the KBM7 cells. This meant that initially no ApsA could be detected in the cells
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despite previous literature quantifying Ap.A in the same cell line (Marriott et al., 2015).
This ion suppression effect could have been exacerbated by the PBS wash step, as
washing the cells has previously been associated with reduced metabolite signal
intensities (Ser et al., 2015). However, this step was necessary to ensure that only
intracellular ApsNs were present in the cell extract. Optimisation of the method to
include a graphite column clean-up step prior to analysis resulted in a reduction in ion

suppression and led to the successful identification of ApsA in the KBM7 cell extract.

ApsA was identified in the cell extract both by chromatographic elution time and by
the detection of its expected MRM transitions in a triple quadrupole system. Prior to
analysis of a complex mixture, MRM transitions are determined using a standard of a
given molecule. When a complex mixture is injected, the first quadrupole functions as
a filter, only allowing molecules through that have the same mass as the expected
molecule. These molecules are then fragmented in the second quadrupole. Only
fragments that have the same molecular weight as the fragments produced in the
standard enter the third quadrupole, where they go on to be detected (Fig. 4.4). The
technique using ion fragmentation for the quantitative analysis of small molecules was
first used 45 years ago and these techniques are now well-established for the
identification of target molecules from complex mixtures (Baty and Robinson, 1977).
As we have chemically synthesised HRMS-verified standards for each of the ApaNs, this
technique was ideal for the identification of these molecules in the complex mixture of
metabolites extracted from the cells. As this method can identify low molecular weight
molecules in a complex mixture, it prevented the need for time-consuming and
complex purification procedures, as would be necessary for other methods such

as HRMS.

Optimisation of the method and addition of a clean-up protocol successfully reduced
ion suppression enough for a potential ApsA peak to be identifiable in these cells
(Fig. 4.10). However, despite the introduction of a cleanup step, unfortunately other
ApsN levels in this cell line were too low to be recognised by the LC-MS. As this was
likely due to the sensitivity of the system, it was not a problem we could easily

overcome. Nevertheless, the use the Nudt2 knockout version of this cell line, which
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has intrinsically higher ApsN levels, facilitated identification of these molecules in

mammalian cells using the available system.

4.6.4 ApsNs and some ApadNs are detectable in NuKO cells

ApsA, ApsU, ApsC and ApaG are all present in the mammalian NuKO cell line. Up to this
point, only ApsA has been specified in mammalian cells, even though the methods
used for quantitation would often encompass other ApsNs in addition to ApsA. As the
MRM transitions are specific to the changes in the mass of the ions of each nucleotide,
this approach enabled us to identify all four ApsNs as well as low amounts likely
corresponding to Ap4dT and ApadA in the NuKO cells. As these molecules are present
intracellularly, it opens the possibility that these molecules, like ApsA, may have some

purpose in mammalian cells.

4.7 Conclusion

In summary, we have adapted the technique used by Fung and colleagues in 2020 and
applied it to the extraction of metabolites from a mammalian cell line. Further to this
we have developed a technique for the accurate identification of the individual ApaNs
in @ mammalian NuKO cell extract, using retention time, three MRM transitions and
their relative ratios as parameters for identification of each molecule. The sensitivity of
the LC-MS limited the ability to detect ApsNs in the KBM7 cell line, despite the
introduction of a clean-up step to limit ion suppression. However, the development of
this technique in combination with the Nudt2 knockout cell line (NuKO) has enabled us
to identify ApaA, ApaG ApaC and Ap4U, as well as peaks corresponding to low levels of
ApsdA and ApadT, intracellularly in this cell line. In the previous chapter we presented
evidence to suggest that each of the ApsNs could be synthesised as a by-product of
ubiquitin activation. This, combined with the evidence now shown demonstrating the
existence of these molecules intracellularly opens the question of whether, like Ap4A,

these ApsNs might also have a role in signalling in the intracellular environment.
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Chapter 5: Investigating the stress
response in cells with intrinsically
high ApsN levels compared with

their parental cell line
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5.1 Chapter introduction

5.1.1 ApsA and the cell cycle

A well-regulated cell cycle is integral to successful cell replication. The cell cycle begins
with G1-phase, in which the cell prepares for DNA synthesis. From here, the cell must
pass through the p53-dependent G1/S-checkpoint before it can move into S-phase,
where the DNA is replicated. After DNA replication, the cell proceeds into the
G2-phase, where it prepares for mitosis. If it passes the quality control checks at the
G2/M-checkpoint, the cell will reach M-phase, where mitosis occurs and the cell
duplicates (Vermeulen et al., 2003). Changes in cyclin level throughout the cell cycle
are responsible for the activation of the different cyclin dependent kinases (CDKs)
which are required in the different cell cycle phases. There have been conflicting
reports surrounding the role of ApsA and fluctuations in its concentration throughout
the cell cycle. In E. coli, ApsA has been shown to induce cell division, with high Ap.A
levels promoting early cell division and low ApsA levels resulting in a delay to cell
division (Nishimura et al., 1997). In the acellular slime mould P. polycephalum, one
group concluded that there was a rapid increase in ApsA concentration when entering
S-phase (Weinmann-Dorsch et al., 1984b). However, another group found no change in
ApsA or ApaG level in the same organism (Garrison et al., 1986). Furthermore, contrary
to the increase in ApsA levels reported in P. polycephalum on S-phase entry, a study in
Strongylocentrotus nudus (sea urchin) embryos instead demonstrated a decrease in

ApsA concentration prior to S-phase (Morioka and Shimada, 1985).

Several early reports suggested that ApsA was important in stimulating DNA synthesis.
This was demonstrated in baby hamster kidney cells, where addition of Ap.A to
permeabilised cells caused the stimulation of discontinuous DNA synthesis in
G1l-arrested cells in a dose-dependent manner (Grummt, 1978b). Microinjection of
ApsA into X. laevis oocytes also stimulated DNA synthesis (Zourgui et al., 1984).
Supporting these results is the identification of a 57 kDa subunit of the DNA
polymerase a protein complex, which functions as a highly specific ApsA-binding
partner (Grummt et al., 1979). However, more recently it has been demonstrated that

ApsA instead inhibits the initiation of DNA replication (Marriott et al., 2015). In this
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paper, the authors demonstrated that ApsA has this inhibitory effect on the initiation

but not the elongation phase of DNA replication (Marriott et al., 2015).

5.1.2 ApsA has been implicated in the cellular response to stress

Different physiological stresses have been shown to result in the accumulation of
ApsNs in a variety of species. One such type of stress is a change in temperature. ApsA
levels were increased in simian virus 40-transformed mouse 3T3 cells treated at an
increased temperature of 45 °C (Baker and Jacobson, 1986). Heat-shock of Drosophila
cells from 19 °C to 37 °C resulted in a 2.2-fold increase in ApaA, but did not seem to

affect ApsG levels (Brevet et al., 1985a).

Oxidative damage also induces an accumulation of ApsA and ApsG, among other
nucleotide polyphosphates, in S. typhimurium (Bochner et al., 1984). Antibiotics such
as gentamicin (an aminoglycoside), ampicillin (a B-lactam) and norfloxacin
(a fluoroquinalone) have all been shown to contribute to the production of hydrogen
peroxide H,0, in E. coli (Dwyer et al., 2014). Recently, treatment with the
aminoglycoside kanamycin was demonstrated to increase ApsA levels in E. coli in a
hydroxyl radical-dependent manner and improved the activity of the antibiotic (Ji et
al., 2019). In HEK293T cells, treatment with H,0; to induce oxidative stress resulted in
a significant increase in both ApsA and ApsA (Kriger et al., 2021). MMC is a
chemotherapeutic cross-linking agent that induces an accumulation of ApsA in several
cell lines. AA8 cells, Hela cells and MEF cells showed an increase in ApsA level of
between 7- and 9-fold after treatment with MMC (Marriott et al., 2015). This is
supported by recent evidence which has demonstrated that MMC treatment results in

increased ApsA and ApsA levels in HEK293T cells (Kriiger et al., 2021).

5.1.3 Ap4A has been linked to apoptosis

In addition to Ap.A levels increasing in response to cell stress, increased Ap.A levels
have also been linked to apoptosis. Analysis of DNA fragmentation after ApsA
treatment showed that ApsA, but not ApsA, induced apoptosis in mouse VMRO and
human HL60, U937 and Jurkat cells, but not in human HL299 cells, human NT2 cells, or
mouse Swiss 3T3 cells (Vartanian et al., 1999). In this study, hydrolysis-resistant
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analogues were unable to induce apoptosis in any of the cell lines, leading the authors
to conclude that the induction of apoptosis required the hydrolysis of ApsA (Vartanian
et al.,, 1999). Alternatively, if the tetraphosphate moiety is important for ApsA to
induce apoptosis, the small change in the structure of the analogues could mean that
they lack the necessary structure for inducing apoptosis. Consistent with a role for
ApsA in apoptosis, a more recent study found an up-regulation of several pro-
apoptotic genes in NuKO cells compared with their parental cell line (Marriott et al.,
2016). Furthermore, an isosteric ApsA analogue was capable of inducing apoptosis in
Fhit-positive but not Fhit-negative HEK293T cells, and has therefore been suggested as
a potential anti-cancer therapy in Fhit-positive cancer cells (Krakowiak et al., 2011).
However, in this case the analogue is somewhat different in structure from ApsA and is
much more stable in cell medium and cell extract, so may not be representative of the
role of ApsA in apoptosis. In contrast, in another study ApsA was suggested to inhibit
apoptosis through the prevention of cytochrome c translocation and activation of

caspase-3in a rat model for Parkinson’s disease (Wang et al., 2003).

5.1.4 Chapter Aims

In the previous chapter, we demonstrated that ApsA, ApaC, ApaG and ApsU are all
synthesised and present in a Nudt2 knockout cell line derived from parental KBM7
cells, opening the possibility that they may have a role in cellular function. Previous
studies have linked cell stress to an increase in ApsA concentration in mammalian cells,
or protective ApsN-induced caps in bacteria (Luciano and Belasco, 2020; Luciano et al.,
2019; Marriott et al., 2015). In the previous chapter we used a high-ApsN-containing
‘NuKQO’ cell-line to demonstrate that ApsN molecules are present in mammalian cells.
The NuKO cell line has intrinsically higher ApaN levels than its parental KBM7 cell line
and therefore provides a method of analysing how increased ApaN levels might affect
cellular function. Here, by comparing factors such as proliferation and cell cycle
dynamics in the KBM7 and NuKO cell lines, we first aimed to investigate the ways in
which an increased intracellular ApsN concentration might affect cellular function in an
unstressed cell population. We next wanted to assess whether having an already

increased ApsN concentration affected the cells’ ability to respond to stress. Finally, we
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aimed to determine whether applying several different types of stress influenced the

intracellular concentration of each of the ApaNs.

5.2 Effect of increased ApaN levels on cell duplication and cell cycle dynamics

5.2.1 Comparison of the proliferation rates of a high vs low ApaN-containing cell line
To determine the effect of an increased intracellular ApsN concentration on the
normal function of unstressed cells, we used the KBM7 and NuKO cell lines discussed
in the previous chapter. As alterations to the DNA replication and the cell cycle would
affect proliferation rate, we first compared the duplication time for the KBM7 cell line
with the NuKO, high ApsN-containing, cell line. The number of cells for each cell line
were counted every day over 7 days, then plotted on a log, scale to determine

duplication time (Fig. 5.1).
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Figure 5.1: Differences in duplication time of KBM7 and NuKO cells. 2 million cells
of each cell line were seeded, then counted daily. A: the raw cell number was plotted
and B, C: the log, of the cell number was plotted to calculate duplication time and
for statistical analysis using a two-way ANOVA with Sidak’s multiple comparisons test
(Day 4, p=0.0086; day 5, p=0.0002; day 6, p=0.0002; day 7, p<0.0001).

Over time the cell counts revealed a difference in rate of cell duplication (Fig. 5.1 A).
These data were plotted as a log, function, and the gradient was used to determine
duplication time (Fig. 5.1 B). These data indicate that KBM7 cells replicate at a faster
rate than their NUDT2 knockout counterparts, with a mean duplication time of
approximately 16.9 hours compared with 22.9 hours in the NuKO cells. A two-way

ANOVA using Sidadk’s multiple comparisons test demonstrated that the difference
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between the cell counts for the KBM7 and NuKO cells was statistically significant from

day 4 onwards (Fig. 5.1 C).

5.2.2 Differences in cell cycle kinetics

For cells to successfully divide they pass through four stages of the cell cycle: G1, S, G2
and M phases, and pass through several cell cycle checkpoints. As the KBM7 cells
replicate faster than the high-ApsA containing NuKO cells, the cell cycle profile of each
cell line was investigated to determine whether NuKO cells were arrested at a specific
point in the cell cycle. To further investigate this, unstressed cells were labelled with
EdU and Hoescht and analysed by flow cytometry to determine the proportion of cells

in each stage of the cell cycle (Fig. 5.2).
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Figure 5.2: Comparing the cell cycle dynamics of KBM7 and NuKO cells. Flow
Cytometry data showing the proportion of cellsin G1, S and G2/M phase in KBM7 cells
compared with NuKO cells. A, B: Repeat 1; C, D: repeat 2; E, F: repeat 3. G: A summary
of n=3 repeats showing the approximate percentage of cells in each cell cycle phase.
Gating for repeats 1 and 2 is shown in Supplementary Figure 5.1. Please note that the
gating for repeat 3 is unavailable due to corruption of the file.
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The flow cytometry data show no clear differences in G1, S and G2 distribution
between the two cell lines (Fig. 5.2). When taken together with the proliferation rates
in these cells, these data suggest that the KBM7s spend approximately 2.5 hours in
G1l-phase, 12.3 hours in S-phase and 1.9 hours in G2/M-phase, while the NuKO cells
spend approximately 3.5 hours, 15.9 hours, and 3.3 hours in G1, S and G2/M-phase,
respectively. Interestingly, the G1 and S populations appear to be more distinct in the
KBM7 cells compared with the NuKO cell line for all repeats (Fig. 5.2 A, C and E versus
B, D and F). This could be due to a delay at some point in the G1/S transition causing

the cells to take longer to progress fully into S-phase.

5.3 Comparison of the KBM7 and NuKO response to stress

5.3.1 The yH2AX response to stress

Throughout multiple domains of life, ApsA levels have been shown to increase in
response to stress. This led to the question of whether a cell line with intrinsically high
ApsA levels would elicit the same response to cell stress. HU slows down DNA
replication forks by inhibiting ribonucleotide reductase, causing a reduction in the
levels of deoxyribonucleoside triphosphates (Singh and Xu, 2016). If the problem is not
resolved then stalled replication forks can collapse, causing DNA damage (Singh and

Xu, 2016).

In response to DNA damage and replication stress, the DNA damage response is
activated. yH2AX functions as an early marker of the DNA damage response. In the
presence of double strand breaks, H2AX is phosphorylated at its serine-139 residue by
ATM to form yH2AX (Burma et al., 2001). Replication stress induced by hydroxyurea
also induces the phosphorylation and foci-formation of H2AX in an ATR-dependent
manner (Ward and Chen, 2001). Therefore, YH2AX is useful as a marker of the DNA
damage response. To determine whether the increased intracellular concentration of
ApsA in the NuKO cells impacts their ability to elicit a DNA damage response to stress,
we treated both the KBM7 and NuKO cell lines with HU for 2 hours then allowed them
to recover over a 24-hour period. Samples were taken at intervals over this time-

course, then separated by Western blotting and probed for yH2AX (Fig. 5.3).
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Figure 5.3: Investigating the YH2AX response to replication stress in KBM7 and NuKO
cells. KBM7 and NuKO cells were each treated with 1 mM HU for two hours, then
allowed to recover for between 0 and 24 hours and analysed for differences in YH2AX
level. A: Representative Western blot showing changes in YH2AX level. B: Summary
data for n=2 Western blot repeats with the data scaled so that the untreated KBM7
level is equal to 100 and changes are shown relative to this. Statistical analysis was
performed using a two-way ANOVA with Sidak’s multiple comparisons post-hoc test.

Western blotting of the YH2AX level after treatment with HU showed that KBM7 cells
had maximal yH2AX levels 2—4 hours after recovery started (Fig. 5.3). NuKO cells
showed maximal yH2AX levels after 1-2 hours; however, the mean yH2AX level at the
peak response time in the NuKO cells was 2.6 times lower than peak YH2AX response
in the KBM7 cells. The response of the NuKO cell line was also less varied between the
two repeats. The YH2AX level in both cell lines returned to within baseline levels after

24 hours.
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5.3.2 The apoptotic response to stress

Increased ApaA levels have been linked to increased apoptosis in response to cell stress
in several cell lines (Vartanian et al., 1999). Furthermore, when the KBM7 and NuKO
cell lines were previously analysed for changes to gene expression, a number of
pro-apoptotic genes were up-regulated in the latter (Marriott et al., 2016). Induction
of apoptosis was therefore measured in the KBM7 and NuKO cell lines to determine
whether up-regulation of pro-apoptotic genes translated to increased apoptotic
response to cell stress. As in the previous section, each cell line was treated with
hydroxyurea for 2 hours then allowed to recover for 24 hours in fresh medium, then
labelled with YO-PRO®-1 and PI. Apoptotic cells are permeant to YO-PRO®-1, a green,
fluorescent carbocyanine nucleic acid stain which does not stain live cells (Allen et al.,
2007; ThermoFisher Scientific, accessed 06 February 2023). On the other hand, Pl does
not stain live cells or early apoptotic cells (Allen and Davies, 2007). Necrotic cells are
stained by both PI and YO-PRO®-1; however, fluorescence intensity is reduced
compared with dead cells as the fluorescence is degraded by DNA (Allen and Davies,

2007). After 24 hours, apoptosis was measured by flow cytometry (Figure 5.4).
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Figure 5.4: Investigating the apoptotic response to replication stress in KBM7 and
NuKO cells. NuKO cells were each treated with 1 mM HU for two hours, then allowed
to recover for 24 hours. Apoptotic response was measured using YO-PRO1l and
compared between the two cell lines to distinguish between live, dead, necrotic and
early apoptotic cells. A: KBM7 cells; B: NuKO cells. C: A summary of the proportion of
cells that were live, necrotic, early apoptotic, or dead.
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The NuKO cells had a 13-fold increase in the percentage of cells in early apoptosis
(46.46%) (Fig. 5.4 B and C) compared with the KBM7 cells (3.46%) (Fig. 5.4 A and C).
Likewise, a much greater proportion of the KBM7 cells remained alive (46.90%)
(Fig. 5.4 A and C) compared with the number of living cells in the NuKO sample
(18.19%) (Fig. 5.4 B and C). However, the percentage of dead cells was also higher in
the KBM7s, with 19.22% of cells being dead (Fig. 5.4 A and C) compared with 11.83% in
the NuKO cells (Fig. 5.4 B and C). The percentage of necrotic cells was slightly higher in
the KBM7 cell line, with 29.47% of cells being necrotic (Fig. 5.4 A and C) compared with
20.97% in the NuKO cell line (Fig. 5.4 B and C). In summary, the primary differences
between the two cell lines were that the NuKO cells showed an increased number of
cells in early apoptosis and a reduced number of live cells compared with the parental

cell line (Fig. 5.4 C).

5.4 Investigating the ApaN response to stress in NuKO cells

5.4.1 Determining the variation in area under peak readings taken by the LC-MS

In the previous chapter we identified each of the ApsNs in the NuKO cell extract.
Unfortunately, despite attempting to resolve ApaNs in the KBM7 extract using clean-up
techniques, it was not possible to identify the ApaNs in this extract. Therefore, for the
remaining analysis in this chapter, the NuKO cell line was used. However, development

of the method for detection of the KBM7s remains an important next step.

To enable us to accurately measure any changes that occurred in ApsN level after
exposure to stress, we first needed to determine how variable the measurements
were for ApsN levels in separate samples. To do this, three separate extracts were
prepared simultaneously from the NuKO cells and the area under each ApaN peak was

measured by LC-MS (Fig. 5.5).
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Figure 5.5: Variability in LC-MS analysis outputs and an approximate comparison of
ApaN abundance. Extract samples were harvested simultaneously from NuKO cells,
then analysed by LC-MS. Variation in the area under the peaks corresponding to A:
ApsA, B: ApsC, C: ApsG and D: ApsU was recorded. E: The predicted structure for the
ion fragment corresponding to the molecular mass of 488.05, found in all four ApaNs.
F, G: A linear (F) and logio (G) comparison of the abundance of the 488.05 fragment as
an approximate measure of relative ApsN concentration.

The area under the peak for each of the Ap4A transitions varied from the mean by up
to 4.9%, 3.7% and 1.6% for each of the transitions, and by up to 4.7% of the mean TIC
for ApsA (Fig. 5.5 A). The area under the peak varied from the mean by up to 9.8%,
0.7% and 4.1% for each of the ApsU transitions and by 6.2% for the ApsU TIC
(Fig. 5.5 B). The variations for the Ap4C transitions were comparable to those for ApsU,
with the 811>159.05, 811>464.05 and 811>488.05 transitions varying from the mean
by up to 2.9%, 8.2% and 1.3%, respectively and the TIC for Ap4C varying by up to 5.1%
(Fig. 5.5 C). The area under the peak for the ApsG transitions was less consistent,
varying by up to 9.7%, 16.3% and 35.8% (Fig. 5.5 D). Similarly, the TIC for Ap4G varied
by up to 15.2% compared with the mean (Fig. 5.5 D). It is likely that the larger variation

167



relative to the mean seen in the ApsG transitions is due to the lower abundance of
Ap4G fragments in the sample, meaning small changes represent a bigger proportion of
the total volume. To summarise, of the four different ApsNs, the ApsA transitions had
the highest ion count, and this correlated with a lower variation in signal (Fig. 5.5 A).
Conversely, the ApsG transitions had the lowest ion count, and this correlated with a

much higher variation in signal (Fig. 5.5 D).

Additionally, of the top three transitions for each ApaN, all included a transition from
the original molecular mass of the molecule to a fragment with a mass of 488.05,
which corresponds to the chemical formula of C1pH13Ns012P3". A possible structure for
this molecule is shown in Figure 5.5 E. As this molecular mass was present in the
fragmentation of all ApaNs, it was chosen as an estimate of the relative abundance of
each ApsN in the unstressed NuKO cells. Comparison of the 488.05 fragment
abundance for each molecule demonstrated that this ApsA transition was
approximately 5 times more abundant than the corresponding ApsU transition,
approximately 55 times more abundant than the Ap4C transition and approximately 65
times more abundant than the Ap4G transition (Fig. 5.5 F and G). It is important to note
that the fragmentation efficiency differs between different molecules, and as this
fragment contains the adenosine base ApsA is probably more likely to produce this
fragment than the other ApaNs, as the molecule could fragment in two places to form
the same fragment while only one fragmentation site is present in the other ApsN

molecules.

5.4.2 The ApaN response to hydroxyurea in NuKO cell extracts

In Figure 5.3 we demonstrated that the maximal YH2AX response to HU in NuKO cells
occurs after approximately 1-2 hours of recovery. As YH2AX is indicative of the DNA
damage response, the next aim was to determine whether activation of the DNA
damage response led to a change in intracellular ApsN levels in NuKO cells. NuKO cells
were treated with HU for either 0, 0.5, 1 or 2 hours to determine whether increased

treatment time influenced ApsN abundance (Fig. 5.6).
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Figure 5.6: The effect of HU treatment on ApaN level in NuKO cells. NuKO cells were
treated with 1 mM HU for 0.5, 1 or 2 hours. Metabolite-containing extracts were
harvested and subjected to LC-MS analysis. Changes in the levels of all three MRM
transitions for ApsA (A—C), ApsU (D—F), ApaC (G—I) and ApasG (J—-L) were analysed. For
the untreated cells, the individual data points, as well as the mean values and standard
deviation are shown. Statistical analysis was performed using a one-way ANOVA with
Dunnett’s multiple comparisons post-hoc test to compare transition abundance of the
treated versus untreated cells.



There was no significant change in the abundance of any of the ApsA transitions after
treatment with HU for 0.5, 1 or 2 hours compared with 0 hours (Fig. 5.6 A—C), which
suggests that the ApsA level in HU-treated NuKO cells is not immediately affected.
Similarly, in general the abundance of each of the ApsU transitions did not change
significantly with HU-treatment (Fig. 5.6 D—F). There was one exception to this with
the 812.00>464.95 transition, where the change in abundance of this transition was
considered statistically significant after the 1 and 2 hours of HU treatment (adjusted P
value = 0.0190 and 0.0359, respectively) compared with the untreated samples
(Fig. 5.6 E). As this was not consistent with any of the other samples, this is likely due
to the narrow standard deviation seen in the repeats for the untreated sample.
Similarly, two of the three ApsC transitions do not show a statistically significant
change in transition abundance (Fig. 5.6 H and 1). However, a statistically significant
change in the abundance of the 811.00>488.05 transition is observed after 1- and 2-
hour HU treatments (adjusted P value = 0.0322 and 0.0202, respectively) compared
with the untreated sample (Fig. 5.6 G). As with the ApsU transition, this is likely to be
due to the narrow standard deviation for the untreated sample and may not remain
significant with further repeats. Finally, although the individual points vary more for
the ApasG transitions, none of the transition abundances changed significantly
(Fig. 5.6 J—L). This is probably due to the wider standard deviation of the untreated
control sample, which likely occurs because the overall lower abundance of the ApsG

transitions increases the variability in detection.

In general, short-term HU treatment did not significantly affect ApaN levels. This could
be due to several factors. For example, the intrinsically high level of ApaNs in the NuKO
cell line could be masking any smaller changes in ApsN signal, or there may be reduced
capacity for ApsN synthesis during HU-induced stress. Alternatively, it may be that
more time is needed for ApiNs to accumulate to detectable levels. To determine
whether an extended treatment time could affect ApaN levels, the HU-treatment time

was extended to include four hours (Fig. 5.7).
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Figure 5.7 Effect of increased length of HU-treatment on ApaN concentration. NuKO
cells were treated with HU for increasing lengths of time then their extract was
immediately harvested and analysed by LC-MS. Changes in the levels of all three MRM
transitions for ApsA (A—C), ApsU (D—F), ApaC (G—I) and ApsG (J—L) were analysed.
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An extended HU-treatment time of 4 hours did not generally result in a clear change to
intracellular ApaN levels; however, only one data point was performed for each
transition (Fig. 5.7). The extended timepoint data points showed the least variation for
ApsA and ApsU, for which all transitions are present at a higher abundance compared
with ApaC and ApaG (Fig. 5.7 A—F vs. G—L). A lack of consistency in pattern between the
three transitions, as seen for ApasC or ApaG (Fig. 5.7 G-L), is an indicator of reduced
reliability, and is likely caused by the reduced accuracy of transition detection at these

lower abundances.

In summary, treatment with HU for between 30 minutes and 4 hours did not result in
an immediate detectable increase in ApaN levels (Fig. 5.6 and 5.7). A potential reason
for this could be that ApsNs may not begin to accumulate to detectable levels until
after the stressing agent has been removed. To determine whether ApsNs would
accumulate if allowed to recover from HU stress, the NuKO cells were stressed with HU

for 2 hours, then allowed to recover for between 0 and 4 hours (Fig. 5.8).
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Figure 5.8: The effect of recovery time on ApsN levels after HU-treatment. NuKO cells
were treated for 2 hours then allowed to recover for 0, 2 or 4 hours. The extract was
then harvested and analysed by LC-MS, and ApasN levels were compared with those in
the extract from untreated cells. Changes in the levels of all three MRM transitions for
ApsA (A—C), ApsU (D—F), ApaC (G-I) and ApaG (J-L) were analysed. Please note, this
data set was produced alongside the data set in Figure 5.7. The NT and O-hour
timepoint here correspond to the 0-hour and 2-hour treatments with HU in Figure 5.7.



Generally, the abundance of each transition shows a trend of decreasing as recovery
time increases (Fig. 5.8). This is consistent across transitions for ApsA and ApasU,
increasing the reliability of these results (Fig. 5.8 A—F). The transitions for Ap4C and
ApaG are less consistent (Fig. 5.8 G vs. H. vs. | and J vs. K vs. L), meaning these data
points are less reliable. The mixed results for the ApsG sample are unsurprising as the
ApsG samples showed the most variation even an untreated cell population (Fig. 5.5).
However, even in these cases the same general trend of reduced transition abundance
with increasing recovery time can be seen. This reduction may be due to a reduced
capacity for the cell to synthesise ApsN, either due to the stress itself or due to
reduced NTP availability. Alternatively, it is possible that the response mechanism may
result in the hydrolysis of ApaN, which would reduce ApsN abundance. In summary,
ApsN levels were not immediately affected after 0—4 hours of HU-induced stress,
regardless of stress duration. Similarly, ApsN levels were either unaffected or reduced

when the cells were allowed time to recover after HU-induced stress.

5.5 The effect of DNA damaging agents on ApaN levels.

To determine whether the ApsN response differed depending on the type of stressing
agent and its mechanism of action, the NuKO cells were subjected to several different
kinds of cell stress. The additional types of cell-stressing agents chosen for analysis

were doxorubicin, gemcitabine and mitomycin C.

Doxorubicin is an anthracycline that induces stress in cells through its intercalation into
DNA and inhibition of topoisomerase Il, or alternatively through the generation of free
radicals (Taymaz-Nikerel et al., 2018). Gemcitabine (2’,2'-difluoro-2’-deoxycytidine) is a
deoxycytidine analogue used in the treatment of several cancers. Gemcitabine was
chosen as a stressing agent because, like HU, it also stalls DNA replication by inhibiting
DNA synthesis (Huang et al., 1991); however, gemcitabine causes inhibition of DNA
synthesis through a different mechanism. Gemcitabine is an analogue of
deoxycytidine, and in its triphosphate form it competes with dCTP for incorporation
into DNA and prevents elongation through ‘masked chain termination’ (de Sousa
Cavalcante and Monteiro, 2014; Mini et al., 2006). Finally, MMC is an antineoplastic
drug that is active against a range of different cancer types (Bradner, 2001). In cells,
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the quinone group of MMC can be reduced by a variety of reductases including
NADPH-Cytochrome P-450, xanthine oxidase and xanthine dehydrogenase (Gustafson
and Pritsos, 1992; Pan et al., 1984). Reduction of the MMC produces an unstable
molecule that initiates a cascade resulting in the covalent inter- and intra-strand
cross-linking of DNA (Tomasz, 1995). This cross-linking distorts DNA structure and
induces DNA replication stress. Nucleotide excision repair and DSB repair through
recombination have been implicated in this repair process in different organisms (De
Silva et al., 2000; McHugh et al., 2001). Previous analysis has demonstrated that MMC
treatment resulted in an increased intracellular ApsA level (Marriott et al., 2015). The
method used by Marriott and colleagues (2015) for the quantification of intracellular
ApsA level measured the luminescence of ATP produced by hydrolysing the sample. As
ATP can be produced by the hydrolysis of all the ApaNs using ApsA hydrolase (Fig. 3.9
and 3.10) (Swarbrick et al., 2005), this technique cannot distinguish between ApsA and
the other ApaNs. We therefore wanted to investigate whether this increase could be
identified in NuKO cells using the LC-MS method, which would enable differentiation

between different ApaNs.

As treatment times using these agents are typically longer and at lower concentration
than those for HU, the treatment time and drug concentration of these stressors was
adjusted accordingly (Fig. 5.9). An increased HU-treatment time was also performed
alongside these experiments for comparison (Fig. 5.9 A—D), and to determine whether
increased incubation time would allow ApsNs to accumulate to higher levels.
Furthermore, since this treatment is much longer than the HU treatment discussed
previously, the method was adapted such that the cells were counted after the
treatment time and prior to metabolite extraction, to prevent any differences in cell

number which could result from replication during the incubation time.
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Figure 5.9: Effect of 18-hour treatment with damaging agents on ApsN levels. Cells
were treated with either Hydroxyurea (HU; A-D), Gemcitabine (GEM; E-H),
Mitomycin C (MMC; |I-L) or Doxorubicin (DOX; M—P) for 18 hours before extracts were
harvested and analysed by LC-MS. Values were scaled so that each untreated sample
was set equal to one. Transitions 1, 2 and 3 are as follows: ApsA: 1=835.00>488.00,
2=835.00>408.05, 3=835.00>158.95; ApsU: 1=812.00>385.05, 2=812.00>464.95,
3=812.00>488.05; ApasC: 1=811.00>159.05, 2=811.00>464.05, 3=811.00>488.05; Ap4G:
1=851.00>424.00, 2=851.00>488.05, 3=851.00>503.90. The corresponding raw ion
count values can be found in Supplementary Figure 5.7.

As HU is not usually used for the longer timepoints, two different concentrations were

used. After treatment with 1 mM HU, the data suggested a reduction in all ApaN levels
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for all transitions (Fig. 5.9 A-D). This was likely caused by the extensive cell death in
this sample and so is unlikely to reflect the effect of less severe cell damage on ApsN
levels. In general, the data suggested that the intracellular ApsN levels are increased in
the cells treated with 0.1 mM HU, with the transition abundance increasing by 23-32%
for ApsA (Fig. 5.9 A), 16-43% for ApasU (Fig. 5.9 B) and by 8-58% for Ap4C (Fig. 5.9 C).
The ApaG transitions also generally followed this trend, except for one transition which
suggested a 1% decrease in ApsG levels, despite the other transitions increasing by
26% and 67% (Fig. 5.9 D). The abundance of all ApsN transitions consistently increased
after treatment in the 100 nM gemcitabine sample (Fig. 5.9 E-H). The percentage
increase in transitions was generally larger for gemcitabine compared with HU, with
transition abundance increasing by 43-55% (ApsA, Fig. 5.9 E), 35-56% (Ap4U,
Fig. 5.9 F), 63-164% (Apa4C, Fig. 5.9 G), and 43-67% (ApaG, Fig. 5.9 H). All transitions
showed a consistently large increase in abundance after MMC treatment, regardless of
which ApsN they corresponded to. Transition abundance increased by 95-104% (Ap4A,
Fig. 5.9 1), 77-100% (ApsU, Fig. 5.9 ), 102—-184% (Ap4C, Fig. 5.9 K) and 75-137% (ApaG,
Fig. 5.9 L). Increases to each transition after doxorubicin treatment were generally
smaller than those for MMC and GEM across all ApsNs and transitions. Except for
transition 1 for ApaC (Fig. 5.9 O), the increase also remained consistent across
transitions for each molecule, with increases of 48—-52% for ApsA (Fig. 5.9 M), 34-45%
for ApsU (Fig. 5.9 N), 25-99% for ApaC (Fig. 5.9 O) and 42—-58% for ApaG (Fig. 5.9 P).

Across all four damaging agents, the transitions are more varied for ApaG and ApaC
compared with ApsA and ApsU. The increased range for the Ap4C and ApasG transitions
throughout this data set is reflective of a reduced detection accuracy at lower
concentrations, and it is likely that this variation has occurred because of the lower
abundance of these transitions compared with those for ApsA and ApsU in NuKO cells

(Fig. 5.5 F).

In all, this data set suggested that an 18-hour treatment with any of the four agents
tested may result in increased ApaN levels in NuKO cells. This method utilised a cell
count prior to extraction to ensure that a similar number of cells were analysed.

However, due to the nature of a cell count, there is likely to be variability in the results.
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Furthermore, a cell count prior to metabolite extraction does not account for any loss
of ApsN that could occur during the extraction process. Therefore, we next aimed to
determine a method of controlling for this. To do this, an internal control using ATP or
ADP concentration was developed. As a first step, the most abundant MRM transitions

were successfully determined and verified using ADP and ATP standards (Fig. 5.10).

A B
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| = sl c 250004
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Figure 5.10: Validation of ADP and ATP MRM transitions using commercially available
standards. Commercially available ADP (A) and ATP (B) standards were diluted and
injected for analysis by triple quadrupole LC-MS. The MRM transitions, their relative
ratios and their retention times were then determined for ADP (C) and ATP (D).

ADP and ATP had shorter retention times compared with the ApsNs, eluting at 7.0 and
8.7 minutes, respectively (Fig. 5.10). This meant that the level of ADP and ATP in each
sample could be measured earlier in the run and would not interfere with the
machine’s capacity to measure ApsN levels. ATP and ADP also had different profiles for
the relative abundance of each MRM transition (Fig. 5.10 C and D). ADP had a similar
amount of each transition (Fig. 5.10 C), while the 506>159 transition was more
abundant in the ATP standard compared with the other two transitions (Fig. 5.10 D).
As the relative ratio of each of the transitions depends on the fragmentation efficiency

of a particular molecule and some fragments form more readily than others, these can
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be used as an additional measure to confirm molecule identity in a sample versus a

standard.

To make a useful internal standard that could be used for standardisation of the ApsN
changes after DNA stress, the level of the internal standard should not change in cells
exposed to these stressors. To evaluate the potential efficacy of using ATP or ADP as a
standard, the abundance of the three transitions was measured for each, before and
after treatment with hydroxyurea, gemcitabine, mitomycin C and doxorubicin
(Fig. 5.11). The effect of stressing agents on the level of these two molecules was also
compared, to determine whether one would be a better control than the other
(Fig. 5.11 C, G, K, and 0). Finally, the relative ratio of ATP:ADP was evaluated before
and after treatment with the stressing agents. If the abundance of ATP and ADP is not
changing, then their ratios should stay the same before and after treatment

(Fig. 5.11 D, H, Land P).
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Figure 5.11: Effect of damaging agents on internal ADP and ATP standards. Cells were
treated with either Hydroxyurea (HU; A—D), Gemcitabine (GEM; E—H), Mitomycin C
(MMC; 1-L) or Doxorubicin (DOX; M—P) for 18 hours before extracts were harvested
and analysed by LC-MS. Values were scaled so that each untreated sample was set
equal to one. For the ATP:ADP ratio, the ADP abundance of the total ion count for each
condition was set equal to one, and the ATP value is shown after scaling relative to
this. Transitions 1, 2 and 3 are as follows: ATP: 1=506.20>79.00, 2=506.20>158.95,
3=506.20>408.05; ADP: 1=426.20>79.00, 2=426.20>134.05, 3=426.20>158.95. The
corresponding raw ion count values can be found in Supplementary Figure 5.8.
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After treatment with 1 mM HU, the levels of ATP and ADP were reduced (Fig. 5.11 A).
As with the unstandardised data set, this reduction was likely caused by the high
amount of cell death observed in these cells when counting, and is unlikely to be
reflective of the change that would be observed with less lethal DNA damage.
Therefore, the 0.1 mM treatments were the focus. ATP was more affected by HU
treatment than ADP (Fig. 5.11 A—C). The ATP transitions all increased by 23-35% after
treatment with 0.1 mM HU, whereas the ADP transitions all showed a reduction of
between 1% and 15%. This resulted in an increase in the ratio of ATP to ADP, from 3:1
to 4.2:1 (Fig. 5.11 D), which further suggested that the balance of these molecules had
been affected by HU treatment. An even greater increase in ATP transition levels was
seen after GEM treatment (73-84%, Fig. 5.11 E), while ADP levels decreased by
between 21% and 31% (Fig. 5.11 F). ATP transition abundance was most strongly
affected by gemcitabine treatment (Fig. 5.11 G). This, combined with the reduction in
ADP transition abundance, resulted in a large change in the relative ratio of ATP to
ADP, from 2.6:1 to 5.9:1 (Fig. 5.11 H). The balance of ATP and ADP in the cell is strongly
affected by both hydroxyurea and gemcitabine treatment, suggesting that either one
or both molecules would not make a good internal standard. A possible explanation for
this effect may relate to the mechanism of action of these drugs and will be addressed

in the discussion section.

Mitomycin C and doxorubicin both resulted in an increase in all transitions
corresponding to both ATP and ADP (Fig. 5.11 I-K and M—0). ATP transition abundance
increased by 115-124% (Fig. 5.11 1) and 28-30% (Fig. 5.11 M), in MMC and
doxorubicin-treated cells, respectively. Similarly, ADP transition abundance increased
by 115-139% in MMC-treated cells (Fig. 5.11 J) and 45-48% in doxorubicin-treated
cells (Fig. 5.11 N). For both treatments, ATP and ADP total ion counts increased
similarly (Fig. 5.11 K and O). Therefore, the ratios of ATP to ADP remain similar
(2.9:1 vs 3.0:1 for MMC [Fig. 5.11 L] and 2.3:1 vs 2.0:1 for doxorubicin [Fig. 5.11 P]). As
the ATP:ADP ratios have remained consistent, it is difficult to determine whether the
observed increase is due to disruption of both ATP and ADP levels, or whether ATP and

ADP levels were increased in this sample for some other reason.

181



As the ATP and ADP responses are different in response to different damaging agents,
they are unlikely to be ideal internal controls. For the HU and GEM treatments
abundance of the ADP transitions did not change substantially (5.11 C and G);
therefore, ADP has the potential to act as an internal standard when analysing the
effect of these agents on ApsN levels. However, more repeats are needed to
determine whether the small reduction in ADP seen after treatment with both agents
was due to variability of the detection, or whether it is a true reflection of a small
reduction in ADP abundance caused by HU and GEM treatment. As ADP and ATP
transition abundances increase greatly after MMC and DOX treatment, neither
molecule is likely to make a good internal standard. However, the ratio of these
molecules remains very similar. Therefore, this observed change may be caused by
variation in cell number, or cell extraction efficiency between the two samples. Further
repeats would help to identify whether there was a consistently large increase in both
ATP and ADP abundance when treated with MMC or DOX. For reference, a summary of
the observed effects of HU, GEM, MMC or DOX treatment on ApsN abundance both

before and after standardisation to either ADP or ATP is shown in Table 5.1.

Table 5.1: Summary of the mean change in abundance of the three transitions for
each ApaN. An increase or decrease in mean transition abundance is shown by an T or
l, respectively, with the mean percentage change across transitions represented in
brackets. As ATP is likely a poor standard for HU and GEM, these values are shaded in
red. The value of ADP as a standard for HU and GEM treatments, and either ADP or
ATP for MMC and DOX treatments is yet to be confirmed. This is represented by
yellow shading.

HU GEM MMC DOX
Ap:A T (26) T 49 T (99) T (50)
. ApsU T (31) T 42) T (85) T (38)
Unstandardised A T34 taon  tazsy 1T
ApsG T (3D T (59) 1 (105) T (48)
ApsA T { (16) I (10) T 17
_ ApsU O I 19) l (16) NG
Standardised to ATP ApaC t tan G 1t 33)
ApsG T I 1D ) T (15
ApsA T (42) T 87 L (6) T 3
, ApaU T 48) T (78) l (12 VNG
Standardised to ADP ApaC T(52) T(160) 4 a1 4 (18)
ApsG T (48) T (99) ! 3 T (2
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When standardised to ADP or left unstandardised, the mean abundance across the
three transitions for each of ApsA, ApsU, ApsC and ApaG was increased after treatment
with HU and gemcitabine. When standardising to ATP the results were mixed, with a
small increase in ApsN transition abundance after HU treatment, and a decrease in
ApsN (except for ApaC) abundance after gemcitabine treatment. However, ATP was
considered a poor method of standardisation for these treatments because of the
large change in ATP abundance after HU or gemcitabine treatment. Mitomycin C
appeared to result in an increase in ApsN abundance in the absence of standardisation;
however, standardisation to either ADP or ATP hinted at small reductions in ApJA,
ApsU and ApsG abundance. Except for ApsU abundance when standardised to ADP,
treatment with doxorubicin resulted in an increase in the mean transition abundance
for each of the ApsNs, regardless of standardisation method. Interestingly, mean Ap4C
transition abundance consistently increased after treatment with any of the stressing

agents, regardless of the method used for standardisation.

5.6 Chapter Discussion

5.6.1 Cells with intrinsically higher ApaN levels have a slower doubling time

In this chapter we have demonstrated that the KBM7 NUDT27- NuKO cell line, has a
slower duplication time (22.9 hours) compared with its parental KBM7 cell line
(16.9 hours) and doubling rates show a statistical significance from day 4 onwards
(two-way ANOVA with Sidak’s multiple comparisons test). This change in proliferation
rate is similar to previous analysis in a breast cancer cell line, which demonstrated that
T47D cells transfected with NUDT2-specific siRNA had a reduced proliferation rate
compared with cells transfected with control siRNA (Oka et al., 2011). Additionally,
previous analysis identified a number of differentially expressed genes relating to
proliferation in NuKO cells compared with the parental KBM7 cell line (Marriott et al.,
2016). Examples of some of the changes detected include down-regulation of GFRA1
and BRINP3 expression and up-regulation in the expression of genes such as FOXD3
and NKD2 (Marriott et al., 2016). GDNF-treated prostate cancer cell lines with
increased proliferation correlate with high GFRA1 expression, while the proliferation
rates of cell lines with low GFRA1 expression are not significantly affected (Huber et
al., 2015). This suggests that a reduction in GFRA1 protein level may contribute to
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reduced replication rates in the NuKO cells. In gonadotrope cell pituitary adenomas
BRINP3 initiates proliferation, suggesting that down-regulation of this protein may
reduce cell proliferation (Shorts-Cary et al., 2007). Together evidence from the
literature supports the trend showing a decrease in proliferation rate when the NUDT2

gene is knocked out.

5.6.2 NuKO cells show similar amounts of time in each phase of the cell cycle but a
prolonged transition between G1 and S-phase

Despite the reduced proliferation rate of the NuKO cells, we did not identify any clear
differences in their cell cycle kinetics. However, the extended duplication time of the
NuKO cells means that the NuKOs spend approximately 1 hour longer in G1, 3.6 hours
longer in S-phase and 1.4 hours longer in G2/M compared with the KBM7 cells.
Furthermore, the NuKO cell G1- and S-phase populations were not as distinct as the
corresponding KBM7 cell populations, suggesting that perhaps there is a delay to these
cells at the G1/S-transition (Fig. 5.2 A and B). As ApsA levels are intrinsically higher in
these cells, this data supports the hypothesis that ApsA may have a role at the
G1/S-transition in cells. This is further supported by data in the literature which has
demonstrated that ApsA can inhibit the initiation stage of DNA replication (Marriott et
al., 2015). If ApsA is important in regulating the initiation of DNA replication, the
intrinsically high levels in the NuKO cells could mean either that the excess of Ap4A is
inhibiting the initiation into S-phase, or that the process is not being regulated as it
normally would be, as the ApsA levels are not being regulated themselves in

these cells.

5.6.3 High ApaN-containing NuKO cells show a reduced response to replication stress
In this chapter, NuKO cells were found to have a reduced ability to respond to cell
stress compared with the parental KBM7 cell line. YH2AX has a well-documented role
as a sensitive early marker of DNA damage and is produced when the Ser-139 residue
of histone variant H2AX is phosphorylated in response to such damage (Mah et al.,

2010).
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The data demonstrate that treatment of KBM7 and NuKO cells with hydroxyurea
induces the phosphorylation of H2AX into YH2AX in both cell lines, but this increase is
significantly reduced in the NuKO cell line compared with the KBM7 cell line after
2-and 4-hours of recovery. This suggests that the NuKO cells cannot elicit as much of a
DNA damage response as the KBM7 cells. The NuKO response peaks after 1-hour of
recovery, whereas the KBM7 response peaks after 2 hours of recovery time,
demonstrating that it is the strength of the response and not the time taken for the
response to occur that causes this difference between the KBM7 and NuKO cells.
Supporting this data is evidence linking an increase in ApaN concentration to cell stress
(Baker and Jacobson, 1986; Bochner et al., 1984; Ji et al., 2019; Kriiger et al., 2021;
Marriott et al., 2015). As ApaNs are already intrinsically higher in the NuKO cell line, it
follows that changes to the ApsN concentration on top of this due to stress may no

longer have the expected effect.

H2AX is phosphorylated by both ATM (Burma et al., 2001) and ATR (Ward and Chen,
2001) in response to stressing agents such as hydroxyurea, and is part of the ATM and
ATR signalling cascades. Therefore, a reduction in YH2AX level could be reflective of
reduced ATM or ATR signalling. As YH2AX accumulation is reduced in the cells with
altered ApsN levels, it is possible that ApasNs are involved upstream of H2AX
phosphorylation in either one or both of these damage response mechanisms. The role
of ApsN in these responses has not been investigated in detail here and is an area that

could be explored in future with further analysis.

5.6.4 NuKO cells are more susceptible to apoptosis after HU-induced cell stress

Our data also suggest that cells with intrinsically high Ap4N levels are more susceptible
to apoptosis after a 24-hour recovery time from HU-induced stress. After the 24-hour
recovery time, over 10x as many cells were in apoptosis in the NuKO sample compared
with the KBM7 sample, suggesting that ApasNs may have a role in apoptosis. This data
has been collected from a single replicate and therefore more replicates would be
needed to confirm this. However, the data here are supported by other reports that
have linked increased ApsA concentration to an increase apoptosis (Krakowiak et al.,
2011; Marriott et al.,, 2016; Vartanian et al., 1999). In particular, a number of
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up-regulated pro-apoptotic genes have been identified in the NuKO cell line compared
with the parental KBM7 cell line, which strongly supports this data (Marriott et al.,
2016).

5.6.5 Stressing agents may increase intracellular ApsN levels

In this chapter we have used the triple quad mass-spectrometry method developed in
Chapter 4 to analyse changes in intracellular concentration of ApsA, ApaC, ApsG and
ApsU after induction of stress in NuKO cells. Initial studies suggested little change in
ApsN abundance after short-term treatment with HU. Further studies then suggested
that an 18-hour treatment with hydroxyurea, gemcitabine, doxorubicin and
mitomycin C may increase intracellular ApsA, ApaU ApaC and ApaG levels. This data is
supported by evidence that ApaN levels are elevated in response to cell stress (Coste et
al., 1987; Lee et al.,, 1983; Marriott et al., 2015); however, it lacked an internal
standardisation method to account for any changes to ApsN abundance brought about

during the cell counting, extraction, or lyophilisation processes.

5.6.6 ADP levels are reduced slightly after HU and GEM treatment

Assessment of ADP and ATP as potential internal standards for analysis of ApaN
abundance in response to gemcitabine or hydroxyurea treatment suggested that the
abundance of both molecules may be affected by these stressors. A limitation of these
standardisation methods is that they require a constant intracellular ADP or ATP
concentration. Interestingly, ADP abundance decreased after treatment with HU or
gemcitabine (Fig. 5.11). This is surprising, as hydroxyurea has been shown to inhibit
CDP, ADP UDP and GDP reductase activity (Yeh and Tessman, 1978), and the dFdCDP
product of gemcitabine also inhibits ribonucleotide reductase (Heinemann et al.,
1990). As the ribonucleotide reductases are responsible for the reduction of NDP into
dNDP, this would suggest that hydroxyurea and gemcitabine may result in an increased
intracellular ADP concentration, as ADP is no longer being reduced by the reductases
(Torrents, 2014). Supporting this, another study found that treatment of neuronal
stem cells (NSCs) with hydroxyurea resulted in a slight increase in ADP levels (Daniele
et al.,, 2016). However, evidence from cerebellar granule cells suggests that
intracellular ADP levels are reduced during early apoptosis alongside an increase in
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ATP levels (Atlante et al., 2005). This reflects the decrease in ADP and concomitant

increase in ATP demonstrated after treatment with HU and GEM (Fig. 5.11 C and G).

An alternative possibility is that the reduction in ADP levels observed after HU and
gemcitabine treatment may be due to variation in detection by the machine. To
determine whether this is the case, future studies could aim to identify the expected
variation in detection of ADP at this concentration in NuKO cells. ADP abundance was
consistently lower across all transitions, which supports the data suggesting that ADP
level was lower in this sample. However, further repeats could also be used to
determine whether ADP levels are consistently lower after treatment with HU or GEM,

or whether this was caused by an issue with the extraction process.

5.6.7 ATP levels are increased after treatment with HU and GEM

While reductions in ADP level are relatively small, ATP showed a particularly strong
increase in abundance after both HU and GEM treatment (Fig. 5.11 C and G). As ADP
levels are not affected similarly, it is likely that these large increases in ATP levels are
due to the stresses rather than error in the extraction process. Ribonucleotide
reductase also usually converts NTP to dNTP, so inhibition of this enzyme by HU and
GEM is likely to contribute to the observed increase in ATP levels. Additionally, due to
the nature of the stressing agents, some cells will have died during 18 hours of
treatment. As these cells are suspension cells there was no way to remove dead cells
from the sample; however, only live cells were counted when measuring cell number
for analysis. Therefore, any dead cells would remain in the sample and be present in
addition to the equal number of counted live cells. These cells may still retain residual
ATP or ADP levels, which may disproportionally affect intracellular ATP concentration
in the damaging agent-treated cells, as cytosolic ATP concentration is increased during
apoptotic cell death (Zamaraeva et al., 2005). However, some evidence suggests that
ATP levels can be reduced by HU treatment and does not support the effect seen here
(Daniele et al., 2016; Raththagala et al., 2010). There are reports of ATP being released
from erythrocytes after hydroxyurea treatment, suggesting that hydroxyurea might

reduce intracellular ATP concentration (Raththagala et al., 2010). This reduction is
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supported by a study in NSCs, which demonstrated that 8 mM HU significantly

decreased ATP concentrations (Daniele et al., 2016).

Together, the data suggest that of the two molecules used for standardisation, the
more reliable method for determining ApsN concentration after HU or gemcitabine
treatment is to standardise to ADP. However, ADP levels were also affected slightly,
and there is existing evidence suggesting that ADP levels may be reduced during early
apoptosis (Atlante et al., 2005). Therefore, it is yet to be determined whether ADP is a
suitable molecule to standardise to. There may be other factors that could have
affected ADP concentration, and further studies are needed to determine whether the
small reductions in ADP are due to variation in detection or whether it is something

that is happening on a physiological level due to the DNA stressors.

5.6.8 ATP and ADP levels are increased after treatment with MMC and DOX

Both MMC and Dox treatment induce an increase in both ATP and ADP levels
(Fig. 5.11 1-P). Unlike with HU and GEM treatment, ATP and ADP levels are increased
proportionally to each other, meaning that their relative ratios are similar before and
after treatment (Fig. 5.11 L and P). MMC and DOX do not inhibit ribonucleotide
reductase, so this mechanism does not provide an explanation for the increases
observed here. In fact, previous studies using DOX have shown a reduction in ATP
levels after DOX treatment. One study demonstrated that treatment with 1 uM
doxorubicin reduces ATP levels after 14 or more hours of treatment (Jeyaseelan et al.,
1997). Another study in cardiomyocytes instead found that ADP and ATP levels both
decrease immediately after doxorubicin treatment, but that the level of these
molecules begins to recover after 2 hours of treatment (Pointon et al., 2010). In this
2010 study by Pointon and colleagues, 12 hours after starting doxorubicin treatment
both ADP and ATP concentrations were no longer significantly different from without
treatment. Similarly, a previous study investigating the effect of chemotherapeutic
agents on ATP level demonstrated that intracellular ATP levels decrease with
increasing MMC concentrations of between 1 and 30 uM compared with 0 uM MMC

(Martins et al., 2009). As these concentrations are all higher than the 100 nM used in
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the experiments in this chapter, this could explain why a decrease is not seen.

However, it does not explain the increased ATP levels observed in Figure 5.11.

As ADP and ATP levels were affected similarly, and the data does not follow the
pattern seen in the literature, a factor secondary to the damage mechanism itself
could have resulted in the observed increase. For example, live cells are more likely
have been inaccurately counted in the treated samples, as these contained more dead
cells. As live cells were discriminated based on membrane structure alone, this process
may overestimate the number of ‘live’ cells. To ensure more accurate counting, future
work could incorporate the use of a live/dead cell stain such as trypan blue (TB). This
would eliminate the human error aspect of differentiating between live and dead cells.
However, even with this technique, viability and cell population density determined
using TB still vary by approximately 5% and 20%, respectively (Piccinini et al., 2017).
Additionally, as any residual ATP in dead or dying cells cannot be removed because of
the suspension-cell nature of the NuKO cells, this may result in an increase in observed
levels of both ATP and ADP. Therefore this may be responsible for the increased ATP
and ADP levels after MMC and DOX treatment. Further repeats of the data set could
also help to establish whether this increase remains consistent and could therefore
help to determine whether ADP or ATP have the potential to be used as a standard for

MMC or DOX treatment.

5.6.9 The standardisation of ApaN levels to internal controls ATP and ADP gives
inconsistent results

As ADP and ATP levels appear to be affected by the different types of stress, without
further data it cannot be confirmed whether they could be used as internal standards
for these studies. Particularly in the case of ADP, further studies could be used to
determine whether ADP levels are consistently changed after stress. In summary Table
5.1, standardisation of the data shows mixed results in terms of the effect of stress on

ApaN levels.

Interestingly, this standardisation of the data to either ATP or ADP suggests that MMC

does not impact ApsN levels. This is particularly interesting because luminescence
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experiments have shown that in KBM7 cells, the parental cell line, ApsN levels increase
in response to MMC treatment (Marriott et al., 2015). An explanation for the
difference in these findings from the published data could be that ATP and ADP are
inappropriate standards to use. Alternatively, it could be that the Nudt2 knockout in
these cells increases the intracellular ApsN level enough that any changes brought
about by stresses may be obscured. This possibility emphasises the need for the
development of a method which enables the detection of the ApaNs at levels present
in the KBM7 cell line. Therefore, it would be useful for future studies to focus on
developing an improved pre-quantitation clean-up technique that would sufficiently
prevent an ion suppression effect, or for these experiments to be attempted on a

machine with higher sensitivity.

As the current data set suggests that ADP or ATP are unlikely to be suitable internal
standards for analysis, it would also be of use to identify a suitable standard. This
remains a challenge due to the need for the molecule to be extracted from cells and
retained at a similar efficiency as the ApsNs. One option would be to determine
whether AMP could work as a useful internal standard, especially as a previous study
found that AMP levels remained unchanged in cells in the early stages of apoptosis
(Atlante et al., 2005). However, there is a limitation to the use of AMP in that AMP is a
hydrolysis product of ApsA and the other ApaNs (Fig. 3.9 and 3.10). This means that if
the inhibitory effect of Ap4A is brought about through hydrolysis, this would result in

changes to the intracellular AMP level.

5.7 Chapter conclusion

This chapter has demonstrated that cells with intrinsically high ApsN levels possess
slower duplication times, but similar cell cycle kinetics. Further to this we have shown
that HU treatment induces a reduced YH2AX response and increased apoptosis in the
high-ApsN cell line. We have used the technique developed in Chapter 4 to analyse
changes in ApaA, ApsU ApsC and ApsG concentration after subjecting the high-ApaN-
containing NuKO cells to stress. Additionally, further study into the effect of each of
the stress types on ADP and ATP concentrations is necessary to determine whether

either of these could be used as internal standards. Unfortunately, as demonstrated by
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the MMC treatment, because the cells already contained such high ApaN levels, it is
likely that this caused any small changes in concentration because of stress to be
obscured. We have demonstrated proof of principle for the identification of individual
ApsNs in the NuKO cell line. This method could therefore be very useful for
identification of changes in ApaN concentration in the KBM7 cell line, but use of a more

sensitive machine or improved clean-up technique would be required.
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Chapter 6: The role of Aps,A and
ApaNs in the inhibition of DNA

replication initiation
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6.1 Introduction to the role of ApsA in DNA replication

6.1.1 DNA replication can be reconstituted in vitro

The reconstitution of DNA replication in vitro has provided a reductionist approach to
analyse the highly orchestrated process of DNA replication (Yeeles et al., 2015). This
process used purified proteins to identify Cdt/Mcm2-7, ORC, Cdc6, DDK, SId3/7,
Cdc45, S-CDK, Dpb11, Sld2, GINS, Mcm10, Pol a, Pol g, Ctf4, RPA and Topoisomerase |l
as the essential proteins and factors that are required for DNA replication to occur in
budding yeast (Yeeles et al., 2015). Further reconstitution of the DNA replication
system identified additional factors in budding yeast, Mrcl and Csm3/Tof, that are
necessary for replisome progression to match in vivo rates (Yeeles et al., 2017).
Although this process is very useful for determining the mechanics of DNA replication
in yeast, there is no recombinant system for the analysis of replication dynamics in
mammalian cells. However, a cell-free system has been developed which enables the
induction of DNA synthesis in late G1-phase nuclei (Coverley et al., 2002; Krude et al.,
1997)

6.1.2 Introduction to the cell-free replication system

In 1970, Rao and Johnson demonstrated that the fusion of G1- and S-synchronised
Hela cells resulted in the induction of DNA synthesis in G1 nuclei. In this system, the
higher the proportion of S-phase nuclei in the system, the faster the induction of DNA
synthesis (Rao and Johnson, 1970). In 1997 this system was further developed by
Krude and colleagues, who demonstrated that S-phase extracts could be used instead
of S-phase nuclei to initiate semiconservative DNA replication in G1-phase, but not
G2-phase, nuclei. Furthermore, DNA replication is still initiated with the same
efficiency in a system when the S-phase extract has been replaced with Cdk2 and the
S-phase cyclins, cyclin E and cyclin A (Krude et al., 1997). The stimulation of DNA
replication by the cyclin/Cdk complexes was inhibited by the kinase inhibitor
6-dimethylaminopurine (DMAP), and also at higher concentrations of cyclin/Cdk
(Krude et al., 1997). Experiments incubating mid-G1 and late-G1 nuclei in cyclin E/Cdk2
and cyclin A/Cdk2 extracts provided initial evidence that, together with Cdc6, cyclin E

promotes pre-replication complex assembly (Coverley et al., 2002). Subsequent
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addition of Cyclin A/Cdk2 promotes DNA synthesis and inhibits the formation of new
pre-RCs (Coverley et al., 2002). This cell-free replication system has already been
applied for the identification of Ciz1, a factor suggested to promote DNA replication

after formation of the replication complex (Coverley et al., 2005).

6.1.3 ApsA inhibits the initiation of DNA replication

For many years, ApsA has been implicated in the DNA replication process (Grummt,
1978b). However, early studies suggested that ApsA stimulated DNA replication
(Grummt, 1978b; Weinmann-Dorsch et al., 1984a; Weinmann-Dorsch et al., 1984b),
and it was only recently demonstrated that ApsA instead has a role in the inhibition of
DNA replication (Marriott et al., 2015). This inhibition of DNA replication was
demonstrated using a cell-free system, and showed that ApsA inhibited the initiation,
but not elongation stage of DNA replication (Marriott et al., 2015). In this chapter we
will utilise this system to investigate whether the other ApaNs might play a similar roll

in inhibiting the initiation phase of DNA replication.

6.1.4 Aims

In the previous chapters we have demonstrated that ApsNs can be synthesised via a
biologically relevant mechanism and that they are present in the NuKO mammalian cell
line (Chapters 3-5). Furthermore, we have successfully synthesised the ApaNs
chemically and verified their identity by HRMS (Chapter 3). Previously, ApsA has been
shown to inhibit the initiation of DNA replication, but the mechanism behind how Ap.A
has this effect remains unclear (Marriott et al., 2015). As ApsNs are also present in
mammalian cells (Chapter 4), it is possible that these molecules may also influence
DNA replication. As these molecules are similar in structure to ApsA, whether they
have a role in the inhibition of the initiation of DNA replication could shed light on how
ApsA performs this function. If these molecules can also induce inhibition of DNA
replication it would demonstrate that the homobifunctional structure of ApJA,

required in some mechanisms, is not required for this process.

In this chapter, elucidation of the mechanism for the role of ApsA in the inhibition of
the initiation of DNA replication will be performed using a chemical biology approach.
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In vitro cell-free DNA replication assays will be used to determine if a homobifunctional
structure is essential and whether changes to ApsA structure by substitution with
alternative nucleosides affects its activity. Secondly, a more detailed investigation of
the inhibitory activity of ApsA and other ApaNs during the initiation process will be
investigated through monitoring changes in the nuclear localisation of Mcm2 and
PCNA, two essential DNA replication components which act at different stages during

the initiation process.

6.2 Preparation of nuclei and extracts for cell-free replication assays

6.2.1 Synchronisation of late G1 nuclei, and G1- and S-phase extracts

Prior to performing the cell-free replication assays, three components are required:
synchronised late G1 nuclei, mid-G1 phase cytosolic extracts and S-phase cytosolic
extracts, which are used as positive and negative controls respectively (Coverley et al.,
2002). They are prepared using mouse fibroblast NIH3T3 cells, which are synchronised
by contact inhibition and serum starvation at defined phases of the cell cycle (Fig. 6.1),
and S-phase extracts from Hela cells synchronised by double thymidine

synchronisation (Fig. 6.1).

195



Harvest G1 Harvest

Release extract G1 nuclei
Oh 15h 17.5h
Gl Gi/s S
Thymidine Fresh Thymidine Fresh Harvest
supplemented medium, no supplemented medium, no S-phase
medium thymidine medium thymidine extract
l Cells in
S-phase
Ohr 24 hr 32 hr 48 hr 49 hr

Figure 6.1: Preparation of nuclei and extracts for cell-free replication assays. A:
Timeline for the release and harvesting of G1-phase extract (15 h) and late G1 nuclei
(17.5 h). Cells were released from quiescence then harvested by scraping. Nuclei and
extracts were harvested by Dounce homogenisation and frozen as pellets in liquid
nitrogen. B: Timeline for synchronisation of Hela cells for the preparation of cytosolic
S-phase extracts following alternating thymidine-containing and thymidine-free
incubations in supplemented medium.

This approach is used to generate mid-G1 cytosolic extracts isolated 15 hours after
release from quiescence and late-G1 nuclei that are licensed to initiate DNA replication
but require CDK activity to initiate DNA replication. This can be provided by the
addition of either an S-phase Hela cytosolic extract (Krude et al., 1997) or via
recombinant cyclin A-CDK2 (Copeland et al., 2010; Coverley et al., 2002). Cytosolic
extracts and nuclei are incubated with MgCl,, a creatine phosphate/creatine
phosphokinase (CPK) energy regenerating system, and all NTPs (except for dTTP and
biotinylated-dUTP). Cells that are replicating are labelled with biotin-dUTP and imaged
using Alexa Fluor-streptavidin. Replicating nuclei will incorporate the

biotinylated-dUTP and are scored using fluorescence microscopy.

6.2.2 Testing nuclei batches and extracts in cell-free replication assays
Each batch of nuclei that are produced are tested extensively to ensure that there is a
>2-fold increase in initiation between nuclei incubated in mid G1 extracts and S-phase

extracts. There are several controls for each reaction: incubation in a G1 extract
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provides the baseline for each batch of nuclei to determine the percentage of cells that
are already in S-phase due to asynchrony after release from quiescence. The S-phase
extracts are a composite of nuclei already in S-phase and the licensed nuclei that
replicate after incubation with cyclin E-CDK2 and cyclin A-CDK2 present in the S-phase
extracts. Consequently, the number of replicating nuclei is either given as a percentage
of dUTP incorporating nuclei (Fig. 6.2 G) or as a percentage initiation, which uses a
standardisation approach to normalise for the percentage of nuclei that initiate in

S-phase cytosolic extracts (Coverley 2005; Marriott et al., 2015) (Fig. 6.2 H).
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Figure 6.2: Cell-free replication assays to test nuclei batches. G1 nuclei were added
to either G1- or S-phase extracts and labelled with a streptavidin conjugated Alexa
Fluor (n=3). A-F: Fluorescence microscopy image comparing G1 nuclei added to
either a Gl-phase (A—C) or S-phase (D-F) extract. G, H: Replicating nuclei were
scored as a percentage of the total nuclei counted (where n>2100 nuclei). Scored
values for percentage of replicating nuclei in G1- and S-phase extracts (G) or
standardised values to show the percentage initiation in the nuclei batch (H) were
recorded. Statistical differences were measured using an unpaired, two-tailed t-test,
assuming equal standard deviations. **P<0.01.

Images of the nuclei show a low level of incorporation of biotinylated-dUTP when G1

nuclei are added to G1 extract (Fig. 6.2 B and C). However, in the G1 nuclei added to
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the S-phase extract there is a much higher level of biotinylated-dUTP incorporation
(Fig. 6.2 E and F), which accumulates in a punctate pattern across the nucleus that is
characteristic of DNA replication (Takebayashi et al., 2017) (Fig. 6.2 E and F). The
percentage of nuclei in S-phase increased significantly (P=0.0045), from a mean of
14.9% in G1 extract to 42.6% in S-phase extract. When the largest S-phase and smallest
G1l-phase percentage of nuclei in S-phase were scaled to 100% and 0% initiation,
respectively, the mean percentage initiation increased by 73.2%, from 5.8% to 79.0%
when G1 nuclei were added to an S-phase instead of G1-phase extract (P=0.0045). This
larger difference between the controls gives a larger window for analysis of the effect
of the addition of any variables in the initiation of DNA replication. It is important to
note that while the percentage initiation shows the number of nuclei that have
initiated replication, it does not necessarily reflect the efficiency of DNA replication.
DNA replication when nuclei are added to S-phase extracts is also more efficient, and
this is demonstrated by the increased intensity of the signal in these nuclei (Fig. 6.2 B

and E).

To confirm that the synchronisation process for the Hela extract had successfully
synchronised the Hela cells into S-phase, nuclei were harvested from the cells at the
same time as the extract. These nuclei were added to G1- and S-phase extracts in

cell-free replication assays to compare the number of replicating nuclei (Fig. 6.3).
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Figure 6.3: Validation of the Hela cell synchronisation process. HelLa S-phase nuclei
(n=1) were added to either G1- or S-phase extracts and labelled with a
streptavidin-conjugated Alexa Fluor. A-F: Replicating nuclei in each extract were
imaged and scored. G: Summary of raw values for the proportion of replicating
nuclei when added to each extract.

The punctate pattern of biotin-dUTP incorporation was present in the S-phase nuclei
added to either G1-phase extract (Fig. 6.3 B and C) or S-phase extract (Fig. 6.3 E and F).
In S-phase nuclei added to G1-phase extract, 92.9% of nuclei incorporated biotin-dUTP
(Fig. 6.3 G). When added to an S-phase extract, although the intensity of the signal
from the replicating nuclei increased (Fig. 6.3 B vs E), the proportion of replicating

nuclei did not change (Fig. 6.3 G). These data are consistent with the synchronisation
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of cells in S-phase after double thymidine treatment, as the S-phase nuclei have
already initiated DNA replication and are in the elongation phase. As the replication
machinery has already assembled, there is no longer a requirement for cyclin E-CDK2
and cyclin A-CDK2 to bypass the CDK threshold for the G1/S transition and replisome
formation. Having established and characterised the synchronised cytosolic and
nuclear fractions for cell-free initiation of DNA replication assays, the potential for
dinucleoside tetraphosphates (ApaN) in the regulation of this process could be

performed.

6.3 Validation of the chemical synthesis of ApsA and nuclei batches

6.3.1 Validation of the function of the chemically synthesised ApsA

In Chapter 3, production of the ApaNs was successfully validated by HRMS. To confirm
that these molecules also retain their function, the effect of the synthesised Ap.A
molecule on initiation of DNA replication was compared with commercial ApsA
(Sigma Aldrich) in cell-free DNA replication assays. The cell-free reactions used late G1
nuclei (17.5 hr) added to either G1 extract (15 hr), S-phase extract, or S-phase extract +
100 uM ApsA and the proportion of replicating nuclei under each condition was scored

(Fig. 6.4).
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Figure 6.4: Validation of the inhibitory activity of synthesised Ap.A relative to an
ApsA standard. Cell-free replication assays were performed in the presence and
absence of either an inhouse synthesised ApsA or an ApsA standard. A, B: Raw data
showing the percentage of nuclei in S-phase under each condition. C, D: Scoring for
percentage initiation for the ApsA standard and the inhouse synthesised Ap4A relative
to the S-phase only control. The standard ApsA and synthesised ApsA were tested in
different nuclei batches. A one-way ANOVA was performed followed by Dunnett's
multiple comparisons post hoc test to compare G1 and S+ApsA with S-phase extract
only within each batch of nuclei. *P<0.05; **P<0.01; ***P<0.001.

When either bought ApsA or synthesised ApsA were added to the reaction, there was a
reduction in the number of nuclei in S-phase compared with when late G1 nuclei were
added to S-phase extract only (Fig. 6.4 A and B). As the bought ApsA and synthesised
ApsA were tested in different batches of nuclei, which have a different capacity for

initiation into S-phase, the data were standardised so that the maximum S-phase
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extract only value was set to 100% and the minimum G1-phase extract value was set to
0% (Fig. 6.4 C, D). This showed that when compared with the S-phase extract only
sample, the mean percentage initiation was reduced by 33.6% and 32.1%, in the
presence of the commercially sourced and synthesised ApsA, respectively. This
demonstrates a very similar response between the two ApsA molecules and

demonstrated that the ApsA synthesis method produced a functional molecule.

6.3.2 Validation of the nuclei batches through assessing the effect of ApsA

As there is previous evidence that Ap.A inhibits the initiation phase of DNA replication,
the individual batches of nuclei were verified based on their response to ApsA in
S-phase extract. The effect of ApsA on the number of replicating nuclei and the

percentage initiation was determined for each batch of nuclei (Fig. 6.5).
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Figure 6.5: The response of different nuclei batches to ApsA. The effect of ApsA on the initiation of DNA replication was investigated using
cell-free replication assays. A-F: the raw data set showing the percentage of nuclei in S-phase and G-L: the data set standardised so that the
maximum S-phase only extract value is equal to 100% and the minimum G1-phase extract value is equal to 0%. A one-way ANOVA was
performed followed by Dunnett's post-hoc test to compare the positive control (S) with G1 and S+ApsA extracts within each batch of nuclei.
NB: This data set is made up of a combination of bought ApsA and synthesised ApsA. *P<0.05; **P<0.01; ***P<0.001
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Batches 1, 2 and 3 showed a consistent reduction in the mean percentage of nuclei in
S-phase (-6.6% [batch 1], -12.7% [batch 2] and -4.8% [batch 3]) and percentage
initiation (-26.2% [batch 1], -33.6% [batch 2], and -40.5% [batch 3]) when ApsA was
added to the S-phase extract compared with S-phase extract alone (Fig. 6.5). In some
batches of nuclei, there was no response upon the addition of Ap4A (Fig. 6.5, batches 6
and 7). Therefore, these batches were omitted from future experiments. Interestingly,
the nuclei batches that do not respond to ApsA have the highest difference in
percentage initiation when added to S-phase extract compared with G1-phase extract
(Fig. 6.5 J-L versus G—I). The synchronisation approach used here has a degree of
asynchrony and relies on harvesting nuclei within a 30-minute window to yield the
highest quality nuclei. The temporal loading of factors during mid- to late-G1 phase
includes the loading and activation of the helicases on to chromatin prior to assembly
of the replisome. The precise mechanism involved in the inhibition of the initiation
phase could include activation of the helicase or replisome assembly. The observation
that nuclei that are potentially at a later stage of replication licensing and initiation in
batches 6 and 7 suggests that ApsA may not be as effective at inhibiting the DNA

replication complexes involved at this later stage.

6.4 Investigating the effect of ApsA modification on DNA replication inhibition

6.4.1 Investigating the effect of the phosphate chain in ApsA binding

As a first step to investigating the role of ApsA structure in its binding and activity, in
DNA replication, we synthesised the AppNppA analogue. This analogue has a modified
phosphate chain which has a nitrogen substituted for the central oxygen atom in the
phosphate chain (Fig. 6.6 A). This modification maintains a similar length to the
four-phosphate chain in ApsA but makes the AppNppA analogue more stable
compared with ApsA (Viatchenko-Karpinski et al., 2016). After its synthesis, AppNppA
was purified by HPLC and added to late G1 nuclei in an S-phase extract in cell-free

replication assays (Fig. 6.6).
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Figure 6.6: The effect of AppNppA on the initiation of DNA replication. Cell-free
replication assays were performed, and ApsA or AppNppA were incubated with late-G1
nuclei in S-phase extract. A: The structure of AppNppA. B: Purified AppNppA after
chemical synthesis, measured at a wavelength of 260 nm. C: Raw data showing the
percentage nuclei in S-phase after addition of ApsA and AppNppA compared with
S-phase extract only. D: Data from (C) scaled so that the largest percentage initiation in
the S-phase only extract is equal to 100%, and the minimum level of background
replicating nuclei in Gl-phase extract is equal to 0%. A one-way ANOVA was
performed followed by Dunnett’s multiple comparisons test to compare G1, S+Ap4A,
and S+AppNppA with S-phase extract only within the nuclei batch. *P<0.05;
**%p<0.001.

206



AppNppA retains the same phosphate chain length as ApaA, but a nitrogen replaces
the central oxygen atom in the phosphate chain (Fig. 6.6 A). After synthesis, AppNppA
was successfully purified by HPLC, and its concentration was determined (Fig. 6.6 B).
Addition of AppNppA to late G1 nuclei in S-phase extract significantly reduced the
percentage of nuclei in S-phase (adjusted P value = 0.0140) and the percentage of DNA
replication initiation (adjusted P value = 0.0155) compared with late G1 nuclei added
to S-phase extract alone (Fig. 6.6 C and D). Although the ApsA scoring was not
significant (adjusted p value = 0.1282 and 0.1260, respectively), a similar trend was
followed, suggesting the AppNppA inhibits the initiation of DNA replication to a similar

extent, if not more effectively, than ApsA (Fig. 6.6 Cand D).

6.4.2 Investigating the effect of fluorescent ApsA on DNA replication initiation

ApsA-Forster resonance energy transfer (FRET) has previously been used to investigate
the activity of inhibitors of ApsA phosphorylase Rv2613c from M. tuberculosis (Gotz et
al., 2017). In the ApsA-FRET molecules, a fluorophore is added to the amino group on
each adenosine moiety (Gotz et al., 2017). These fluorophores can undergo FRET when
they are part of the same molecule, because the fluorophores are in close proximity,
but not after ApsA hydrolysis (Gotz et al., 2017). ApsA-FRET can therefore provide a

measure of ApsA hydrolysis.

As ApsA-FRET relies on the addition of bulky groups to the ApsA molecule (Fig. 6.7 A), it
may interfere with ApsA signalling in contexts where the adenosine moieties are
important for binding. Therefore, initially this molecule was used to determine
whether ApsA-FRET retained the functionality of ApsA in the inhibition of DNA
replication initiation (Fig. 6.7). This was done with the view that if ApsA-FRET retained
the inhibitory activity of ApsA, it might provide a method for analysis of the ApaA

mechanism and whether hydrolysis is required for its activity.
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When added to late G1 nuclei in S-phase extract, ApsA reduced the mean percentage
of nuclei in S-phase (Fig. 6.7 B) and the mean percentage initiation (Fig. 6.7 C). The
ApsA-FRET molecules did not follow this trend (Fig. 6.7 D and E). Results from the
cell-free experiments with ApsA-FRET suggested that, if anything, the percentage
initiation was increased compared with the S-phase only extract. This data suggests
that the modifications to the ApsA molecule necessary to produce ApsA-FRET prevent
the inhibitory function of ApsA. This in turn suggests that the structure of the
adenosine moieties may be important for ApsA function and that only certain positions
may be acceptable for modification without affecting ApsA activity. Therefore, the next
step was to determine whether a more subtle change to the adenosine structure

would also prevent ApsA activity.

6.5 Investigating the role of ApaNs in inhibiting the initiation of DNA replication

Initiation of DNA replication is inhibited by ApsA. However, currently there is no
evidence surrounding whether the other ApsN molecules have a regulatory role in this
process. Several of the ApaN molecules have a very similar structure to ApsA, especially
ApsG, which also contains the purine ring and only differs from ApsA by the addition of
a carboxyl group at position C6, and the position of the amino group at C2 rather than
C6. Interestingly, GpsG does not inhibit DNA replication (Marriott et al., 2015),
demonstrating that at least one adenosine nucleotide is required for ApsA function.
Therefore, investigating whether the ApsNs retained the inhibitory function of ApsA
could provide insight into whether the specific structure with two adenosine groups is

essential for inhibition of DNA replication initiation to occur.

6.5.1 Initial investigation into the activity of ApaNs in the inhibition of the initiation
of DNA replication

After synthesis and HRMS verification of ApaA, ApsC, ApaG, ApsU, ApadA, ApasdC, ApadG
and Ap.dT in Chapter 3, their activity during the initiation of DNA replication was
assessed using cell-free replication assays. A summary of the results from the first

batch (batch 1) of nuclei is shown in Figure 6.8.
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Figure 6.8: Initiation of replication after addition of each ApaN to the first batch of
nuclei. Each ApsN was tested in a cell-free DNA replication assay and the number of
replicating nuclei were scored. A: The raw number of replicating nuclei under each
condition. B: The percentage initiation under each condition calculated after scaling
the highest S-phase extract only value to 100% and the lowest G1-phase extract only
value to 0%. NB: the process for quantifying ApsN concentration was
subsequently updated, resulting in slight alterations to the concentrations used in
this experiment. Updated concentrations are: ApsA (100 uM), ApaC (98.4 uM), ApaG
(67.1 uM), ApaU (92.4 uM), ApadA (110.9 uM), ApadC (100.8 pM), ApadG (104.0 puM)
and ApadT (94.2 uM). The difference in the percentage of nuclei in S phase and
percentage initiation was analysed using a one-way ANOVA with Dunnett's multiple
comparisons post hoc test. *P<0.05; **P<0.01; ***P<0.001.
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In this first set of nuclei, the mean percentage of nuclei in S-phase and mean
percentage initiation was reduced for all ApaNs except for ApaC (Fig. 6.8). This effect
was significant upon addition of either ApsU (adjusted P value = 0.0024) or ApadT
(adjusted P value = 0.0145) (Fig. 6.8 B). Interestingly, apart from the difference
between ApsC and ApadC, the ApsdNs appeared to reduce DNA replication initiation to
a similar extent as their corresponding ApaNs (Fig. 6.8 B). This suggests that the oxygen
removed from the ribose of each molecule does not have a significant effect on

substrate binding affinity.

This data enabled the streamlining of future experiments to include investigation of
the ribosyl dinucleoside tetraphosphates. As the ApsdNs appeared to behave similarly
to the ApaNs, they were not studied further. The exception to this was ApadT, which

we decided to study further based on its significant inhibition of DNA replication.

6.6 Detailed investigation of the effect of ApsN in the initiation of DNA replication

As most of the ApaNs were able to inhibit DNA replication in the cell-free assays, it
suggested that the process for inhibiting DNA replication does not rely on a
homobifunctional structure. To further elucidate this process, repeats were performed
for all ApaNs in other validated batches of nuclei. Furthermore, to explore this process,
the cell-free system was used to investigate the nuclear levels of proteins involved in
the DNA replication process to see if their localisation to chromatin was affected by

the ApsNs.

The MCM complex is key to the initiation of DNA replication as it is loaded onto
chromatin along with Cdc6 and ORC, forming the pre-replication complex. DDK later
binds chromatin bound Mcm2, Mcm4 and Mcm6, contributing to the initiation of DNA
replication (Cheng et al., 2022; Saleh et al., 2022; Tsuji et al., 2006). Proliferating cell
nuclear antigen (PCNA) is not recruited until later in the DNA replication process and is
important in the loading of DNA polymerases needed for DNA synthesis. Nuclear
Mcm2 and PCNA levels were measured by Western blotting for each nuclei batch in

triplicate and the intensity of the bands was quantified.
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6.6.1 ApsA inhibits the initiation of DNA replication and the recruitment of
replication proteins to chromatin

To investigate the role of ApsA in DNA replication further, Western blotting was
performed for the batches of nuclei that had been validated by fluorescence scoring in
Figure 6.5. The Western blots were quantified and the average intensity for the late-G1
nuclei added to S-phase extract was scaled to one and the average intensities for the

ApsA -treated samples are shown as a proportion of this (Fig. 6.9).
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Figure 6.9: The role of ApsA in inhibiting DNA replication. Cell-free replication assays were performed in the presence of ApsA. A—C: The raw
number of nuclei in S-phase. D—F: the standardised values to give percentage initiation. G—L: Representative Western blotting data for changes
in Mcm2 and PCNA levels localising to the chromatin (G—I) and soluble (J-L) fractions. Statistical analysis for all panels was performed using a
one-way ANOVA followed by Dunnett’s multiple comparisons test to compare G1 and S+ApsA extracts with S-phase extract only within each

batch of nuclei. *P<0.05; **P<0.01. For all panels n=3, except for panel L where one repeat was removed due to poor transfer (n=2). Please
note that no ladder is available for the Mcm2 and PCNA data set shown in J-L.
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The percentage of nuclei in S-phase when added to an S-phase extract varies between
nuclei batches, with the mean percentage of nuclei in S-phase after addition of the
S-phase extract ranging from 16.4—42.6% (Fig. 6.9 A—C). Therefore, the results were
scaled so that the effect of ApsA was compared with the S-phase extract only sample in
each batch, and the percentage change could be compared. Across the three nuclei
batches, the percentage initiation is reduced by 26.2-40.5% in the ApsA-treated
samples compared with the S-phase extract alone (Fig. 6.9 D—F). Although the data
were not significant, there was a trend suggesting a reduction in the mean level of
chromatin-localised Mcm2 (24%) and PCNA level (34%) when ApsA was incubated with
the S-phase extract compared with S-phase extract only (Fig. 6.9 G—I). This reduction
was not seen in the soluble extract fraction for either Mcm2 (+2%) or PCNA (+70%)
(Fig. 6.9 J-L), which demonstrates that the reductions seen in the chromatin fractions
are not due to a loss of protein stability. The increase seen in Figure 6.9 L may be due

to the reduction in chromatin binding of PCNA, shown in Figure 6.9 I.

6.6.2 The effect of ApsC on DNA replication and the localisation of replication
proteins to chromatin remains unclear

To determine whether the reduction in Mcm2 and PCNA levels was specific to Ap4A,
we also investigated the effect of the other ApsNs on nuclear protein localisation. First,
the batches of nuclei that were responsive to ApsA were incubated with Ap4C in cell-
free replication assays (Fig. 6.10). Changes in the percentage of nuclei in S-phase and

percentage initiation were recorded (Fig. 6.10).
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Figure 6.10: The role of Ap4C in the inhibition of DNA replication. Cell-free replication
assays were performed in the presence of ApaC. A,B: The raw number of nuclei in
S-phase using two batches of nuclei and C,D: the standardised values to give the
percentage initiation in the presence and absence of ApsC. A one-way ANOVA was
performed followed by Dunnett’s multiple comparisons post-hoc test to compare G1
and S+ApsC with S-phase extract only within each batch of nuclei. *P<0.05;

***p<0.001.

There were mixed results for the role of Ap4C in the initiation of DNA replication. In the
first batch, the mean percentage of initiating nuclei was reduced by just 2.1% in the
nuclei treated with ApsC compared with the nuclei added to S-phase extract only
(Fig. 6.10 C). This suggested that ApsC may not influence the initiation of DNA

replication. However, results from the batch 3 nuclei showed a statistically significant
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reduction in the percentage of nuclei in S-phase and percentage initiation (adjusted P
value = 0.0110 for both), with a mean reduction of 34.8% when ApsC was incubated
with the S-phase extract compared with S-phase extract only (Fig. 6.10 B and D).
Therefore, results from the ApsC data set suggested that there were inconsistencies

related to the nuclei batch.

6.6.3 Addition of ApsG to S-phase extract shows a trend in reducing percentage
initiation and reducing accumulation of replication proteins on chromatin

Of the dinucleotide tetraphosphates tested, ApaG is the closest to ApsA in structure,
with an oxygen replacing the amino group on carbon 6 of the adenine ring, and the
amino group instead being present on C2. Therefore, we investigated whether the
small structural changes to ApsG affected its ability to inhibit DNA replication or reduce

localisation of DNA replication proteins to chromatin (Fig. 6.11).
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For all nuclei batches, the increase in the percentage of S-phase nuclei was statistically
significant when the late G1 nuclei were added to an S-phase extract compared with a
G1-phase extract (adjusted P value = 0.0089, <0.0001 and 0.0082 for batches 1, 2 and
3, respectively) (Fig. 6.11 A—C). However, as demonstrated for ApsA and ApaC there
was variation between the extent to which each batch of nuclei initiated into S-phase
when added to S-phase extract compared with G1-phase extract (Fig. 6.11 A—C), so the
data sets were standardised to show percentage initiation to enable a comparison
between the different batches (Fig. 6.11 D—F). Statistical analysis of the standardised
data showed that there was a significant reduction in the percentage initiation of
batch 2 nuclei when Ap4G was added to the S-phase extract compared with S-phase
extract alone (Fig. 6.11 E; adjusted P value = 0.0012). In this batch, the reduction in the
mean percentage initiation was 47.6%. In batch 1 and 3, although there wasn’t a
significant reduction in mean percentage initiation, percentage initiation was still
reduced by 19.9% and 43.5%, respectively, in the ApsG-treated nuclei compared with

the S-phase extract only nuclei.

There was also an overall reduction in the localisation of Mcm2 and PCNA to
chromatin in the samples containing ApsG compared with those in S-phase extract
alone (Fig. 6.11 G—I). As with Ap4A, this reduction was greater for PCNA (32%) than for
Mcm2 (16%) (Fig. 6.11 H and I). Neither Mcm2 nor PCNA levels were affected in the
soluble fraction, as the relative abundance of each of these changed by +1% and +2%,
respectively (Fig. 6.11 K and L). This demonstrates that the pool of Mcm2 and PCNA is
available, suggesting that any change in nuclear protein abundance is likely due to an

inhibition of the re-localisation of these proteins.

6.6.4 ApsU generally shows a trend in reducing percentage initiation and reducing
localisation of replication proteins to chromatin

In the initial data set, ApsU showed the strongest inhibition of the initiation of DNA
replication (Fig. 6.8). Therefore, further analysis was performed to determine whether
this strong capacity for inhibition was consistent across different nuclei batches, and to
investigate whether ApsU affected nuclear localisation of the replication proteins

(Fig. 6.12).
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Figure 6.12: The role of ApsU in inhibiting DNA replication. Cell-free replication assays
were performed in the presence and absence of ApsU. A—C: The raw number of nuclei
in S-phase and D-F: the standardised values to give percentage initiation in the
presence and absence of ApsU. G—P: Representative Western blotting data for changes
in Mcm2 and PCNA levels on chromatin (G—K) and soluble (L—P) fractions for two sets
of data using the same nuclei batch with different ApsU syntheses. Statistical analysis
was performed using a one-way ANOVA followed by Dunnett’s multiple comparisons
test to compare G1 and S+ApsU with S-phase extract only within each set of results.
*P<0.05; **P<0.01; ***P<0.001.

In the raw data set, the percentage of nuclei in S-phase increased significantly for
batch 1 and 2 nuclei when added to an S-phase extract instead of G1-phase extract
(Fig. 6.12 A—C). Batch 3 was excluded from this data set as there was no significant
increase in the percentage of nuclei in S-phase when added to the S-phase extract
compared with the G1l-phase extract. There was a large amount of variation in the
effect of ApsU across the different nuclei batches (Fig. 6.12 A—C). There was a

significant reduction in the percentage initiation in batch 1 (adjusted P value = 0.0019)
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and batch 2a (adjusted P value = 0.0125), in the ApsU-treated compared with the
nuclei added to S-extract alone, with a reduction in mean percentage initiation of
60.6% and 42.2%, respectively. In batch 2b the mean percentage initiation was
reduced by 16.8%, so although this wasn’t statistically significant it followed a similar

trend to the other data sets.

Generally, this reduced percentage initiation correlated with reduced Mcm2 and PCNA
levels in the chromatin fraction (Fig. 6.12 H—K), except for a single data point in Figure
6.12 H, which showed an increase in Mcm?2 levels. Because of this, the mean Mcm?2
level in the chromatin fraction increased by 66% in batch 2a but decreased by 35% in
batch 2b. Mean PCNA levels decreased more consistently, by 39% and 43% in batch 2a
and 2b, respectively. Therefore, the greater reduction in PCNA levels compared with
Mcm2 levels was consistent with the data sets for ApsA and ApsG in Figures 6.9

and 6.11.

6.6.5 Ap4dT shows a strong inhibition of DNA replication initiation which is not
explained by changes in nuclear replication protein level

In the initial data set, Ap4dT was one of the most effective molecules at inhibiting the
initiation of DNA replication, alongside ApaU. Interestingly, these molecules have a
very similar structure, with the only difference being the addition of a methyl group at
position 5 on the pyrimidine ring of ApadT, and loss of a hydroxyl group from the ribose
to form the deoxyribose structure. While Ap4U still reduced DNA replication initiation
in most other batches of nuclei, this effect was not as strong as in batch 1, where the
percentage initiation was comparable to the background level of nuclei replicating
when added to G1-phase extract (Fig. 6.12 A—F). The effect of ApadT was therefore
determined in a second batch of ApsA-verified nuclei to determine whether Ap4dT was

as effective in other nuclei batches as in batch 1 (Fig. 6.13)
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Figure 6.13: The role of ApadT in inhibiting DNA replication. Cell-free replication
assays were performed in the presence of ApsdT. A, B: The raw number of nuclei in
S-phase using two batches of nuclei and C, D: the standardised values to give the
percentage initiation in the presence and absence of Ap4dT. A one-way ANOVA was
performed followed by Dunnett’s multiple comparisons post-hoc test to compare G1
and S+ApsdT with S-phase extract only within each batch of nuclei. **P<0.01;
**%p<0.001.

The percentage of nuclei in S-phase was significantly increased in both nuclei batches
(adjusted P value = 0.0009 [batch 1] and 0.0031 [batch 3]) when added to S-phase
extract compared with the G1l-phase extract (Fig. 6.13 A and B). Furthermore, the

percentage of nuclei in S-phase and the percentage initiation of DNA replication were
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significantly inhibited in batch 1 and batch 3 nuclei (adjusted P value = 0.0059 [batch 1]
and 0.0050 [batch 3]) (Fig. 6.13). This data demonstrates a consistently strong
inhibitory effect of Ap4dT at a concentration of 100 uM.

As Ap4dT consistently demonstrated a strong, statistically significant, inhibitory effect
on DNA replication, we hypothesised that it may be functioning via a different
mechanism to the other ApaNs. We therefore investigated whether Ap4dT retained its
inhibitory effect even in nuclei that had previously been excluded due to the lack of

effect induced by ApsA (Fig. 6.14).
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Figure 6.14: The effect of Ap4dT on the inhibition of DNA replication initiation in
cells that do not show a response to ApsA. A, B: The raw percentage of nuclei in
S-phase and C, D: the standardised values to give percentage initiation in the
presence and absence of ApsdT. E-N: Representative Western blotting data for
changesin Mcm2 and PCNA levels on chromatin (E—I) and soluble (J—N) fractions for
two batches of nuclei. Statistical analysis was performed using a one-way ANOVA
followed by Dunnett’s multiple comparisons test to compare G1 and S+Ap4dT with
S-phase extract only within each set of results. *P<0.05; **P<0.01; ***P<0.001.

Even in the batches of nuclei where ApsA did not inhibit the initiation of DNA
replication, ApadT consistently induces a statistically significant inhibition of the
initiation of DNA replication (adjusted p value=0.0036 and 0.0007 in batch 6 and batch
7, respectively). This statistically significant change in the percentage of nuclei in
S-phase and the percentage initiation occurs across all nuclei batches (Fig. 6.13 and

6.14). However, unlike with the other ApaNs, this strong inhibitory effect is not
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reflected by a change in the nuclear localisation of Mcm2 and PCNA (Fig. 6.14 E—I). In
fact, the results from batch 7 suggest an increase in replication protein levels in the
chromatin fraction in the presence of Ap4dT (Fig. 6.14 G and |). However, this result is
likely due to the wide standard deviation of this data set. In the batch 6 nuclei, the
available pool of Mcm2 and PCNA appeared to be reduced in the presence of ApadT
compared with S-phase extract only (Fig. 6.14 K and M). However, this was not
consistent with the other batch of nuclei which showed a similar level of Mcm2 and

PCNA availability in the soluble fraction (Fig. 6.14 L and N).

6.6.6 Summary of the effects of ApsNs on DNA replication

After standardisation, it is possible to compare the inhibitory effect of the different
ApsNs based on the change in percentage initiation of the ApsN-treated nuclei in
S-phase extract compared with S-phase extract only. A summary of the effect of each

of the ApsNs on the inhibition of DNA replication initiation is shown in Table 6.1.

Table 6.1: Summary data for the change in percentage initiation for ApsA, ApaC,
ApaU, ApsG and ApsdT. The mean value for the percentage initiation in the presence
and absence of the ApsN was calculated for each experiment. The mean change in
percentage initiation is represented in the table below where ‘=" represents a change
of 0-10%; ‘I’ or ‘I = 10-30%; ‘44’ or ‘PP = 30-50% and ‘L LI’ or
‘PPN =>50%, where the direction of the arrow indicates whether percentage
initiation decreases (/) or increases (') when the ApsN is included in the reaction
mix. Where a ‘/’ separates two arrows, this indicates the results from two different
sets of experiments with a particular ApsN within a given nuclei batch. *P<0.05;
**p<0.01.

Nuclei batch
Batch 1 Batch 2 Batch 3
Change in % ApsA L (ns) v 4 (ns) Vb (ns)
initiation ApsC = (ns) (%)
Ap.G 4 (ns) Y4 (**) L (ns)
ApsU Vb (%) L4 (*)/L(ns)
Ap,dT YL (*¥) L (*%)
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Overall, the inhibition of the initiation of DNA replication does not seem to be limited
to just ApsA. However, the extent to which each ApaN inhibits the percentage initiation
into S-phase varies with each ApsN as well as between nuclei batches (Table 6.1).
Although the results from batch 1 suggested that ApsU was the most potent inhibitor,
the other batches did not show as much of a reduction in percentage initiation after
ApsU treatment. On the other hand, ApsdT showed a strong inhibition of the initiation
of DNA replication in both batches of nuclei tested (Table 6.1).

Standardisation of the Western blotting data also enabled comparison between the
effect of each of the ApaNs on the localisation of DNA replication proteins Mcm2 and
PCNA to chromatin. In this process, the intensity of the Western blotting bands was
standardised with respect to histone H3, then scaled so that the standardised band
intensities for the S-phase extract only control was set to one. A summary of the effect

of the different ApaNs on the two replication proteins is shown in Table 6.2.

Table 6.2: Summary data for the effect of ApsNs on the Mcm2 and PCNA localisation
to chromatin. The mean change in Mcm2 and PCNA localisation to chromatin is
represented in the table below where ‘=’ represents a change of 0-10%; ‘|’ or ‘M =
10-30%; ‘U or “MN =30-50% and ‘L or ‘PPN =>50%, where the direction
of the arrow indicates whether percentage initiation decreases (J/) or increases ()
when the ApsN is included in the reaction mix. Where a ‘/’ separates two arrows, this
indicates the results from two different sets of experiments with a particular ApsN
within a given nuclei batch.

Change in localisation to chromatin

Mcm2 Ap.A N2
Ap.G N
Ap,U TP/

PCNA Ap.A NN
ApsG N~
Ap,U NNZA 2%

Although the data were not statistically significant, there was a general trend

suggesting that nuclear Mcm2 and PCNA levels were reduced by addition of ApsN in
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cell-free DNA replication reactions (Table 6.2). Additionally, when treated with a
dinucleoside tetraphosphate there was generally a larger reduction in nuclear PCNA
levels than nuclear Mcm2 levels within a nuclei batch (Table 6.2; Mcm2 vs. PCNA). The
reduction in PCNA loading and a reduction in biotin-dUTP incorporation are consistent
with ApaNs reducing recruitment of PCNA due to a reduction in active replication forks.
This suggests that these molecules block replication complex assembly to reduce
initiation of DNA replication. There is one exception to the general reduction in the
localisation of nuclear proteins, where there is discrepancy in the effect of ApsU on
nuclear Mcm2 levels across the same nuclei batch (Table 6.2; Mcm2, ApsU). One of
these data sets shows an increase in the mean change in Mcm2 localisation. However,
this increase is likely caused by an outlying result in one of the three replicates which

greatly increases the average percentage change (Table 6.2; Fig. 6.12 H).

6.7 Chapter discussion

6.7.1 Late G1 nuclei can be synchronised and initiated to replicate in vitro

This chapter has demonstrated that mouse 3T3 fibroblasts and Hela cells can be
synchronised at mid Gl-phase, late G1l-phase and S-phase (Fig. 6.2 and 6.3). The
procedure of initiating DNA replication in G1 nuclei through the addition of S-extract is
well-established, as it has been around since 1997 (Krude et al., 1997). There was some
variation in the background level of nuclei already in S-phase and the extent to which
different batches of nuclei could initiate replication when added to an S-phase extract.
This is likely due to the specific timing of harvest of different nuclei batches after
synchronisation, as the window of time for the harvesting of late G1 nuclei is relatively
short. If the nuclei are harvested too early, they will be earlier in G1-phase and
therefore it is possible that not all nuclei will reach S-phase within the 30-minute
period during which they are incubated in S-phase extract. Likewise, if they are
harvested too late, there will be a higher background level of nuclei already in S-phase
prior to the incubation in S-phase extract. In addition to this, biological variation
between cells that have been cultured at different times is likely to occur. It is for this

reason that G1-phase and S-phase controls are used for each set of experiments.
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6.7.2 ApsA inhibits the initiation of DNA replication

Although not statistically significant, there was a consistent reduction in initiation in
several nuclei batches, suggesting that ApsA inhibits the initiation of DNA replication.
This trend is supported by a trend in the Western blotting data which suggested a
reduction of nuclear Mcm2 and PCNA levels after incubation with ApsA. It is also
supported by the Marriot and colleagues 2015 paper, which demonstrated that Ap.A
inhibited the initiation, but not elongation stage of DNA replication. Since we had
demonstrated that ApsA could inhibit DNA replication initiation in cell-free replication
assays, this enabled us to investigate the ApsA-binding properties, as the effect of ApsA
on DNA replication could be compared with other molecules with similar structures,
including modifications to the phosphate chain and nucleotide sections of

the molecule.

6.7.3 Modification of the phosphate chain does not affect ApisN activity, but
modification of the nucleoside components does

Comparison between ApsA and AppNppA demonstrated that AppNppA inhibits the
initiation of DNA replication to at least the same extent as Ap.A, if not more so
(Fig. 6.6). AppNppA has previously been used in studies as a more stable analogue of
Ap.A (Viatchenko-Karpinski et al., 2016). Importantly, substitution with nitrogen in the
phosphate chain only involves the replacement of one oxygen atom with a nitrogen
atom, meaning that chain length is not substantially affected. By comparing the effect
of ApsA, ApzA and ApsA on the inhibition of DNA replication, a previous study has
shown that a specific phosphate chain length is essential for inhibition of DNA
replication to occur (Marriott et al., 2015). This is consistent with studies showing the
effect of ApsA in other pathways, such as HINT1 polymerisation which is induced by
ApsA but not ApsA or ApsA (Yu et al., 2019). This substitution therefore demonstrates
that a change to the phosphate chain does not affect activity if the chain length is not
affected, suggesting that the phosphate chain is less likely to be involved in

ApsA-substrate binding.

To confirm whether AppNppA has a consistently stronger inhibitory effect on the

initiation of DNA replication, further repeats would need to be performed.
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Additionally, experiments could be performed with alternative ApsA analogues to
determine whether these also retained the inhibitory activity of ApsA. Examples of
other stable ApsA analogues that have been used in experiments previously include
AppCH,ppA (Viatchenko-Karpinski et al., 2016), and the non-hydrolysable JB419
analogue used to investigate the interaction between ApsA and HINT1 (Dolot et al.,

2016; Dolot et al., 2021).

In contrast, the ApsA-FRET molecule did not inhibit initiation of DNA replication
(Fig. 6.7). As the ApsA-FRET molecule has a bulky group joined to each of the
nucleoside moieties (G6tz et al., 2017), the lack of activity is likely due to these groups
preventing ApsA-substrate interactions from occurring. Previously, the ApsA-FRET
molecule has been used to investigate inhibitors of the ApsA phosphorylase Rv2613c
from M. tuberculosis (Gotz et al., 2017). When the two fluorophores on the ApsA-FRET
molecule are in close proximity, in other words when they are present on the same
molecule, they undergo FRET, which changes their fluorescence properties compared
with when the ApsA molecules has been hydrolysed. Initially, the theory behind testing
the ApsA FRET in cell-free replication assays was that fluorescence imaging may enable
us to identify whether the ApsA-induced inhibition of DNA replication initiation
required ApsA hydrolysis. However, unfortunately this could not be investigated
because this molecule did not inhibit DNA replication initiation in the cell-free
replication assays. Despite this, the initial investigation provided key data supporting
the hypothesis that the nucleoside moieties are important for ApsA binding and
function, as the bulky groups in the FRET molecule prevented the ApsA from
functioning normally. It is possible that these side chains may have prevented the
usual binding of ApsA to its substrate, which would then prevent normal ApsA
function. Future studies aiming to investigate the binding mechanism and function of
ApsA should therefore carefully consider the choice to use any linkers or side chains on

these moieties.

Together these data suggest that the nucleotide moieties are important for binding,
whereas the structure of the phosphate chain is less important, providing chain length

is not altered. This could provide a good foundation for the improvement of technical
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approaches to the study of ApsA in DNA replication, as bulkier groups could be added
to the central nitrogen atom to determine whether the molecule retains its activity. If
this activity is retained, this structure could be further developed to include the
addition of an alkyne group to the central nitrogen molecule. Such an alkyne group
could then be utilised for the addition of other groups, such as biotin or fluorophores,
onto the ApsA molecule. If these retained the inhibitory function, they could be used

for further investigation into ApsA binding partners and localisation.

6.7.4 ApsNs inhibit the initiation phase of DNA replication, although the potency
varies in different batches of nuclei

We have demonstrated that at least one batch of all the ApsNs tested showed a
reduction in the percentage of nuclei initiating into S-phase compared with the
percentage initiation in nuclei added to S-phase extract alone (Table 6.1). Although not
all batches of nuclei gave statistically significant reductions in percentage initiation,
they generally followed a trend of reducing percentage initiation compared with nuclei
added to S-phase extract only. This suggests that the specific ApsA structure is not

essential forits inhibitory activity.

ApsG has a structure that is very similar to ApsA; however, there are subtle changes in
structure. These changes are limited to the repositioning of the amine group from C6
to C2, and the addition of an oxygen double bonded to C6. Our results demonstrate
that these changes did not impact the ability of ApsG to inhibit the initiation of DNA
replication. Despite its similarity in structure, previous studies have generally focussed
on the role of ApsA in DNA replication. However, in the recent study investigating the
role of ApsA in DNA replication, Gp4G was also compared (Marriott et al., 2015). In this
study, GpaG did not show a significant effect on the inhibition of DNA replication in a
cell-free system (Marriott et al., 2015). This suggests that at least one adenosine

moiety may be essential for function.

ApsC and ApsU are pyrimidines and are therefore more structurally distinct from ApsA.
As these molecules were also both able to inhibit the initiation of DNA replication

(Fig. 6.10 and 6.12), it further suggests that the ApsA binding site which contributes to
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the inhibition of DNA replication does not require a homobifunctional structure. As all
the nucleotide tetraphosphates were able to inhibit the initiation of DNA replication, it
provides evidence that these molecules may have a functional role in the DNA
replication system. This hypothesis is supported by our results in Chapter 4, where we
demonstrated that all the ApsNs exist in mammalian cells, opening the possibility that
they could have an intracellular signalling role. Furthermore, ApsU is already
implicated in other signalling mechanisms such as extracellular signalling in the
cardiovascular system (Jankowski et al., 2013a; Zhou et al., 2019b). This demonstrates
that, at least extracellularly, it is present at concentrations high enough to induce

signalling.

Interestingly, ApadT appeared to consistently have a significant effect on inhibition of
DNA replication initiation in the cell-free replication assays (Fig. 6.13 and 6.14).
Thymidine has a very similar structure to uridine, with the only changes being the
addition of a methyl group to C5 of the pyrimidine ring, and loss of a hydroxyl group
from the ribose. It was therefore surprising that this small, non-polar methyl group
made such a large difference in the inhibition of DNA replication. A possible
explanation for the consistently strong inhibition of DNA replication by ApadT is that it
may function through some other mechanism. This suggestion is supported by the lack
of effect of ApadT on localisation of the replication proteins to chromatin compared
with the reduced localisation of these proteins after incubation with the other ApsNs.
However, the intracellular concentration of ApadT is likely very low, as it was only just
detectable in NuKO cells (Fig. 4.14), which show a 175-fold increase in total ApaN
concentration compared with the parental KBM7 cell line under non-stressed
conditions. Therefore, as a next step it would be useful to investigate the half-maximal
inhibitory concentration (IC50) value for ApadT, which would help with determining

whether the inhibitory effect of ApsdT could be biologically relevant.

6.7.5 Inhibition of DNA replication initiation by ApaN is associated with a trend
suggesting reduced localisation of Mcm2 and PCNA to chromatin
Addition of all ApaNs tested, except ApadT, showed a trend in reducing in the mean

level of Mcm2 and PCNA on chromatin compared with the addition of nuclei to

230



S-phase extract only (Table 6.2). Additionally, all ApaNs induced a greater reduction in
mean nuclear PCNA level than in mean Mcm?2 level (Table 6.2). However, these data
were not significant, so more repeats would be needed to reduce the likelihood that
this is due to chance. Alternatively, modification of the Western blotting technique to
improve sensitivity could be considered for the measurement of Mcm2 and PCNA
levels. Generally, Western blotting is a well-established method, but is considered
semi-quantitative because of the variability in measurements due to protein transfer,
immunostaining and ECL detection (Zellner et al.,, 2008). Quantitative fluorescent
Western blotting (QFWB) is a modified Western blotting technique that can be
considered quantitative (Eaton et al., 2014). This is because it enables the protein of
interest and total protein expression profile to be imaged simultaneously, and there is
a strong correlation between quantitation and protein amount across an extended
dynamic range (Zellner et al.,, 2008). Therefore, modifying the Western blotting
technique to use fluorescent antibodies could improve the accuracy of quantitation,

and reduce the variability between repeats.

The precise time at which ApsA (and potentially ApsNs) inhibit the DNA replication
process is unknown. However, it has previously been shown that ApsA inhibits the
initiation but not elongation phase of DNA replication (Marriott et al., 2015). As Mcm?2
and PCNA are recruited at different stages of the DNA replication process, these data
were able to help in the elucidation of the point at which ApsN has an effect. Mcm2 is
one of the first components to localise to DNA, and is loaded onto DNA during the
formation of the pre-RC (Yuan et al., 2020). Conversely, PCNA isn’t recruited until after
the replisome begins to form, and has a role in stimulating the DNA polymerases
(Chilkova et al., 2007). Therefore, these suggest that ApsN has a small effect in the lead
up to Mcm?2 localisation, but exerts its primary effect after this, between Mcm2 and
PCNA localisation to chromatin. This is supported by the data from Marriott and
colleagues in 2015 demonstrating ApsA’s involvement in DNA replication initiation, and
it further narrows down the window in which ApsN is having an effect. Furthermore,
we have demonstrated that it is specifically the localisation of these proteins to
chromatin that is affected, rather than their availability, as Mcm2 and PCNA levels are

comparable in the soluble fraction samples regardless of ApsN presence or absence. To
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further elucidate this process, quantification of other proteins involved in Pre-IC and
early replisome formation could be performed. This could include measurement of the
nuclear localisation of a pre-IC component, such as GINS, and nuclear localisation of an

earlier initiator of replisome formation, such as Mcm10 or DNA pol a.

6.7.6 ApadT strongly inhibits the initiation of DNA replication, but this is not reflected
in its effect on replication protein localisation to chromatin

ApsdT induced a particularly strong effect on the inhibition of DNA replication
initiation, and this occurred in all nuclei batches tested regardless of whether ApsA had
an effect (Fig. 6.13 and 6.14). ApadT is the only ApaN tested for which the reduction in
percentage initiation was statistically significant for all nuclei batches tested.
Interestingly, unlike the other ApaNs, ApsdT did not appear to inhibit DNA replication
through reducing the nuclear localisation of Mcm2 and PCNA (Fig. 6.14). This suggests
that ApsdT may be inhibiting the initiation of DNA replication through some other
mechanism which is distinct from that of ApsA. As ApsdT is present at very low
intracellular concentrations, it remains to be determined whether it could have an
effect in vivo. However, it highlights an alternative mechanism that could be studied

further and potentially be utilised for the inhibition of DNA replication.

6.8 Conclusions

In summary, mouse 3T3 fibroblasts can be synchronised at early and late G1 phase
using a contact inhibition and serum starvation approach. As Hela cells are not contact
inhibited, synchronisation of these cells into S-phase can be achieved through
incubation with thymidine. These synchronised nuclei and extracts can then be used to
initiate replication in late G1 nuclei. Addition of ApsA to late G1 nuclei in S-phase
extract resulted in a trend showing a reduction in percentage initiation compared with
S-phase extract only. This trend was supported by results from a previous study
(Marriott et al.,, 2015). Modification of the phosphate chain did not prevent the
inhibitory activity of AppNppA, but additional groups on the adenosine moieties
prevented ApsA-FRET from inhibiting DNA replication initiation, suggesting that these
moieties are important for ApsA binding. However, most ApaNs showed a significant
reduction in percentage initiation, suggesting that minor modifications to the
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nucleoside structure did not prevent inhibition from occurring. ApsdT had a
particularly strong effect on the inhibition of DNA replication. However, this did not
correspond to a reduction in Mcm2 or PCNA nuclear localisation, suggesting that
perhaps ApadT can inhibit the initiation of DNA replication via a mechanism that is
distinct from the ApsA-induced inhibition. ApsA, ApaG and ApaU all showed a trend of
reducing the localisation of Mcm2 and PCNA to chromatin, with an effect that was
generally stronger for nuclear localisation of PCNA compared with Mcm2. This
suggests that these molecules may function via the same mechanism as ApsA, and
evidence from Chapter 4 demonstrating that these ApaNs exist in mammalian cells
suggests the potential for these ApaNs to also have a role in the inhibition of DNA
replication initiation. Furthermore, it narrows the window in which ApsA has its
primary effect on DNA replication initiation, to somewhere after Mcm?2 localisation but

before PCNA localisation to chromatin.
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Chapter 7: General Discussion
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7.1 ApaNs can be synthesised via a biologically relevant mechanism

7.1.1 A mechanism linking ApsA synthesis to the stress response has previously
been described

ApsA was first identified in 1966, and since then it has been studied extensively across
a variety of signalling mechanisms (Zamecnik et al., 1966). Ubiquitous across multiple
domains of life, ApsA is synthesised in response to stress, resulting in increased
intracellular ApsA levels (Brevet et al., 1989b; Coste et al.,, 1987; Lee et al., 1983;
Marriott et al., 2015). In S. cerevisiae and several bacterial strains, other ApsNs have
been studied alongside ApsA, and their intracellular levels also increase in response to
several types of cell stress (Coste et al., 1987; Garrison et al., 1986; Lee et al., 1983).
For many years we have known about a number of ApsA- and ApaN-producing
synthesis mechanisms, including those that require various synthetases, luciferase or
ligases (Fontes et al., 1998; Goerlich et al., 1982; Guranowski et al., 1990; Plateau et
al., 1981; Sillero and Sillero, 2000; Zamecnik et al., 1966). However, in recent years an
additional mechanism involving ubiquitin and the ubiquitin-like activating enzymes has
been identified (Gotz et al., 2019). As ubiquitin activating enzyme activity is also
stimulated in response to cell stress (Shang et al., 1997), this mechanism for ApsA
synthesis links ApsA production with the stress response. In the context of the stress
response during DNA replication, increased activity of ubiquitin activating enzymes
may contribute to the observed increase in the level of intracellular ApsA, a molecule
which is known to inhibit DNA replication (Marriott et al., 2015). However, whether
the ubiquitin activating enzyme can stimulate the production of other ApsNs, and
whether these other ApsNs contribute to DNA replication, has not previously been

investigated.

7.1.2. UBE1/Ub can synthesise ApsA as well as other ApaNs

This work has demonstrated that in vitro reactions, where ATP and NTP are combined
in the presence of ubiquitin and ubiquitin activating enzyme, result in small HPLC
peaks which correspond to the expected retention time for the relevant ApsNs.
Although this is highly indicative of ubiquitin and ubiquitin-activating enzyme-

dependent ApaN synthesis, HRMS will need to be performed for confirmation. Our

235



initial attempt at verifying peak identity was unsuccessful, so further development of
this method would be necessary to verify peak identity by HRMS. The lack of success
with the current method is likely due to sample contamination with PEGs (despite the
use of DNA LoBind tubes to reduce plastic exposure), combined with the low
concentration of sample retrieved from the HPLC. PEG contamination may have
masked the relevant ApisN peaks during HRMS analysis. Therefore, further
development of this method could aim to increase product concentration or reduce

potential contamination prior to HRMS.

7.1.3 Further development of the method is required to enable verification of
UBE1/Ub-synthesised ApaNs

One potential avenue for method development would be to increase the amount of
ApsN product formed during the reaction. Previously it has been shown that there is a
positive correlation between increased UBA1l concentration and increased ApsA
synthesis (Gotz et al., 2019). Therefore, increasing the concentration of the ubiquitin
activating enzyme may result in increased ApsN formation. Sequential addition of
ubiquitin activating enzyme to the reaction mixture could be another potential way to
increase product formation. Time-course experiments in Chapter 3 demonstrated that
an increased reaction time did not have much of an effect on reaction product
abundance (Fig. 3.14). It is therefore possible that there is a limited use of the ubiquitin
activating enzyme in the in vitro system before it needs to be reset to become active
again, and some other reaction component not already included in the mixture may be
necessary to for this to occur. Further studies could identify whether this is the case by
adding a second amount of ubiquitin activating enzyme to the reaction mixture to

determine whether ApsN production increases.

Alternatively, a method for the clean-up of the HPLC extract could be determined to
reduce sample contamination. PEG contamination is a known challenge in mass
spectrometry, and titanium dioxide microcolumns developed for the enrichment of
phosphorylated peptides from peptide mixtures have been applied for the removal of
PEGs from phosphorylated peptide samples (Larsen et al., 2005; Zhao and O'Connor,

2007). Further studies could identify whether similar techniques could be applied for
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the removal of PEGs from ApaiN-containing mixtures. These future developments
centre around maximising product formation and limiting PEG contamination. If
developed, they could be used in tandem to limit the possibility of ApsN products

being masked by contaminants.

7.2 ApaNs can be detected in the NuKO mammalian cell line

7.2.1 ApsA, ApsC ApsG and ApsU have previously been identified in bacteria and
lower eukaryotes, but not in mammals

From as early as the 1960s, E. coli lysyl sRNA synthetase was found to synthesise
ApsNs (Randerath et al., 1966). Since then, ApaNs have been identified intracellularly in
the E. coli strain JM101Tr at a total intracellular concentration of 3.4 uM (Brevet et al.,
1989b), and in the E. coli K-12 strain AB1157 at concentrations of 2.42 uM (Ap4A),
0.61 uM (Ap4C), 0.95 uM (Ap4G), and 1.17 uM (ApsU) (Plateau et al., 1987b). Similarly,
ApsA, ApaC, ApaG and ApsU have been identified in exponentially growing S. cerevisiae
cells, where they are present at concentrations of 0.55 uM, 0.20 uM, 0.28 uM and
0.46 uM, respectively (Coste et al., 1987). ApsA and ApsG have also been found in
Drosophila cells at concentrations of 0.25 and 0.31 uM, respectively (Brevet et al.,

1985b).

ApsA has also been documented in several mammalian cell lines, including mouse
embryo fibroblasts (MEFs), Hela cells and Chinese hamster AA8 cells (Marriott et al.,
2015). However, although ApsU has a documented extracellular role in the
cardiovascular system (Jankowski et al., 2013a; Matsumoto et al., 2011), there were

previously no reports identifying ApsU or the other ApaNs within mammalian cells.

7.2.2 ApsNs can be extracted from mammalian cells and detected by triple
quadrupole mass spectrometry

In this thesis a method has been adapted from one used for the extraction of
metabolites from bacterial cells (Fung et al., 2020) for the extraction of ApsNs from a
mammalian cell line. Further to this, we have developed an LC-MS based technique for

the specific identification of each of the ApaNs in extract harvested from mammalian
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cells with a disrupted Nudt2 gene (Fig. 4.11). This method is capable of distinguishing
between different ApaNs, and was used to identify that ApsA, ApaC, ApaG and ApsU are
present in NuKO cell extracts. The data resulting from this analysis suggested that each
of the ApsNs are present at different concentrations in cells, with ApsA and ApsU
generating the largest fragment ion counts. However, as this difference could be
brought about through the difference in the fragmentation efficiency of the different
ApsN molecules, further development of the technique would be necessary to confirm
relative ApsN abundance. Method development could therefore include the
production of a calibration curve using increasing concentrations of the ApsN standard
for each molecule. This could then be applied to determine the approximate

concentration of each ApsN in the NuKO cell line.

7.2.3 Further development of the method for identifying ApaNs in mammalian cells

In the two repeats initially identifying ApaNs in NuKO cells, the ion count for each of
the ApaNs varied between repeats (Fig. 4.11 C vs D). However, the extract with the
higher ion count was consistently higher for all ApaNs, suggesting that this difference
may have been due to the efficiency of the extraction process. The method could
therefore be developed further by introducing a system for the measurement of the
efficiency of the extraction process. Method design to account for this could include
the introduction of a non-natural, unique NpsN analogue of known concentration into
the medium prior to extraction. The LC-MS ion-count profile for the spiked analogue
could then be compared with that expected from the concentration injected, which
could be used to determine how much of the molecule was lost during the extraction.
For this to work, the spiked novel analogue would need to have similar properties to
the ApsNs, as the process would rely on the assumption that all molecules would be

extracted with the same efficiency.

Alternatively, isotopic labelling of the ApsN molecule could be performed to aid
guantitative mass spectrometry analysis (Morano et al., 2008). An ApsN molecule that
was composed of different isotopes could be used in the same way as the spiked novel
analogue, as the LC-MS would be able to differentiate the different mass of this

molecule from the naturally occurring one. This would have the advantage of having
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the same structure as the ApsN molecule under investigation, while having the ability

to distinguish between the two molecules through their mass.

7.3 DNA damage may increase intracellular ApsN concentration in NuKO cells, but
improved controls are required for quantitation

7.3.1 The effect of stress on ApsN concentration

A number of DNA damaging agents and stress conditions have been linked to
increased intracellular concentrations of ApaN, including heat shock (Brevet et al.,
1989b; Coste et al., 1987; Lee et al., 1983) and oxidative stress (Coste et al., 1987;
Garrison et al., 1986; Ji et al., 2019; Lee et al., 1983; Marriott et al., 2015). While most
of these studies are in bacteria and lower eukaryotes, the study by Marriot and
colleagues in 2015 demonstrated an increase in the intracellular ApsA level in several
mammalian cell lines in response to oxidative stress induced by MMC. This study
calculated ApsA concentration using a luminometric assay to determine ATP
production (Marriott et al., 2015). However, since we have demonstrated that other
ApaNs are present in mammalian cells (Fig. 4.11), and that ApsNs have a hydrolysis
product that co-elutes with ATP (Fig. 3.9), this demonstrates that other ApsNs may
have contributed to the concentration previously reported as Ap.A. This opens the
possibility that there could be a function for the other ApsNs that may have been
overlooked previously. We therefore aimed to develop a method to determine
whether MMC also results in an increase in the intracellular concentration of the other

ApaNs, as this may indicate whether they are likely to have a functional role in vivo.

Further to this, we aimed to investigate the ApsA mechanism of action by expanding
the types of damage that the cells were exposed to. Agents previously used to induce
oxidative stress include ethanol (Lee et al., 1983), cadmium (Coste et al., 1987),
aminoglycoside antibiotic (Ji et al., 2019), dinitrophenol (Garrison et al., 1986) and
MMC (Marriott et al.,, 2015). However, there are several oxidative stresses with
different mechanisms of action that have not yet been shown to increase intracellular
ApsA level. To further investigate the mechanisms through which ApsA (and potentially

ApsN) may be involved in in response to DNA stress, we therefore also decided to
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investigate several other damaging agents that are known to induce DNA replication

stress via different mechanisms.

7.3.2 Unstandardised data suggests that intracellular ApsN levels increase in
response to a variety of damaging agents

The unstandardised data from Chapter 5 suggests that there is an increase in each of
the ApsNs after the induction of stress, rather than purely an increase in ApaA
concentration (Fig. 5.9). However, as this measurement was not standardised, other
factors could potentially have affected the result. As cells were counted prior to
harvesting extract, approximately the same number of live cells should have been
present in the treated and untreated samples. However, as the NuKO cells are
suspension cells, any dead cells could not be removed, and so remained present in the
pellet. Any residual ApsN abundance in the dead or dying cells could therefore have
contributed to the concentration of ApaN measured. As more cells are likely to be dead
in the samples treated with the damaging agent, this has the potential to

disproportionally affect the results of the damaging agent-treated samples.

To account for this, ADP and ATP were tested as potential internal standards, as they
have a high intracellular abundance and have similar structures to ApsA. However, our
data demonstrated that these molecules were not ideal standards as their
concentrations were also affected by the stress-inducing agents (Fig. 5.11). This effect
was most prominent for the HU and GEM samples, where the ADP:ATP ratio was
particularly high. This result can be explained, as both of these drugs are known to
inhibit ribonucleotide reductase, which converts NTPs to dNTPs and is therefore a
factor that could affect ATP concentration (Hofer et al., 2012; Singh and Xu, 2016).
Furthermore, ApsA itself binds NrdR, a modulator of ribonucleotide reductase, and
prevents it from binding to the NrdA promoter region (Despotovié et al., 2017). This
presents a further mechanism through which disrupted ApsA levels may also affect
ATP concentration and is another reason why ATP may not be a suitable internal
standard in this kind of assay. Furthermore, ATP is a known precursor in the synthesis
of ApaNs, meaning its concentration may also be affected through the synthesis of the

ApsNs themselves. Additionally, the ADP:ATP ratio has previously been used as a
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marker of cell viability and apoptosis, suggesting that it is unlikely to be an ideal

standard for the comparison of stressed and unstressed cells (Bradbury et al., 2000).

7.3.3 Further method development to investigate the effect of DNA damaging agents
on intracellular ApsN abundance

To truly determine the effect of these stress-inducing agents on mammalian cells, it
would be necessary to develop an appropriate standardisation method. Ideally, to
maintain consistency between repeats and to determine whether the unstandardised
data is accurate, an internal standard would be identified which is not affected by the
damaging agents. However, determining what this standard could be remains a
challenge, as proteins are denatured during the chloroform:water step of the
extraction process. Therefore, as the standard would need to be retained during this
process, it cannot be any kind of protein. Although the dNTP and NTP molecules have a
similar structure to ApsA, these molecules are also involved in the DNA replication
process and are therefore likely to be affected by agents that induce DNA replication

stress, meaning that they are unlikely to make good internal standards.

Additionally, it is also possible that the true changes to the intracellular ApsN levels are
being obscured by the extremely high level of ApsNs in the NuKO cell line. To prevent
this from happening, the method for investigating ApsN levels in the KBM7 cell line
could be further developed. Using the methods described here, it was not possible to
identify ApsNs in the KBM7 parental cell line, either because their concentration was
too low or because the ion suppression effect was too great. Re-evaluation of these
results using a more sensitive mass spectrometer may resolve this. As a result of this
lack of sensitivity, any differences in ApaN level in the parental cell line were not
detected. Unfortunately, as the baseline was not determined, any increase in ApsN
resulting from DNA damaging agents could not be identified. Therefore, future studies
could aim to develop this method further to enable detection of the ApsNs in KBM7
cells. Previous studies have already demonstrated that ApaA levels are increased in
KBM7 cells in response to MMC treatment (Marriott et al., 2015). Therefore, as we
know MMC affects intracellular ApsA concentration, developing an analysis procedure

to evaluate ApsN concentration in response to MMC may be a good place to start.
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Avenues that could be followed include maximising the sample concentration or
introducing clean-up steps to reduce the ion suppression effect. As part of this process,
we have demonstrated that a graphite column was able to lower the detectable
concentration of ApsA. However, use of this column may have resulted in some loss of
ApsA from the sample and was insufficient for the detection of ApsA at concentrations
in KBM7 cells. Further optimisation of the wash steps used in combination with the
graphite column could increase retention of ApsA and may enable it to reach a

detectable concentration in KBM7 cell extract analysis.

Alternatively, method optimisation could involve the use of a more sensitive mass
spectrometer for analysis of ApsN concentration. A triple quadrupole mass
spectrometer was chosen for this study as it allows the identification of specific masses
from a complex mixture of molecules. This was an advantage in this case, as it enabled
the detection of the individual ApsNs from the mixture of metabolites in the cell
extract harvested from treated cells. Although high resolution mass spectrometers
have a much higher sensitivity, they do not allow for the identification of molecules
from a complex mixture, and so would not be appropriate for this type of study unless
the ApsNs were to be fully purified from the cell extracts first. However, other triple
guadrupole mass spectrometers, including the LCMS-8050 and LCMS-8060, are
available which have a higher sensitivity and faster scan speeds compared with the
LCMS-8040 used in this study (SHIMADZU, 2022). The limitation here is the high

expense associated with these machines.

In summary, although the presence of the ApaNs was not detectable in the KBM7 cells,
their presence in the NuKO cell extract provides strong evidence for their existence.
Although the reduction in ion suppression brought about by the clean-up methods
discussed in Chapter 4 were insufficient, increased injection concentration and further
development of the protocol using the graphite column may provide potential areas
for improvement going forwards. Alternatively, it may be necessary for this technique
to be applied to a more sensitive LC-MS system for them to be detected. Identifying
which types of genotoxic stress influence ApsA concentration could provide key

evidence as to how ApsA exerts its effect in stress responses.
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7.4 ApsNs have differential inhibitory activities during the initiation of

DNA replication

7.4.1 The role of ApsA and ApsNs in DNA replication

ApsA has been implicated in the DNA replication process for many years. Initially
thought to stimulate DNA replication (Grummt, 1978a), it has only recently been
demonstrated to instead inhibit the initiation phase of DNA replication (Marriott et al.,
2015). Nevertheless, how ApsA inhibits the initiation of DNA replication is not fully
understood. ApsA is now known to be involved in several different signalling
mechanisms, and functions differently in different contexts. In the polymerisation of
HINT1, the homobifunctional structure of ApsA is necessary as both ends of the
molecule bind to adenine binding pockets on HINT1, linking two separate HINT dimers
(Yu et al., 2019). Contrary to this, in the mRNA capping mechanism in E. coli, several
ApaNs function as precursors to protective caps and different ApsNs have differences
in capping efficiency depending on the promoter sequence (Luciano and Belasco,
2020; Luciano et al., 2019). In the DNA replication process, it is not known whether a

homobifunctional or heterobifunctional structure is required for its activity.

In 2015, Marriott and colleagues used a cell-free replication system to demonstrate
that ApsA inhibited the initiation of DNA replication, and that this inhibition was strictly
dependent on phosphate chain length, with neither diadenosine triphosphate nor
diadenosine pentaphosphate able to inhibit the initiation phase of DNA replication.
(Marriott et al., 2015). This study also investigated if substitution of adenosine for
guanosine and using diguanosine tetraphosphate could similarly inhibit DNA
replication. GpaG was not effective at reducing initiation of DNA replication (Marriott
et al., 2015). Whether or not other ApsN molecules are capable of inhibiting DNA
replication could shed some light on the mechanism by which DNA replication

isinhibited.
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7.4.2 ApsNs inhibit the initiation of DNA replication to different extents

In Chapter 6, the cell-free replication assays used by Marriott and colleagues in 2015
were employed to demonstrate that ApsC, ApaG, ApsU, ApsdA, ApadC, ApsdG, and
Ap4dT are also capable of inhibiting DNA replication, and that they do this to different
extents (Fig. 6.8, 6.10). This provides evidence for a heterobifunctional role of the
ApsNs in the inhibition of DNA replication and is a step towards elucidation of the
mechanism by which ApsA modulates this process. Furthermore, alongside data from
previous papers this helps to define the essential structural components that the ApaN

molecule must have to retain its function (Fig. 7.1)

A B C

I h Purine or
: Ranine Pyrimidine :
| |
| |
| |
| |
| |
| |
I ! 1 I
I IR S > |1 1
! 1x 1 4 x i 1x :
I adenosine group Il phosphates :| (deoxy)ribonucleoside 1
l 1 1 (d)A, (d)C, (), u/dT) }

7 N ’ /

~---------‘ - e e ‘—--------’

Figure 7.1: Essential components of an Np,N molecule capable of inhibiting the
initiation of DNA replication. To inhibit the initiation of DNA replication, three specific
components of the NpsN molecule are essential. A: At least on adenosine group is
required for functionality. B: A specific chain length of four phosphates is essential;
however, small changes to phosphate chain structure (eg. in AppNppA) are tolerated.
C: A second nucleoside group is required, in which both the ribose and deoxyribose
form of the sugar are tolerated.

Data from Marriott and colleagues in 2015 demonstrated that ApsA, but not GpaG,
resulted in the inhibition of DNA replication initiation. In addition to this, we have
demonstrated that ApsG is also capable of inhibiting DNA replication initiation
(Fig. 6.11). Together, this suggests that at least one adenosine moiety is essential for

the inhibition of DNA replication initiation (Fig. 7.1 A). Additionally, analysis with
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ApsA-FRET demonstrated that large modifications to the adenosine moieties are not
tolerated for ApsA function (Fig. 6.7). Furthermore, although a specific phosphate
chain length of four phosphates is essential for ApsA’s inhibitory activity (Fig. 7.1 B)
(Marriott et al., 2015), a small change to the structure of the phosphate chain is
tolerated. This is demonstrated by the activity of AppNppA in inhibiting the initiation
of DNA replication (Fig. 6.6). Finally, different ApsNs and ApsdNs are capable of
inhibiting DNA replication initiation (Fig. 6.8), which demonstrates that the second
nucleoside in the molecule is not limited to adenosine and shows that both

ribonucleoside and deoxyribonucleoside structures are tolerated.

7.4.3 Limitations and further method developments for investigating the role of
ApaNs in DNA replication initiation

A limitation of these experiments is the variability between different batches of nuclei,
with some batches of nuclei initiating better than others when combined with an
S-phase extract. Due to the nature of the synchronisation method, only a limited
number of nuclei can be produced simultaneously. This meant that not all ApsNs could
be tested using one batch of nuclei. However, to minimise the variability brought
about by different batches, multiple repeats were performed with different batches of
nuclei for each ApsN. Another limitation of this method is the possibility for human
bias to occur. Therefore, after scoring the effect of ApsN on DNA replication for the
first set of nuclei, future batches were scored blind to prevent this. Future work could
aim to replicate this data with further batches of synchronised nuclei. Further support
for the effect of ApaNs on the DNA replication process could be addressed through

their effect on the DNA replication machinery.

7.5 ApsNs reduce nuclear Mcm2 and PCNA levels in late G1 nuclei added to S-phase

extract, with a greater effect on PCNA levels

The precise point at which ApsA (and ApaNs) have their effect on DNA replication is
currently unknown, as there are different stages to the DNA replication process which
ApaN could be affecting. In 1979, Grummt and colleagues demonstrated that Ap.A
binds to the 57 kDa subunit of DNA pol a (Grummt et al., 1979). This subunit was later
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was later resolved into two polypeptides of 45 kDa and 22 kDa, with Ap.A only acting
as a ligand for the former (Baxi et al., 1994). Interestingly ApsG, but not GpaG, was
shown to compete with ApsA for binding to this 45 kDa polypeptide (Baxi et al., 1994).
This is therefore in line with our data suggesting that Ap4G can inhibit DNA replication
initiation, while supporting previous evidence suggesting that Gp4G does not affect
DNA replication initiation (Marriott et al., 2015). Therefore, it is possible that ApsA and
the ApsNs function through binding to the 45 kDa polypeptide in the DNA pol a protein
complex. If this were solely the case, we would not expect the recruitment of DNA
replication proteins to be affected until during the formation of the replisome, after

the involvement of DNA pol a in the DNA replication process.

Alternatively, many of the processes involved in the formation of the replication
machinery are known to rely on ATP and its hydrolysis (Bell and Stillman, 1992; Chang
et al,, 2015; Feng et al., 2021; Fernandez-Cid et al., 2013; Speck and Stillman, 2007). As
each end of the ApsA molecule has structural homology with ATP, it is possible that
ApsA could interfere with processes requiring ATP hydrolysis by competing for the ATP
binding site. Although ApsA is present at a much lower concentration than ATP, if ApsA
were to bind with a higher affinity it is possible that it may still compete with ATP. An
example of this occurs in the interaction between IMPDH and Ap4A in B. subtilis, where
the Kqg for ApsA of IMPDH is in the micromolar range compared with the millimolar
range for AMP and ATP (Giammarinaro et al., 2022). Similarly, ApaNs compete with
ATP for incorporation onto RNA transcripts as protective caps in E. coli (Luciano and
Belasco, 2020; Luciano et al., 2019). Interestingly, a recent study investigating ApsA
binding proteins demonstrated that 46% of the proteins identified were known
nucleotide binders (Krliger et al., 2021). This provides further evidence supporting a

role for competition with the relevant nucleotides in the inhibition of DNA replication.

7.5.1 The nuclear localisation of replicative helicase and processivity factor are
affected by ApsNs

To determine which stage of the initiation of DNA replication is inhibited by the ApaNs,
late G1-phase nuclei were added to an S-phase extract and Mcm2 and PCNA levels

were analysed in the presence and absence of each ApsN. In the initial stages of the
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replication process, Mcm2-7 is loaded onto DNA origins to form the pre-RC
(Tsakraklides and Bell, 2010). On the other hand, PCNA is not incorporated in the
replication process until the replisome assembles, where it stimulates Pol 6 and Pol €

during the formation of the replisome (Fig. 7.2) (Chilkova et al., 2007).
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Figure 7.2: Stages of DNA replication that may be affected by ApsN. DNA replication
begins with the formation of the pre-RC and localisation of Mcm2-7 to chromatin,
followed by formation of the pre-IC. Subsequently, the replisome is formed in a
process which involves PCNA. ApsN inhibits the initiation of DNA replication and
results in reduced localisation of replication proteins to chromatin. While some ApaNs
reduced localisation of Mcm2 to chromatin, a greater reduction was seen in the
localisation of PCNA to chromatin. This suggests that ApsN primarily acts after
Mcm2-7 localisation to chromatin, but before the involvement of PCNA in the
replisome formation stage of DNA replication. Figure adapted from Ferguson et
al., 2020.

Figure reproduced from Frontiers in Molecular Biosciences with minor changes,
Volume 7, Ferguson, F., Mclennan, A. G., Urbaniak, M. D., Jones, N. J. &
Copeland, N. A., Re-evaluation of Diadenosine Tetraphosphate (ApsA) From a Stress
Metabolite to Bona Fide  Secondary  Messenger, Copyright 2020,
https://doi.org/10.3389/fmolb.2020.606807; available under the CC BY 4.0 licence
(https://creativecommons.org/licenses/by/4.0/legalcode) and disclaimer of warranties
within.
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Unlike Mcmz2, although PCNA is required for maximal replication rates, it is not an
essential component of the minimal replication complex (Yeeles et al., 2015; Yeeles et
al., 2017). Similarly, although ApsA has a role in DNA replication, it does not belong to
this minimum group of components necessary for replication to occur (Marriott et al.,
2016; Yeeles et al., 2015). When ApsN was added to the cell-free replication mix, there
was a trend suggesting that the nuclear abundance of both Mcm2 and PCNA was
reduced, with PCNA levels being reduced to a greater extent than Mcm?2 (Fig. 6.9, 6.11
and 6.12). This suggests that although ApsA may have some effect prior to Mcm2
localisation, its primary effect seems to occur after Mcm2 has localised to the

replication complex (Fig. 7.2).

7.5.2 Limitations and future perspectives of Western blotting for determining the
mechanism behind ApsN-induced inhibition of DNA replication

Although there was a clear trend towards a reduction in nuclear Mcm2 and PCNA
levels, the data were not statistically significant. This was likely due to the nature and
lack of accuracy of the Western blotting process. To improve these results, further
steps could include repetition of these experiments so that a higher n number could be
obtained. Alternatively, experiments could be performed using fluorescent antibodies,
which have an extended dynamic range compared with traditional ECL techniques and
can be considered quantitative (Eaton et al., 2014; Zellner et al., 2008). Other than
increasing the significance of the data, further steps could be taken to narrow down
the window in which ApsN is inhibiting the DNA replication process. This could be done
by probing for other DNA replication proteins to determine whether these are affected
by ApsN. Suitable replication proteins to probe for could include members of the
pre-IC, which is formed between the pre-RC and replisome formation stages of DNA
replication. An effect or lack of effect of ApaN on these protein levels would narrow

down the range of time over which ApsN may be acting.

7.6 Conclusion

In summary, we have demonstrated evidence supporting a biological mechanism for
the synthesis of all four different ApsNs by UBE1 in a biologically relevant mechanism
that is activated under conditions of cell stress. The capability of this mechanism to
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synthesise ApsNs provides evidence of a role for the ApaNs during times of cell stress.
Further to this we have developed a technique for the extraction and identification of
ApsNs in mammalian cells by triple quadrupole mass spectrometry. This technique
enabled us to demonstrate for the first time that all four ApsNs and some ApsdNs are
present at varying concentrations in the NuKO cell line. With further development, this
technique could be used for the accurate quantification of each ApaN, and to
investigate the abundance of each ApsN in the parental KBM7 cell line. Additionally,
we have developed a technique for measuring the change in ApsN abundance in
response to different types of stresses in mammalian NuKO cells. With further
development and the identification of an appropriate standard, this could then be
applied to investigate the effect of these stresses on ApsN abundance in the KBM7 cell
line, and to determine whether the ApsN response is the same after treatment with
these different types of DNA damage. Finally, we have shown that each of the ApsNs
inhibit the initiation of DNA replication to different extents in a DNA cell-free
replication system, and that this process involves a reduction in the localisation of
replication proteins to chromatin, with a particularly strong effect on
PCNA localisation. Together, these data provide evidence for the presence of ApsNs in
mammalian cells, demonstrate a potential role for each of the ApsNs in inhibiting DNA
replication, and provide evidence that ApsNs exert their primary effect after formation
of the pre-RC but prior to replisome formation. With additional investigation, this
could further narrow down the precise point at which the ApaNs inhibit DNA

replication when cells are under stress.
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43 0.00 C20 H27 N10 019 P4 M- 835.0441  835.0410 3.1 371  0.00 145
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Formula Predictor Report - Ap4C-210428-001.lcd

Page 10of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4C-210428-00...

Elmt  Val. | Min Max Elmt Val. Min Max Elmt  Val Min Max Eimt  Val. Min Max Use Adduct
H 1 20 30 Na 1 0 3 Fe 2 0 0 1 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 V] Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 s 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 6 12 Cl 1 0 0 Br 1 0 0 CHO2
o} 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0
Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Isc Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time: 0.048 ->0.127 - 0.016 -> 0.595 Scan#:8->18-4->78
405.0110
2.500e57
417.0718
2.000e5
267.0143
1.500e5
405.5132 416.0001
1.000e5+
426.9924 811.0314
] 833.0067
5.000e4 233.0272 326.0285 435.0796 649.0748 854.9013
o . J Ly, lLL i“. L N 635.0?5{ iL . W lj -~ . — .
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 405.0110 m/z
405.0110
100.04
50.04
405.5132
T T T T T T T Sy T T T r
404.6 4048 4050 4052 4054  405.6 4058 406.0 4062 4064  406.6  406.8  407.0
C19 H26 N8 020 P4 [M]2- : Predicted region for 405.0112 m/z
405.0112
100.0+
50.04
4055126
M\
406.0136
404.6  404.8 405.2 4054 4056 405.8 406.0 406.2 4064 406.6 406.8  407.0
Rank Score Formula (M) lon Meas. m/z  Pred. m/z  Df. (mDa) Df. (ppm) Iso DBE
8 87.30 C19 H26 N8 020 P4 [M]2- 405.0110 405.0112 -0.2 -0.49 87.30 13.0
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Formula Predictor Report - Ap4C-210428-001.lcd

Page 1 of 1

Data File: C:\LabSclutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4C-210428-00...

Eimt Val. Min Max Elmt

2H 1 0 0 Si
B 3 0 0 P
Cc 4 19 20 S
N 3 6 12 Cl
(o] 2 16 22 v
F 1 0 0 Cr

Error Margin (ppm): 20
HC Ratio: unlimited
Max Isotopes: all

Val. Min_Max Eimt  Val. Min Max Elmt Val. Min Max Use Adduct
1 0 4 Fe 2 0 0 I 3 0 0 H
4 0 1 Co 2 0 0 Re 2 0 0 Na
3 4 4 Ni 2 0 0 Ir 3 0 0 K
2 0 0 Cu 2 0 0 Pt 2 0 0 NH4
1 0 0 Br 1 0 0
2 0 1] Ru 2 0 0
2 0 Q Ag 1 0 0

DBE Range: -2.0-1000.0 Electron lons: both
Apply N Rule: no Use MSn Info: yes

Isotope RI (%): 1.00 Isotope Res: 6000
MSn Logic Mode: AND Max Results: 500

MSn Iso RI (%): 75.00

Event#: 1 MS(E+) Ret. Time : 0.048 ->0.127 - 0.016 -> 0.595 Scan#:7->17-3->77

857.0038
40000.04
35000.04 813.0410
30000.04
25000.04
20000.04 419.0926
900.9687
1500094 413.2559
. 420.0813
10000.04 274.9087 814.0563
174.1424 424,8201
5000.04 592.8014 796.7105 1045.2424
A Ll l|II|I|II|IL'II Ly L a1 |I TN T | . T
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 813.0410 m/z
813.0410
100.04
50.04
814.0563
0 T T T T T T T T T
812.5 813.0 813.5 814.0 814.5 815.0 815.5 816.0 816.5
C19 H28 N8 020 P4 [M+H]+ : Predicted region for 813.0443 m/z
813.0443
100.0
|
I
I
|
50.04 |
|
814.0470
815.0490
812.5 813.0 813.5 814.0 814.5 815.0 815.5 816.0 816.5
Rank Score Formula (M) lon Meas.m/z  Pred. m/z Df.(mDa) Df. (ppm) Iso  DBE
8 0.00 C19H28 N8 020 P4 [M+H]+ 813.0410 813.0443 -3.3 -4.06 0.00 12.0
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Formula Predictor Report - Ap4G-210428-005.lcd Page 1 of 1

Data File: C:\LabSclutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4G-210428-00...

Eimt Val. Min Max Elmt  Val. Min Max Eimt  Val. Min Max Elmt Val. Min Max Use Adduct
H 1 20 30 Na 1 0 3 Fe 2 0 0 I 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 6 12 Cl 1 0 0 Br 1 0 0 CHO2
(o] 2 16 22 \ 2 0 1] Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 Q 0

Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time: 0.048 ->0.143 - 0.032 -> 0.747 Scan#:8->20-6->96
425.0136
1.200e5 436.0024
1.000e57
446.9942
8.000e4
6.000e4 425.5121
4.000e4 417.0705 436.5021
457.9837
2.000e4 426.0116 | 98,9507 873.0230
418.0749 | |l ["™ [ 894.9869
L fakpa JA dall sup l‘“njln.n K} P AT R 1 Ier PR

2000 3000 400.0 5000  600.0 7000 800.0  900.0 _ 1000.0 _ 1100.0  1200.0

Measured region for 425.0136 m/z

425.0136
100.0

50.0
425.5121
426.0116

ZTN

4246 4248 4250 4252 4254 4256 4258  426.0  426.2 4264 4266 4268  427.0

C20 H26 N10 020 P4 [M]2- : Predicted region for 425.0143 m/z

425.0143
100.01
50.01
425.5156
426.0166
424.6 4248 425.0 4252 4254 4256 4258 4260  426.2 4264  426.6  426.8  427.0
Rank Score Formula (M) lon Meas.m/z  Pred. m/z Df.(mDa) Df. (ppm) Iso  DBE
4 98.20 C20 H26 N10 020 P4 M]2- 4250136 425.0143 0.7 Ji65 99.82  15.0
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Formula Predictor Report - Ap4G-210428-005.lcd

Page 1 of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4G-210428-00...

Elmt Val. Min Max Elmt  Val.  Min Max Eimt  Val. Min Max Eimt | Val. Min Max Use Adduct
H 1 20 30 Na 1 0 3 Fe 2 0 0 | 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 ] |
N 3 6 12 Cl 1 0 9 Br 1 0 0 CHO2
o] 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0

Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.048 -> 0.143 - 0.032 -> 0.747 Scan#:8->20-6-> 96
425.0136
1.200e57 436.0024
1.000e5
446.9942
8.000e4
6.000e41 425.5121
4,000e44 417.0705 436.5021
457.9837
] 426.0116
2.000e4 98.9507 873.0230
418.0749 894.9869
L Lo 1 TR dd_ wall 4 upl
200.0 300.0 40b.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 446.9942 m/z
446.,9942
100.04
50.07
447.4927
/|\ 448.0001
448.5 447.0 447.5 448.0 448.5 449.0
C20 H24 N10 020 Na2 P4 [M]2- : Predicted region for 446.9963 m/z
446.9963
100.0
I
It
|
ll
50.04 ‘l l
(1
|‘ |\ 447.4975
‘|
447.9986
4465 447.0 4475 448.0 4485 449.0
Rank Score Formula (M) lon Meas. miz  Pred. m/iz_Df. (mDa) Df. (ppm) Iso  DBE
3 53.02 C20 H24 N10 020 Na2 P4 [M]2- 446.9942  446.9963 -2.1 -470 58.43 150
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Formula Predictor Report - Ap4V-210428-001.lcd

Page 1 of 1

Data File: C:\LabSolutions\Data'2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4V-210428-00...

Elmt  Val. Min Max Eimt Val. Min Max Elmt Val. Min Max Elmt  Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 | 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 a 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
Cc 4 19 20 ) 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 6 12 cl 1 0 0 Br 1 0 0 CHO2
o 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 cr 2 0 0 Ag 1 0 0
Error Margin (ppm}): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Ise RI (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.032 -> 0.143 - 0.016 -> 0.717 Scan#:6->20-4 > 92
405.5036
2.200e57
2.000e5- 417.0704
1.800e57
1.600e54
1.400e54
416.494
1.200e51 64943
1.000e5q 427.4886
8.000e4 406.0028
6.000e4
418.0734
4.00004 267.0155 812.0163 833.9940 855.0684
2.000e4 326.0354 438.4772
— TR I - N dd . L
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 405.5036 m/z
405.5036
100.04
50.01
406.0028
406.5039
4050 4052 4054 4056 4058  40G.0 4062 4064 4066 4088  407.0  407.2  407.4
C19 H25 N7 021 P4 [M]2- : Predicted region for 405.5032 m/z
405.5032
100.04
|
I
I
Il
|
50.01 ‘\ |
n
(11 405.0046
|
f / 406,5056
405.0 405.2 405.4 405.6 405.8 406.0 406.2 406.4 406.6 406.8 407.0 407.2 407.4
Rank Score Formula (M) lon Meas.m/z  Pred. m/z Df. (mDa) Df. (ppm) Iso  DBE
2 100.00 C19H25N7 021 P4 [M]2- 405.5036 405.5032 0.4 0.99 100.00 13.0
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Formula Predictor Report - Ap4V-210428-001.lcd Page 1 of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\ApdV-210428-00...

Elmt | Val. Min Max Elmt  Val. Min Max Elmt  Val. Min Max Elmt Val. Min_ Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 ! 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 6 12 Cl 1 0 0 Br 1 0 0 CHO2
o} 2 16 22 v 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0

Error Margin (ppm): 20 DBE Range: -2.0-1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes

Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000

MSn Ise Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500

Event#: 2 MS(E-) Ret. Time: 0.032-> 0.143-0.016 -> 0.717 Scan#:6->20-4-> 92

405.5036
2.200e51
2000051 417.0704
1.800e5
1.600e5/
1'32382' 416.4943
. 20
1.000e51 427.4886
8.00004] 406.0028
6.000e4
418.0734

4.000e4] 267.0155 812.0163 833.9940 oo oo0,
2 000e4] t 326.0354 438.4772

J e b i NP I

1
200.0 300.0 40‘0.(] 500.0 600.0 700.0 Sﬂb.D 500.0 1000.0 11dU.D 1200.0

Measured region for 833.9940 m/z
833.9940

100.04

50.0

834.9967

il

8335  834.0 8345 8350 8355 8360 8355 8370 8375 8380 8385

C19H25 N7 021 Na P4 M- : Predicted region for 833.9957 m/z

833.9957
100.04
50.0-1
834.9985
[ ll 836.0004
Y Y A NS
833.5 834.0 834.5 835.0 835.5 836.0 836.5 837.0 837.5 838.0 838.5
Rank Score Formula (M) lon Meas. m/z  Pred. m/z Df. (mDa) Df. (ppm) Iso DBE
4 0.00 C19H25N7 021 Na P4 M- 833.9940  833.9957 1.7 -2.04  0.00 125
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Formula Predictor Report - Ap4dA-210428-001.lcd Page 10of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\ApddA-210428-0...

Elmt Val. Min Max Elmt  Val. Min Max Elmt | Val. Min Max Elmt | Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 | 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 6 12 Cl 1 0 0 Br 1 0 0 CHO2
o} 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0
Error Margin (ppm): 20 DBE Range: -2.0-1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso RI (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.048 ->0.095 - 0.016 -> 0.166 Scan#:8->14-4 > 22
409.0192
1.800e5]
1.600e5]
1.400851 4200071
1.200e5]
1.000e57 431.0015
8.000e4
6.000e4 417.0770
420.5108
4.000e4 409.5234 416,08 841.0208
200064 427.9926 .0355 863.0106
410.0267 I | L ee4sess
. PORERES PESENRRIPI | 8| T FRETPWTT RO ISR e - L " - : .
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 409.0192 m/z
409.0192
100.04
50.0+
409.5234
/‘\ 410.0267
408.6 4088  409.0 409.2 4094  409.6  409.8 410.0 410.2 4104 4106  410.8  411.0
C20 H26 N10 O18 P4 [M]2- : Predicted region for 409.0194 m/z
409.0194
100.04
50.0+4
409.5207
! 4100217
0 ‘ , v . — \. . AN - , . , .
408.6  408.8  409.0 409.2 4094  409.6  409.8 410.0 410.2 4104 4106  410.8 411.0
Rank Score Formula (M) lon Meas. m/z  Pred. m/z Df. (mDa) Df. (ppm) Iso  DBE
3 94.90 C20H26 N10 018 P4 [M]2- 409.0192  409.0194 -0.2 -0.49 9490 15.0
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Formula Predictor Report - Ap4dA-210428-001.lcd

Page 1 of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dA-210428-0...

Elmt Val. Min Max Elmt  Val.  Min Max Eimt  Val. Min Max Eimt | Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 | 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 ] |
N 3 6 12 Cl 1 0 9 Br 1 0 0 CHO2
o] 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0
Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.048 -> 0.095- 0.016 -> 0.166 Scan#:8-> 14 -4 -> 22
409.0192
1.800e5
1.600e5
140025 4200071
1.200e57
1.000e57 431.0015
8.000e44
6.000e4 417.0770
: 420.5108
4.000e4 409.5234 . 841.0208
2000641 427.0926 819.0355 863.0106
410.0267 |L || L 8849896
" PR T LT | Y RO RPN STR T T ooy Ll ” - — .
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 431.0015 m/z
431,0015
100.04
50.07
431.5042
430.5 431.0 4315 432.0 432.5 433.0
C20 H24 N10 O18 Na2 P4 [M]2- : Predicted region for 431.0013 m/z
431.0013
100.04
50.04
431.5026
432.0036
430.5 431.0 431.5 432.0 432.5 433.0
Rank Score Formula (M) lon Meas. miz  Pred. m/iz_Df. (mDa) Df. (ppm) Iso  DBE
8 69.24 C20 H24 N10 018 Na2 P4 [M]2- 431.0015  431.0013 0.2 046 69.24 15.0
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Formula Predictor Report - Ap4dC-210428-001.lcd Page 10of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dC-210428-0...

Elmt Val. Min Max Elmt  Val.  Min Max Elmt Val. Min Max Elmt Val. Min_ Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 | 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
(o] 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 6 12 Cl 1 0 0 Br 1 0 0 CHO2
o 2 16 22 A 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0

Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.048 -> 0.095 - 0.016 -> 0.302 Scan#:8->14-4->40
397.0127
7.000e57
6.000e5
408.0039
5.000e5
4.000e57
418.9906
3.000e57
3975151 417.0737
2.000e54 ‘ 408.5056
E 817.0129
1.000e5] 795.0368
. 317.0247 415.9894 | l‘d \339_0004
. | " . . . |
T

2000  300.0 4000 5000 600.0 7000  BOD.0  900.0  1000.0  1100.0 12000

Measured region for 397.0127 m/z

397.0127
100.04

50.0q

397.5151

T

3966 3968 3970 3972 3974 3976 3978 3980 3982 3984  398.6  398.8  399.0

C19 H26 N8 019 P4 [M)2- : Predicted region for 397.0138 m/z

397.0138
100.0-
I
I‘ \
|
I
!
50,01 J "
I
|1 397.5151
|
398.0161
396.6 396.8 397.0 397.2 397.4 397.6 397.8 398.0 398.2 398.4 398.6 398.8 399.0
Rank Score Formula (M) lon Meas.m/z  Pred. miz Df. (mDa) Df. (ppm) Iso DBE
3 90.07 C19H26 N8 O19 P4 [M]2- 397.0127 397.0138 -1.1 =277  94.24 13.0
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Formula Predictor Report - Ap4dC-210428-001.lcd Page 10of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dC-210428-0...

Elmt  Val. | Min Max Elmt Val. Min Max Elmt  Val Min Max Eimt  Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 | 3 0 0 H
2H 1 0 0 Si 4 0 1 Co 2 0 V] Re 2 0 0 Na
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 K
C 4 19 20 s 2 0 0 Cu 2 0 0 Pt 2 0 0 NH4
N 3 8 8 Cl 1 0 0 Br 1 0 0
o} 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 cr 2 0 0 Ag | 1 0 o0

Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes

Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso RI (%) 75.00 MSn Logic Mode: AND Max Results: 500

Event#: 1 MS(E+) Ret. Time : 0.048 -> 0.095 - 0.016 -> 0.302 Scan#:7->13-3->39

884.9725
70000.0 862.9969
60000.04 841.0094
906.9611
50000.04
40000.04
30000.04 819.0835
419.0914 922.9251
20000.04 174.1583 383.2793 941.2516
1000001 257.1207 436.9509 485 8445 797.0601 - 1086.3418
: 1020.7447
0 . 1 Nuh;uu | |||I\ llllllllll\ [ll544;75731 791'5288 “‘ Al ! || 1 | I L I‘ I . |
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 862.9969 m/z
862.9969
100.0-
50.01
863.9896
8625 8630 8635  864.0 864.5 8650 8655 8660 8665 8670 8675
C19 H26 N8 O19 Na2 P4 [M+Na]+ : Predicted region for 862.9952 m/z
862.9952
100.0
50.01
863.9979
1
j‘ , 864.9999
862.5 863.0 863.5 864.0 864.5 865.0 865.5 866.0 866.5 867.0 867.5
Rank Score Formula (M) lon Meas. m/z  Pred. m/z  Df. (mDa) Df. (ppm) Iso DBE
3 0.00 C19 H26 N8 O19 Naz P4 [M+Na]+ 862.9969 862.9952 1.7 1.97 0.00 12.0
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Formula Predictor Report - Ap4dG-210428-001.lcd Page 10of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dG-210428-0...

Elmt Val. Min Max Elmt Val. Min_ Max Elmt Val. Min Max Elmt | Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 1 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 1] H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 [} 0 1
N 3 6 12 Cl 1 0 0 Br 1 0 0 CHO2
o} 2 16 22 v 2 0 1] Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 Q 0
Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.048 -> 0.111 - 0.000 -> 0.393 Scan#:8-> 16-2 -> 52
417.0285
7.000e54
6.000e54
5.000e57
4.000e54
3.000e51
417.5196 | 428.0059
2.000e5; 418.0485 | | 433.9976
1.000e5 267.0137 . oot | 28,5088 835.0457 8570155 g7q opg7
N J‘J.LJ”".‘?-Q?”‘ e NS N , ‘
200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 1100.0 1200.0
Measured region for 438.9976 m/z
438,9976
100.04
50.07
439.5053
438.5 439.0 439.5 440.0 440.5 441.0
C20 H24 N10 O19 Na2 P4 [M]2- : Predicted region for 438.9988 m/z
438.9988
100.04
50.04
439.5001
440,0011
438.5 439.5 440.0 440.5 441.0
Rank Score Formula (M) lon Meas.m/z  Pred. m/z Df. (mDa) Df. (ppm) Iso  DBE
8 77.48 C20 H24 N10 019 Na2 P4 [M]2- 438.9976  438.9988 -1.2 -2.73 80.98  15.0
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Formula Predictor Report - Ap4dG-210428-001.lcd Page 1 of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dG-210428-0...

Elmt Val. Min Max Elmt  Val.  Min Max Eimt  Val. Min Max Eimt | Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 | 3 0 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 ] |
N 3 6 12 Cl 1 0 9 Br 1 0 0 CHO2
o] 2 16 22 \ 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0

Error Margin (ppm): 20 DBE Range: -2.0- 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes

Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500

Event#: 2 MS(E-) Ret. Time : 0.048 -> 0.111 - 0.000 -> 0.393 Scan#:8->16-2->52

417.0285
7.000e5
6.000e5
5.000e5
4.000e51
3.000€5
417.5196 | 428.0059
2.000e5 418.0485 | 438.9976
1.000e5- 267.0137 o0 penot || 4285085 835.0457 8570155 g9 ggg7
1y 4988915 . [ I DTN,

200.0 3000 400.0  500.0  600.0  700.0  800.0 _ 900.0  1000.0  1100.0 _ 1200.0

Measured region for 900.9892 m/z
900,9892

100.04

50.04

JAN

9005 901.0  901.5 9020 9025  903.0  ©903.5  904.0 9045 9050 9055  906.0 _ 906.5

C20 H24 N10 O19 Na3 P4 M- : Predicted region for 900.9868 m/z

900.9868
100.0
50.04
901.9893
902.9914

AN N AN
900.5  901.0  901.5  902.0 9025  903.0  903.5 904.0  904.5 9050  905.5  906.0  906.5
Rank Score Formula (M) lon Meas. miz  Pred. miz_ Df. (mDa) Df. (ppm) Iso  DBE
14 0.00 C20 H24 N10 019 Na3 P4 M- 800.9892 900.9868 24 2.66 0.00 14.5
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Formula Predictor Report - Ap4dT-210428-001.

lcd

Page 10of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dT-210428-0...

Elmt  Val.| Min Max Elmt Val.| Min Max Elmt Val. Min Max Elmt Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 I 3 v} 0 Cl
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 H
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 v} 0 Br
C 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 0 |
N 3 7 7 Cl 1 0 o] Br 1 0 0 CHO2
(o] 2 16 22 A 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0
Error Margin (ppm): 20 DBE Range: -2.0 - 1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes
Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500
Event#: 2 MS(E-) Ret. Time : 0.032 -> 0.127 - 0.174 -> 0.712 Scan# : 6 -> 18- 24 -> 92
404.5131
5.000e5]
4.500e57
4.000e5 417.0713
3.500e57
3.000e54
2.500e57
2.000e5- 405.0132
1.500e51 267.018 415.5037 810.0304
1.000e57
5.00004 317.0260 426.4969 832.0145 1163.4624
PSRN BV PP R} Y .\1. o ¥270006 N : 11.1,‘ . — l.|.| I
200.0 300.0 400.0 500.0 600.0 700.0 800.0 8900.0 1000.0 1100.0 1200.0
Measured region for 404.5131 miz
404.5131
100.04
50.04
405.0132
405.5132
0= T T T T T T T T T SR T T
4040 404.2 4044 4046 4048  405.0 4052 4054 4056 4058  406.0  406.2 _ 406.4
C20 H27 N7 020 P4 [M]2- : Predicted region for 404.5136 m/z
404.5136
100.0q
50.01
405.0150
405.5160
0 T T T T T T T T T T T T T
404.0 404.2 404.4 404.6 404.8 405.0 405.2 405.4 405.6 405.8 406.0 406.2 406.4
Rank _Score_Formula (M) lon Meas.m/z  Pred. m/iz_ Df (mDa) Df. (ppm) Iso  DBE
2 99.40 C20 H27 N7 020 P4 [M]2- 404.5131 404.5136 -0.5 -1.24 100.000 13.0
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Formula Predictor Report - Ap4dT-210428-001.lcd Page 1of 1

Data File: C:\LabSolutions\Data\2 University\Urbaniak, M (BLS)\Ferguson, Freya\191011 Ferguson HRMS Assignment\210428\Ap4dT-210428-0...

Elmt  Val. Min Max Eimt  Val. Min Max Elmt  Val Min Max Elmt  Val. Min Max Use Adduct
H 1 20 30 Na 1 0 4 Fe 2 0 0 1 3 0 0 H
2H 1 0 0 Si 4 0 1 Co 2 0 0 Re 2 0 0 Na
B 3 0 0 P 3 4 4 Ni 2 0 0 Ir 3 0 0 K
o} 4 19 20 S 2 0 0 Cu 2 0 0 Pt 2 0 0 NH4
N 3 7 7 Cl 1 0 o] Br 1 0 0
o 2 16 22 A 2 0 0 Ru 2 0 0
F 1 0 0 Cr 2 0 0 Ag 1 0 0

Error Margin (ppm): 20 DBE Range: -2.0-1000.0 Electron lons: both
HC Ratio: unlimited Apply N Rule: no Use MSn Info: yes

Max Isotopes: all Isotope RI (%): 1.00 Isotope Res: 6000
MSn Iso Rl (%): 75.00 MSn Logic Mode: AND Max Results: 500

Event#: 1 MS(E+) Ret. Time : 0.032 -> 0.127 - 0.174 -> 0.712 Scan#:5-> 17-23 -> 91
812.0513

60000.0 834.0298
55000.0

50000.07 856.0158

45000.01
40000.0] 419.0845

2500001 2611023 413.2665
30000.0 877.9900

25000.07 899.9774
20000.01 273.1725

15000.01 433.0913 $13.0439
100000f 2151273 l 337.0971 698.2115

5000.0- ] | l 472.3855
Lk LR nl.l.u' PR . Y R .
2000 3000 4000 5000 6000 7000 800.0 _ 900.0 _ 1000.0 _ 1100.0 _ 1200.0

o

Measured region for 856.0158 m/z
856,0158

100.04

50.07

857.0161

T T T T T T T T T
855.5 856.0 856.5 857.0 857.5 858.0 858.5 859.0 859.5

C20 H28 N7 020 Na2 P4 M+ : Predicted region for 856.0129 m/z

856.0129
100.0q
50.0

857.0157
IF‘ I\
| \ 858.0177
855.5 856.0 856.5 857.0 857.5 858.0 858.5 853.0 858.5
Rank Score Formula (M) lon Meas.m/z  Pred. m/iz  Df. (mDa) Df. (ppm) Iso DBE

3 0.00 C20 H28 N7 020 Na2 P4 M+ 856.0158 856.0129 2.9 3.38 0.00 1.5

Supplementary Figure 3.1: HRMS reports for chemically synthesised ApsNs, where N=
A, C,G, U, dA, dC, dG or dT. ApsNs were synthesised chemically and purified by HPLC.
The ammonium bicarbonate buffer was removed by lyophilisation and the samples
were analysed by HRMS.
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A B
- No Cleanup

Harvard Cleanup

lon count
lon count

Time (minutes) Time (minutes)

No Cleanup

Pierce Cleanup

lon count
lon count

Time (minutes) Time (minutes)

Supplementary Figure 4.1: Effect of Harvard or Pierce Cleanup on identification of
ApsA in KBM7 cell extract. Extract was harvested from KBM7 cells and subjected to
either no cleanup (A, C), Harvard column cleanup (B), or Pierce column cleanup (D).
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Supplementary Figure 4.2: Investigating for the presence of ApisNs in KBM7 cells.

KBM7 cell

extract was harvested then analysed by triple quadrupole mass

spectrometry. The resulting peaks are show overlaid with one another (A) and in their

own scale (B).
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Supplementary Figure 5.1: Gating for the analysis of the cell cycle kinetics in KBM7
and NuKO cell lines. KBM7 and NuKO cells were labelled with EAU and Hoescht to
determine the proportion of cells in each stage of the cell cycle. Two biological repeats
were performed (A = Repeat 1, B = Repeat 2). EdU labelling = PE, Hoerscht labelling =

PB450.
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Supplementary Figure 5.2: YH2AX response to HU-induced stress in KBM7 and NuKO
cells. KBM7 and NuKO cells were stressed with HU for 2 hours then allowed to recover
for0, 1, 2, 4 or 24 hours. YH2AX levels were measured relative to actin then scaled so
that the yH2AX level in untreated KBM7 cells was equal to 100. A) Repeat 1 B)
Repeat 2.

272



KBM7 24 hr : All Events

(x10%

4 P1(69.06%)
84
-
) /
< 4
(o] A
@ 4
~
1/ 2. /\

NUKO 24 hr : All Events

(x10%

4 P1{60.70%)

SSC-A

T
200
(x10%

Count

KBM7 24 hr: P1

KBM7 24 hr: P1

10° U

KBM7 24 hr: P1

NUKO 24 hr: P1

Count

PE-A

NUKO 24 hr: P1

W VE D W W W W V1 ]

Necrotic(29.47%)

/ Early Apoptotic(3.48%

L E 0
LARRREREERRIILILS T

0 10% 10°
FITC-A

NUKO 24 hr: P1

T T i

10°

3 - JNecrofic(20.97%)
= |
1 =
. = = Vc
< —
] 5 ] '
7 g 3 JLive(18.1 9%
34 i ] P Dead(11.83%)
] 3 i1
I i o
= o - A optotic(46.4
= TITrrpror T T oo T rrrre
0 10* 10° 0 104 10°
FITC-A PE-A FITC-A

108

Supplementary Figure 5.3: Gating for analysis of the apoptotic response in HU-treated KBM7 and NuKO cells. HU-treated KBM7 or NuKO cells
were allowed to recover for 24 hours then labelled with YO-PRO1 and Pl and analysed by flow cytometry. Gating shown for A) KBM7 and B)

NuKO cells. YO-PRO1 = FITC and PI = PE.
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Ap A

Ap,U

Ap,C

Ap,G

Supplementary Figure 5.4: Raw ion count values showing the effect of HU
treatment on ApaN transition level in NuKO cells. NuKO cells were treated with 1
mM HU for 0.5, 1 or 2 hours. Metabolite-containing extracts were harvested and
subjected to LC-MS analysis. The ion counts for all three MRM transitions for Ap4A
(A—C), ApsU (D—F), ApaC (G—I) and ApsU (J—L) were analysed. For the untreated cells,
individual data points as well as the mean values and standard deviation are shown.
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This data set corresponds to Figure 5.6.
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Supplementary Figure 5.5: Raw ion count values showing the effect of increased
length of HU-treatment on ApsN concentration. NuKO cells were treated with HU
for increasing lengths of time then their extract was immediately harvested and
analysed by LC-MS. lon count abundance for all three MRM transitions for ApaA
(A—C), ApsU (D—F), ApaC (G-I) and ApsU (J-L) were recorded. This data set
corresponds to Figure 5.7.
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Supplementary Figure 5.6: Raw ion count values showing the effect of recovery
time on ApsN levels after HU-treatment. NuKO cells were treated for 2 hours then
allowed to recover for 0, 2 or 4 hours. The extract was then harvested and analysed
by LC-MS and ApaN levels were compared with those in the extract from untreated
cells. Changes in the levels of all three MRM transitions for ApsA (A—C), ApsU (D—F),
ApsC (G—I1) and ApaU (J-L) were analysed. Please note, this data set was produced
alongside the data set in Figure 5.7. The NT and O-hour time-point here correspond
to the O-hour and 2-hour treatments with HU in Figure 5.7. This data set
corresponds to Figure 5.8.
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Supplementary Figure 5.7: Raw ion count values showing the effect of 18-hour
treatment with damaging agents on ApsN levels. Cells were treated with either
Hydroxyurea (HU; A-D), Gemcitabine (GEM; E—H), Mitomycin C (MMC; I-L) or
Doxorubicin (DOX; M—P) for 18 hours before extracts were harvested and analysed by
LC-MS. Transitions 1, 2 and 3 are as follows: ApsA: 1=835.00>488.00,
2=835.00>408.05, 3=835.00>158.95; ApsU: 1=812.00>385.05, 2=812.00>464.95,
3=812.00>488.05; ApsC: 1=811.00>159.05, 2=811.00>464.05, 3=811.00>488.05;
ApsG: 1=851.00>424.00, 2=851.00>488.05, 3=851.00>503.90. This data set
corresponds to Figure 5.9.
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Supplementary Figure 5.8: Effect of damaging agents on internal ADP and ATP standards. Cells were treated with either Hydroxyurea (HU; A,
B), Gemcitabine (GEM; C, D), Mitomycin C (MMC; E, F) or Doxorubicin (DOX; G, H) for 18 hours before extracts were harvested and analysed by
LC-MS. Transitions 1, 2 and 3 are as follows: ATP: 1=506.20>79.00, 2=506.20>158.95, 3=506.20>408.05; ADP: 1=426.20>79.00,
2=426.20>134.05, 3=426.20>158.95. This data set corresponds to Figure 5.11.
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Supplementary Figure 6.1: Full Western blotting data showing the effect of ApsA
on localisation of DNA replication proteins. A: A comparison of level of Mcm2 and
PCNA localising to chromatin after treatment with G1, S or S+Ap4A extracts, using H3
for standardisation. B: The level of Mcm2 and PCNA available in the soluble extract
fraction after incubation in G1, S or S+Ap.A extracts. Please note that no ladder is
available for the Mcm2 and PCNA data. For the PCNA data, the middle set of repeats
was excluded due to poor transfer. This data set corresponds to Figure 6.9.
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Supplementary Figure 6.2: Full Western blotting data showing the effect of Ap4G
on localisation of DNA replication proteins. A: A comparison of level of Mcm2 and
PCNA localising to chromatin after treatment with G1, S or S+Ap4G extracts. B: The
level of Mcm2 and PCNA available in the soluble extract fraction after incubation in
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G1, S or S+Ap4G extracts. This data set corresponds to Figure 6.11.

280



A

G1 extract:
S extract:
Ap,U:

Mcm2

PCNA

H3

G1 extract:
S extract:
Ap,U:

Mcm2

PCNA

H3

Supplementary Figure 6.3: Full Western blotting data showing the effect of ApsU
on localisation of DNA replication proteins. A: A comparison of level of Mcm2 and
PCNA localising to chromatin after treatment with G1, S or S+ApsU extracts. B: The
level of Mcm2 and PCNA available in the soluble extract fraction after incubation in
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G1, S or S+Ap4U extracts. This data set corresponds to Figure 6.12.
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Supplementary Figure 6.4: Full Western blotting data showing the effect of Ap.dT
on localisation of DNA replication proteins. A: A comparison of level of Mcm2 and
PCNA localising to chromatin after treatment with G1, S or S+Ap4dT extracts. B: The
level of Mcm2 and PCNA available in the soluble extract fraction after incubation in
G1, S or S+ApadT extracts. This data set corresponds to Figure 6.14. The membrane
was probed for Cdc6 prior to Mcm2, so the Cdc6 blot is also shown to demonstrate
which bands represent Mcmz2. Similarly, the membrane was probed for PCNA prior
to actin. This data set corresponds to Figure 6.14.
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