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Abstract 

This thesis has investigated the electronic properties of organic molecular junctions, which 

form gold|single-molecule|gold structures, using a combination of density functional theory 

(DFT) and the equilibrium Green’s function formalism of transport theory. The first project 

considers the role of symmetric and asymmetric anchor groups for controlling charge transfer 

in molecular junctions, and how that relates to the position of the electrode Fermi level relative 

to the molecular resonances through various molecules. The results indicated that symmetric 

anchors such as thiol and pyridyl yield pinning of the electrode Fermi level to the resonances, 

whereas this pinning behaviour does not appear with asymmetric anchors such as pyridyl and 

SMe. It is found that changing the basis set has no effect on the transmission curves, when the 

pinning occurs, and that is likely due to the shape of the gold surface. This behaviour does not 

occur in the absence of the tip gold with using SAMs approach, which clarifies that the shape 

of the electrode plays a role in controlling the relative position of its Fermi energy. 

The second project concentrates on studying the effect of vibrations of the molecule on electron 

transport, and how it controls the value of the Seebeck coefficient. Different side groups are 

investigated for a series of fluorene-based molecules. The results indicated that the Seebeck 

coefficient of meta-connected molecules is more sensitive to the fluctuations of the side groups 

compared to the para case, which means that varying the pendant groups in molecular junctions 

can be exploited to control quantum interference (QI) and enhance the thermoelectric 

properties. Although C≡C and C≡N pendant groups behave similarly at room temperature, the 

transmission behaviour of the whole molecules different, where most of the curves in the C≡N 

case have this parallel shape (i.e., the anti-resonance is alleviated), leading to more 

enhancement in the Seebeck. In contrast, a less rigid pendant group such as C13(𝐹5)2 results in 

a large shift of the resonances causing broader conductance and Seebeck distributions. It is 



VI 

 

believed that the charge distribution of fluorine atoms could produce a gating environment on 

the backbone of the molecule leading to this large shift. 

The final project investigates the electron transport behaviour of para and meta connected 

molecules with and without the metal atoms, due to the presence of PdCl2. Introducing a metal 

atom into the path of the molecule creates another transmission path, which may play a role in 

disrupting or changing the QI. The complex structure of these molecules leads to multiple 

binding locations for attachment to gold electrodes and therefore multiple junction 

configurations can be formed. The results showed that the addition of the palladium with the 

chlorine atoms to the ligand molecules enhanced the conductance for both connectivities 

through the SMe anchor group due to the shift of the LUMO resonance to the Fermi energy. 

However, the different junction geometries do not enhance the Seebeck value. 
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Chapter 1 

 

Introduction and Background 

 

1.1. Molecular Electronics 

Today's world is so surrounded by electronic devices that it is difficult to imagine life without 

them. There has been a significant advancement in computer efficiency, speed and size from 

the earliest computers (ENIAC, 1947) to modern laptops. The evolution of transistor 

technology with the ability to increase its number into a small area of a single piece of an 

integrated circuit are the key to understand this startlingly rapid improvement. This 

miniaturisation process to build small silicon-based electronic devices has been predicted by 

Moore’s Law in 1965 [1]. However, the continuing trend in scaling down the dimensions of 

the transistors towards the molecular level is extremely challenging [2] and requiring an 

enormous effort both technologically and economically. Therefore, the exploration of 

alternative fabrication methods is demanded to achieve future generations of electronic 

devices. The area of molecular electronics, which builds systems from atoms or molecules, 

could be a promising candidate as active components, providing the required size, flexibility 

of design, and vast availability using facile bulk synthesis [2]. 

Molecular electronics might offer various advantages over conventional solid state electronic 

devices. The diminutive size of molecules means that their utilisation as electronic circuits 

within devices at the nanoscale level, i.e. several nanometres, is extremely attractive, especially 

in relation to the cost-effectiveness of scaled-up synthesis, and their capacity to self-form onto 

surfaces during which the molecular components self-configure into regular conformations via 
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non-covalent attachments. Chemists can create a wide variety of molecular structures, allowing 

for rational and systematic modification of molecule properties. As a result, new effects and 

physical phenomena not seen in conventional materials have been discovered, such as quantum 

interference. For industrial purposes, some compounds can be easily produced in large 

quantities, potentially leading to low-cost manufacturing. Furthermore, silicon circuits lose 

current and heat at the nanoscale, making them inefficient, and on the other hand, a good 

molecular wire would diminish the transit period of typical transistors (~10-14 s), decreasing 

the time required for a procedure [3]. Nevertheless, appreciation of a single molecule’s 

characteristics is paramount in order to produce molecular devices, as the capacity to utilise a 

particular intermolecular engagement and to build such devices without error whilst governing 

the electron transfer between the molecule and the electrodes is complex, owing to the 

molecular size and the lack of stability at elevated temperatures. 

 

1.2. History of Molecular Electronics 

The idea that organic molecules can be used in electrical circuits firstly proposed in the late 

1950s [4], but the first serious attempt which sparked this filed was published by Aviram and 

Ratner in 1974. They discussed theoretically the idea of a molecular rectifier, behaving like a 

p-n junction, in which an individual molecule containing an electron donor unit, 

tetrathiafulvalene (TTF) and an electron acceptor unit, tetracyanoquinodimethane (TCNQ), 

separated by a rigid alkane bridge as an insulator to disconnect the 𝜋 orbitals of the donor and 

acceptor groups [5]. Shortly afterwards, additional interest in this sphere was generated 

following the innovation of scanning tunnelling (STM) and atomic force (AFM) microscopies, 

in the latter part of the 1980s. Following the work of Aviram, in 1995, Joachim and Gimzewski 

[6] reported the initial quantification data relating to the conductance of a single molecule using 



3 

 

an STM-based method. Reed and Tour (1997) subsequently documented the initial transport 

study evaluating single-molecule junctions; these scientists employed a mechanical break 

junction technique, attaching two electrodes constructed using gold to a molecular conductor 

(1,4-benzenedithiol). This generated a symmetrical configuration that could, theoretically, be 

incorporated into more involved circuitry [7]. Despite the fact that this measurement has shed 

a great deal of light on how charges move via molecular junctions, important details about the 

electrical structure cannot be gleaned just from conductance properties. As an example, the p-

type or n-type of molecular junctions. Therefore in 2007, Reddy’s group [8] were the first who 

measured the Seebeck coefficients of benzenedithiol, dibezenedithiol and tribenzenedithiol 

using STM break junction in order to provide information about the sign of charge carrier and 

the relative position of the electrode Fermi energy with respect to the HOMO and LUMO 

levels. 

Currently, there is swift progress within the sphere of molecular electronics, from both 

experimental and academic perspectives in relation to single-molecule junctions derived from 

metal-molecule-metal templates. Numerous methodologies have been designed in order to 

explore these systems. Such techniques encompass scanning tunnelling microscopy break-

junction (STM-BJ) [9] and mechanically controllable break-junction (MCBJ) [10], wherein 

both are based on thousands repeating formation/breaking of single-molecule junctions. 

The advances in hypothetical strategies together with practical studies offer dependable and 

high standard techniques for computing the electronic configuration of atomic entities. 

Moreover, the combination of the theory with the experimental data has provided essential 

feedback to obtain a more accurate descriptions of molecular junctions and established a route 

for comprehending the characteristics of electron transport within these molecular junctions. 

These devices can be appraised using the mixture of academic knowledge and experimental 

data; the ultimate objective is to enhance the chemical structure in order to offer the most 
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effective electrical and thermal transport properties for making high performance 

thermoelectric materials. 

 

1.3. Molecular Junctions 

 

Figure (1.2): Schematic representing a molecular junction comprising: (a) left and right 

electrodes; (b) linker; and (c) core molecule. In this example, the electrodes are gold, a 

methyl sulfide (-SMe) is employed as the anchor group, and the central molecule is oligo 

(phenylene-ethynylene) (OPE). 

 

The term ‘molecular junction’ refers to the extended metal-molecule-metal configuration. Such 

a system includes left and right electrodes, linkers or anchor groups, and the core molecule, as 

illustrated in figure (1.2). One of the most important components in building good molecule-

electrode contacts is the electrode material choice. Non-metallic electrode, such as graphene, 

considered to be a good electrode candidate for molecular junctions. It has been the subject of 

numerous studies in organic-based electronics [11]–[13]. The graphene material is a highly 
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stable two-dimensional structure composed of covalently bonded carbon atoms; a π-conjugated 

configuration confers notable stability and chemical plasticity with high thermal conductivity. 

In contrast, metallic electrodes are most frequently chosen, such as gold, silver, copper and 

platinum [14], [15]. Gold is often preferred due to its chemical inertness in reactions, chemical 

stability, significant conductivity, and the fact that it is straightforward to construct into 

numerous formats that facilitate studies. It also has well-developed self-assembling methods 

with molecules [16]. The second important element for building molecule-electrode contacts 

is the anchoring groups. The chemical nature of the anchor group is selected based on the 

characteristics of the electrodes, so a chemical reaction can occur between the molecule and 

the electrode by forming a chemical bond. Numerous molecular junctions have been evaluated 

in the presence of gold electrodes, incorporating a range of anchoring groups [17]–[19], such 

as amine (-NH2), thiol (-SH), pyridine (-C5H4N) or nitro (-NO2), which can be defined as an 

atom, or a group of atoms, that are chemically introduced into both ends of a molecular wire to 

bind to the source and drain electrodes and enable transport through the molecule. The chemical 

binding group's nature has a significant impact on the charge distribution across a molecular 

junction  and the ultimate energy level alignment (i.e., the relative locations of the 

HOMO/LUMO to the electrode Fermi level), and this will be more discussed in chapter 4. 

Finally, as part of the process of designing a molecule-electrode contact, the backbone or the 

bridge of the molecule can be modified by manipulating molecular structures or conformations, 

depending on the goal or the desired outcome for the studied system. 

One of the major challenges in single molecule junction research is understanding the 

relationships between molecular structure and electronic transport characteristics. Employing 

DFT molecular dynamics (MD) on molecular junctions at room temperature is a computational 

strategy that can capture some of the conformational variability inherent to the experiments, 

such as bond-making/breaking events, compression and extension of the molecule (vibrational 
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frequencies) and variation of the molecular dihedral angles. All these aspects play a role in 

controlling the transport characteristics. As an example, Au-alkanedithiol-Au junction has been 

extensively studied to investigate the effect of the stretching of the junction on the conductance 

during the MD simulations [20], [21]. As the junction is being stretched, the molecule is 

initially bonded to the electrodes through the anchor and then mechanically extended until it 

breaks. Thus, when the molecule is compressed at the beginning of pulling, gauche 

conformations with low conductance features are adopted, but as the molecule is pulled into a 

straight alkane chain, these gauche defects disappear, leading to an increase in the conductance. 

The fluctuations of Au-S bond, which anchors the molecule to the gold surface, allow multiple 

coordination geometries, and junction compression or elongation during the MD process are 

all have influences on the changes in the conductance and Seebeck behaviours. In chapter 5, I 

will investigate the vibrational effect of fluorene-based molecule having different side groups 

using MD simulation. The addition of side group(s) can play a role in changing or tunning the 

single molecule conductance without modifying the molecular backbone structure. In an alkene 

chain, for example, the stick-loop side group can be adjusted to produce constructive and 

destructive interference patterns [22]. Moreover, Sadeghi et al. [23] obtained that the QI can 

be tuned to give low or high conductance (switching behaviour) by only varying the position 

and conformation of side groups in OPE-derived molecules. The side group with the presence 

of QI can also create a Fano resonance which will be discussed in the following section. 

                         

1.4. Quantum Interference 

Quantum interference (QI) effects have been the subject of considerable attention within the 

domain of charge transport in experimental work at the single molecule level as they offer a 

unique opportunity to tune the charge transport through molecular devices and materials at the 
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phase-coherent scale [24]–[26]. QI can promote or diminish conductance within the molecular 

system, effects referred to as constructive (CQI) or destructive (DQI) quantum interference, 

respectively [27]. Both academic and practical work have been conducted in relation to QI 

since 1988. A straightforward configuration has been employed to assess QI, i.e., a benzene 

ring with para and meta connection patterns (figures 1.3 and 1.4) within a tight binding model. 

In this example, a quantum interference feature occurs when electrons with energy 𝐸 transport 

through multiple paths from an origin to another point in the ring and upon arrival at the point 

of interest, they merge or superimpose. When the wave functions from the different pathways 

are in phase, constructive interference will take place, in contrast, out of phase (i.e. one wave 

has a phase shift of π) will give rise to destructive interference cancelling the transmission at a 

specific energy (i.e. a zero-transmission node in the HOMO-LUMO gap).  

Quantum Interference effects are also present in the case of molecules with pendant groups. 

Figure 1.5 shows a simple linear chain with a single site attached. The resulting transmission 

in figure (1.6) shows three Breit-Wigner peaks, which are related to the three atomic orbitals 

of the sites 𝜀1, whereas the peak (resonance) at 𝐸 = 0.9  and the dip (anti-resonance) at 𝐸 = 𝜀𝑏 

are called a Fano resonance. The Fano resonance is formed of a resonance followed by an anti-

resonance [28] due to the interference between the discrete state 𝜀𝑏 (the pendant group) and the 

continuum state 𝜀1 (figure 1.5). This type of resonance is of strong interest in designing 

molecules for use in thermoelectric materials since it can lead to an enhancement of the 

efficiency in single molecule devices [29] if its peak is at the Fermi level. 

The room temperature QI in molecular junctions, particularly the anti-resonance, can be 

exploited to increase the efficiency of molecular components through enhanced molecular 

Seebeck coefficients [30], [31], with the aim of shifting its position towards the metallic 

electrodes Fermi level. In other words, boosting the thermopower (Seebeck coefficient) of a 

molecular junction can be achieved if the electrode Fermi energy coincides with a steep slope 
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of the electron transmission coefficient 𝑇(𝐸). There are different strategies to improve the 

Seebeck coefficient 𝑆 [30], one of which is by controlling the position of intra-molecular 

energy levels via manipulating the side groups, which has been investigated more in chapter 5. 

 

 

 

Figure (1.3): A 6-atom ring (equivalent to a benzene molecule), which is linked to left and 

right electrodes with different types of connection patterns: a) para and b) meta, where 𝜀0 and 

𝜀1 refer to the site energies of the atoms in the leads and the molecule, respectively, and 

−𝛾𝐿,𝑅 , −𝛾 and −𝛼 represent the coupling between them. 
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Figure (1.4): Constructive and destructive transmission curves of the benzene ring shown in 

the above figure due to para and meta connectivities, respectively. 

 

 

 

Figure (1.5): A 1-dimensional system consisting of delocalized molecular orbitals (𝜀1) 

connected by a coupling 𝛼 to left and right electrodes with a site energy (𝜀0) and hopping 

element 𝛾, where a discrete energy level (𝜀𝑏) is localized and weakly coupled by the bond 

(𝜔) to the linear chain system. 
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Figure (1.6): The transmission coefficient of the dangling system in figure 1.4, where the 

Fano resonance occurs. 

 

1.4. Thesis Outline 

The aim of the research presented in this dissertation is to investigate electron transfer within 

molecular junctions. The theoretical strategies include two key approaches: density functional 

theory (DFT) in combination with the equilibrium Green’s function formalism of transport. 

Chapter 2 discusses the physical theories that have been extended and developed to investigate 

and understand the electronic properties of molecules, starting by simplifying the Schrödinger 

equation using Born-Oppenheimer approximation and ending with Hohenberg-Kohn and 

Kohn-Sham theorems, which led to substantial progress in converting DFT to a data processing 

code (SIESTA) and hence opened the door to applications for actual physical systems. Next, 

as an introduction to molecular junctions, which are made up of a single molecule bridging two 

macroscopic electrodes, the flow of electrical currents through a single molecule can be studied 
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via a one-dimensional scattering problem. Thus, the transport theory of molecular junction 

based on scattering theory and the Green's function technique to calculate the transmission 

function are investigated in chapter 3. Chapter 4 looks at the role of anchor groups, and how 

they control the charge transfer in a molecular junction, as well as how this relates to the relative 

location of the electrode Fermi level to molecular resonances. From this investigation, it is 

found that the structure of the junction (the shape of the leads) plays a role on the relative 

position of the electrode Fermi level. In chapter 5, I focus on quantum interference effects in 

para and meta compounds, with different pendant groups. Besides the connectivity effect, I 

investigate the vibrational effects of the pendant groups in electron transport through single 

molecule junctions. These effects are important and can enhance the Seebeck coefficient. 

Varying the side groups with meta connectivity is shown to have a profound influence on the 

transport characteristics of a molecular junction. Chapter 6 studies the transport properties of 

para and meta connected molecules with and without the metal atom of PdCl2. The results 

reveal that the inclusion of this metal atom in molecular wires causes a shifting of the LUMO 

resonance closer to the DFT calculated Fermi energy, resulting in small enhancement in the 

conductance. Finally, this thesis is concluded with a summary and future works in chapter 7.  
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Chapter 2 

 

Density Functional Theory (DFT) 

 

2.1. Introduction 

Over the past 40 years, the field of molecular electronics has taken advantage of expertise from 

physics and chemistry to explore and understand the electronic properties of molecules [1]. 

Hence, many physical theories have been expanded and developed to achieve this goal. One 

widely used tool in molecular chemistry is called density functional theory (DFT). The 

implementation of DFT is one of the most successful and unbiased tools used in physics, 

chemistry and materials science for computing the electronic structure of the ground state of 

many body systems, in particular atoms, molecules and the condensed phases [2]–[4]. This 

theory incorporates the Kohn-Sham method of fictitious non-interacting electrons to mimic 

that of interacting electrons, generating the same density as that of the interacting ones [3], [4]. 

This chapter is divided into two parts. The first part will introduce the physical theories that 

underpin the fundamental assertion of DFT, starting from simplifying the Schrödinger equation 

using the Born-Oppenheimer approximation. This is followed by a discussion of the two 

theorems; Hohenberg-Kohn and Kohn-Sham [5], which have the significant development to 

turn DFT to a data processing code (SIESTA) [4] and opened the door to applications for 

realistic models of bulk materials. 

Finally, the second part will discuss the SIESTA code (Spanish Initiative for Electronic 

Simulations with Thousands of Atoms), which has been used extensively throughout this 

research work as an efficient theoretical tool to compute the ground state energy and provide 
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us all the physical properties of large systems having thousands of electrons with reasonable 

accuracy. 

 

2.2. Many-Body Problem      

In quantum statistical mechanics, one of the biggest challenges is solving the Schrödinger 

equation for many-body problem with large number of interacting particles, which has become 

a goal for physicists and chemists to achieve. The aim is to obtain the observable properties of 

such system, which can be accomplished by finding a solution to the Schrödinger equation: 

                             𝐻̂𝜓 (𝑟1, … , 𝑟𝑁 , 𝑅1, … , 𝑅𝑀) = 𝐸𝜓 (𝑟1, … , 𝑟𝑁 , 𝑅1, … , 𝑅𝑀)                             (2.1) 

𝐻̂ represents the time-independent Hamiltonian operator, which provides a full description of 

the electronic structure of a system, 𝜓 is the total eigenstate that has a set of solutions or 

eigenstates 𝜓𝑛, 𝐸 is the associated energy eigenvalue, 𝑟𝑖 and 𝑅𝐼 represent the position of the of 

the 𝑖 − 𝑡ℎ electrons and 𝐼 − 𝑡ℎ nucleus, respectively. For a system consisting of N-electrons 

and M-nuclei interacting with each other. The general many body Hamiltonian of such a system 

is divided into five elements: 

                                               𝐻̂ = 𝑇̂𝑁 + 𝑇̂𝑀 + 𝑉̂𝑁−𝑁 + 𝑉̂𝑀−𝑀 + 𝑉̂𝑁−𝑀                                          (2.2) 

𝐻̂ = −∑
ℏ2

2𝑚𝑖

𝑁

𝑖=1

∇𝑖
2

⏞      
𝑇̂𝑁

 −∑
ℏ2

2𝑀𝐼

𝑀

𝐼=1

∇𝐼
2

⏞      
𝑇̂𝑀

+
1

2
∑

𝑒2

4𝜋𝜀0|𝑟𝑖 − 𝑟𝑗|

𝑁

𝑖≠𝑗

⏞          
𝑉𝑁−𝑁

+
1

2
∑

𝑒2𝑍𝐼𝑍𝐽

4𝜋𝜀0|𝑅𝐼 − 𝑅𝐽|

𝑀

𝐼≠𝐽

⏞            
𝑉𝑀−𝑀

 

−
1

4𝜋𝜀0
∑

𝑍𝐼𝑒2

|𝑟𝑖 − 𝑅𝐼|

𝑁𝑀

𝑖𝐼=1

⏞          
𝑉𝑁−𝑀

                                                                                               (2.3) 
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Here, the Hamiltonian operator expresses the sum of the total energy of such system, including 

both kinetic energies of N-electrons 𝑇̂𝑁 and M-nuclei 𝑇̂𝑀, and the Coulomb interactions 

between them (𝑉̂𝑁−𝑁 , 𝑉̂𝑀−𝑀 , 𝑉̂𝑁−𝑀). 𝑚𝑖 and 𝑀𝐼 are the mass of the 𝑖 − 𝑡ℎ electron and 𝐼 − 𝑡ℎ 

nuclei, respectively. 𝜀0 is the dielectric constant of vacuum, 𝑍𝐼 is the atomic number of the 𝐼 −

𝑡ℎ nucleus, and 𝑒 is the electron charge. 

As it can be seen from equation (2.3), there are many variables in the Hamiltonian where the 

interaction terms cannot be directly uncoupled and solved independently for a system with 

more than a few electrons and nuclei, and that makes the Schrödinger equation impractical or 

complicated to be solved. In an attempt to tackle this problem, we need to minimize the size of 

this equation, which can be achieved through the Born-Oppenheimer approximation [6]. 

 

2.3. Born-Oppenheimer approximation 

A simple system such as two hydrogen atoms, where each atom has one electron,  can be solved 

analytically, and the solution to the Schrödinger equation will be an exact. However, for a large 

system consists of more than a few electrons and nuclei finding the eigenvalues and eigenstates 

of the Schrödinger equation becomes more difficult. Therefore, the traditional Born-

Oppenheimer approximation can solve this issue by separating the nucleon and electron 

degrees of freedom and reducing the size of that equation. 

This approximation is based on the fact that the mass of the nuclei is approximately three orders 

of magnitude larger than the mass of electrons [6]–[8]. The heavier the nuclei are, the slower 

they will move compared to electrons, which thus can be treated as almost stationary sources. 

In other words, their kinetic and potential energy (𝑇̂𝑀 , 𝑉̂𝑀) can be negligible. This reduces the 

problem to electrons only, and thus equation (2.3) can be written as: 
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                               𝐻̂𝑒 = −∑
ℏ2

2𝑚𝑖

𝑁

𝑖=1

∇𝑖
2 +

1

2
∑

𝑒2

4𝜋𝜀0|𝑟𝑖 − 𝑟𝑗|

𝑁

𝑖≠𝑗

−
1

4𝜋𝜀0
∑

𝑍𝐼𝑒
2

|𝑟𝑖 − 𝑅𝐼|

𝑁𝑀

𝑖𝐼=1

                (2.4) 

This simplification by Born-Oppenheimer approximation was the first attempt to reach the aim. 

However, further steps are required to solve the Schrödinger equation. Therefore, Hohenberg 

and Kohn came up with a method to construct density functional theory (DFT) that determines 

all the electronic properties by the ground state density 𝜌0(𝑟) [9], [10]. 

 

2.4. The Hohenberg-Kohn Theorems 

The Hohenberg-Kohn (HK) theorems, a bedrock of modern density functional theory (DFT), 

play a fundamental role in the development of DFT. The formulation applies for any system 

consisting of electrons moving under the influence of an external potential 𝑉𝑒𝑥𝑡(𝑟𝑖).  

The Hohenberg-Kohn theorems include two simply stated assertions: 

• Theorem 1. If there are two different external potentials (𝑉𝑒𝑥𝑡
1) and (𝑉𝑒𝑥𝑡

2) arising from the 

same density 𝜌(𝑟), then there will be two Hamiltonians 𝐻1 and 𝐻2 with the same ground state 

density, but different wavefunctions 𝜓1 and 𝜓2. From the variational principle, these two 

wavefunctions cannot be equal to each other, because they satisfy different Schrödinger 

equations, hence they have different Hamiltonians and different ground state energies, meaning 

that the ground state electronic density of a system is uniquely determined by only one specific 

external potential [10]–[12]. 

• Theorem 2. Consider the expression for the total energy 𝐸 of a system with density 𝜌: 

                                     𝐸𝑡𝑜𝑡𝑎𝑙(𝜌) = 𝑇𝑖𝑛𝑡(𝜌) + 𝑉𝑒(𝜌)⏟          
𝐹𝐻−𝐾(𝜌)

+∫𝑑𝑟 𝑉𝑒𝑥𝑡 (𝑟)𝜌(𝑟)                       (2.5) 
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The kinetic energy term 𝑇𝑖𝑛𝑡 for interacting systems and the internal interaction of the electrons 

𝑉𝑒 are treated as the same for the whole system. Therefore, they are called a universal functional 

𝐹𝐻−𝐾(𝜌), depending only on the density 𝜌(𝑟). Consequently, if this universal functional is 

known, then by minimizing the energy (Eq. 2.5), we can obtain the ground-state of the system, 

and all physical quantities of interest could be calculated [10]–[12].  

Although the Hohenberg-Kohn theorems are extremely powerful, they do not offer a way of 

computing the ground-state density of a system in practice, because the exact form of the 

functional 𝐹𝐻−𝐾(𝜌) is not known. The kinetic term and internal energies of the interacting 

electrons cannot generally be expressed as functional of the density (i.e., the direct 

minimization will not provide us the ground state energy, but by the simpler procedure of 

Kohn-Sham). 

 

2.5. Kohn-Sham theorem 

Even though the wave function of non-interacting particles is dissimilar from that of the 

interacting ones and so is the density, the Kohn–Sham approach is based on the approach that 

a fictitious system of the non-interacting particles yields, in such a way, the same density as 

that of the interacting particles (a self-consistent method) [2], [5].  

The idea of this formalism is to replace the original Hamiltonian of an interacting system with 

an effective Hamiltonian (𝐻𝑒𝑓𝑓) of a non-interacting system in an effective external potential 

𝑉𝑒𝑓𝑓(𝑟𝑖), which has the same ground-state density as the initial interacting system [13], [14]. 

Since there is no clear procedure for calculating this, the Kohn-Sham method is considered as 

an ansatz, but it is considerably easier to solve than the interacting problem. The Kohn-Sham 

method is based on the Hohenberg-Kohn universal functional: 
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                                         𝐹𝐻−𝐾[𝜌( 𝑟 ⃗⃗ )] = 𝑇𝑖𝑛𝑡[𝜌( 𝑟  )] + 𝑉𝑒[𝜌( 𝑟  )]⏟      
𝑧𝑒𝑟𝑜 𝑓𝑜𝑟 

𝑛𝑜𝑛−𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑛𝑔 
𝑠𝑦𝑠𝑡𝑒𝑚

                                  (2.6) 

The Hohenberg-Kohn functional for non-interacting electrons has only the kinetic energy, and 

the internal interaction of the electrons 𝑉𝑒 is equal to zero. The energy functional of the Kohn-

Sham functional 𝐹𝐾𝑆[𝜌( 𝑟 ⃗⃗ )], in contrast to (Eq. 2.5), is given by: 

      𝐹𝐾𝑆[𝜌( 𝑟 ⃗⃗ )] = 𝑇𝑛𝑜𝑛[𝜌( 𝑟  )] + 𝐸𝐻𝑎𝑟𝑡[𝑛𝜌( 𝑟  )] + ∫𝑉𝑒𝑥𝑡( 𝑟  ) 𝜌( 𝑟  ) 𝑑𝑟 + 𝐸𝑥𝑐[𝜌( 𝑟  )]     (2.7)  

where 𝑇𝑛𝑜𝑛  is the kinetic energy of the non-interacting system, which is different from 𝑇𝑖𝑛𝑡  

(for interaction system) in equation (2.5), 𝐸𝐻𝑎𝑟𝑡 is called the Hartree energy, and that is the 

classical electrostatic energy or classical self-interaction energy of the electron gas associated 

with density 𝜌( 𝑟  ). The last term (𝐸𝑥𝑐) is called the exchange-correlation energy functional, 

which is defined as the difference between the kinetic energy for the interacting, non-

interacting systems and the electron-electron interaction energy, as shown in equation (2.8). 

                       𝐸𝑥𝑐[𝜌( 𝑟  )] = 𝐹𝐻−𝐾[𝜌( 𝑟  )] −
1

2
∫
𝜌( 𝑟 1 )𝜌( 𝑟 2 )

|𝑟 1−𝑟 2|
𝑑𝑟 1𝑑𝑟 2

⏞            
𝐸𝐻𝑎𝑟𝑡[𝜌( 𝑟  )]

− 𝑇𝑛𝑜𝑛[𝜌( 𝑟  )]             (2.8)                  

Since 𝐸𝑥𝑐 does not have an exact form, enormous efforts have been directed toward finding a 

better approximation. Currently, the functionals can investigate and predict the physical 

properties of a wide range of solid-state systems and molecules. For the last three terms in 

equation (2.7), the functional derivatives are taken to construct the effective single particle 

potential, 𝑉𝑒𝑓𝑓( 𝑟  ): 

                                     𝑉𝑒𝑓𝑓( 𝑟  ) = 𝑉𝑒𝑥𝑡( 𝑟  ) +
𝜕𝐸𝐻𝑎𝑟𝑡[𝜌( 𝑟  )]

𝜕𝜌( 𝑟  )⏟        
𝑉𝐻

+
𝜕𝐸𝑥𝑐[𝜌( 𝑟  )]

𝜕𝜌( 𝑟  )⏟        
𝑉𝑥𝑐

                         (2.9) 

where, 𝑉𝐻 is the Hartree potential of the electrons, and 𝑉𝑥𝑐 is the exchange-correlation potential. 

Then, this potential can be used to calculate the Hamiltonian of the single particle: 
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                                                                𝐻𝐾𝑆 = 𝑇𝑛𝑜𝑛 + 𝑉𝑒𝑓𝑓                                                           (2.10) 

By utilizing this Hamiltonian, the Schrödinger equation becomes: 

                                                              [𝑇𝑛𝑜𝑛 + 𝑉𝑒𝑓𝑓]𝜓𝑖(𝑟) = 𝜀𝑖𝜓𝑖(𝑟)                                        (2.11) 

This is known as Kohn-Sham equation, where 𝜓𝑖 is the wave function of electronic state 𝑖, and 

𝜀𝑖 is the Kohn-Sham eigenvalue. The Kohn-Sham approach shows that a complicated 

interacting many-body system can be mapped onto a set of simple non-interacting equations 

exactly if the exchange-correlation functional is known. However, this functional is not known 

exactly, so approximations must be made. 

 

2.5.1. Exchange and correlation  

If the exchange correlation functional (𝐸𝑥𝑐) is known precisely, the Kohn-Sham method could 

be a powerful approach to obtain an accurate ground-state density. However, as there is no 

exact form to evaluate (𝐸𝑥𝑐), this leads to the construction of approximation methods. As a 

result, the local density approximation (LDA) and the generalized gradient approximation 

(GGA) have become the most commonly used in many body problems [15]. 

The LDA, that has long been the standard choice [16], is the simplest approximation, in which 

the exchange correlation functional (𝐸𝑥𝑐) is based only on the local density. This 

approximation is an accurate and powerful functional for systems where the electron density is 

not rapidly changing. Moreover, the total correlation energy is overestimated in LDA, and the 

total exchange energy is underestimated, which cause errors in some systems, for example, 

semiconductors and insulators [17]. Therefore, it is essential to obtain an alternative 

approximation such as the generalized gradient approximation (GGA). The GGA to some 
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extent is LDA but involves the density with its gradient (the derivative of the density). As a 

result of that, it is more accurate approximation compared to LDA functional. To give more 

information about these two approximations, the following sections will briefly describe them. 

 

2.5.1.1. Local Density Approximation (LDA) 

As mentioned previously, the LDA approximation tends to underestimate distances and angles 

of optimized molecular geometries, and it only works accurately for systems where the electron 

density is varying slowly. Its functional (𝐸𝑥𝑐
𝐿𝐷𝐴) is given by the expression [5]: 

                                        𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌(𝑟 )] = ∫ 𝜌(𝑟 )𝐸𝑥𝑐

𝐻𝐺𝐸[𝜌(𝑟 )] 𝑑(𝑟 )                                          (2.12) 

The term 𝐸𝑥𝑐
𝐻𝐺𝐸   is known as the exchange-correlation energy of the homogeneous electron gas 

with density of 𝜌(𝑟 ). This term can be split into two parts; the sum of the exchange 𝐸𝑥
𝐻𝐺𝐸[𝜌(𝑟 )], 

and the correlation energies 𝐸𝑐
𝐻𝐺𝐸[𝜌(𝑟 )], which can be evaluated as: 

                              𝐸𝑥𝑐
𝐿𝐷𝐴 = ∫𝑑(𝑟 )𝜌(𝑟 )𝐸𝑥

𝐻𝐺𝐸[𝜌(𝑟 )] + 𝐸𝑐
𝐻𝐺𝐸[𝜌(𝑟 )]                                      (2.13) 

This type of functional performs well in the homogeneous systems with 𝑆 and 𝑃 orbitals like 

graphene and carbon nanotubes, while for atoms that have 𝑑 and 𝑓 type orbitals, a large error 

is predicted. 

 

2.5.1.2. Generalized Gradient Approximation (GGA) 

Since the LDA approximation fails in situations where the density is changing rapidly, the LDA 

has been expanded by involving the derivatives of the density into the functional form of the 
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exchange and correlation energies. To perform this is by including the gradient and the higher 

spatial derivatives of the total charge density into the approximation. 

                                       I.e., (|𝛻𝜌(𝑟 )|, |𝛻2 𝜌(𝑟 )|, … )  

                              𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌(𝑟 )] = ∫ 𝜌(𝑟 )𝜀𝑥𝑐

𝐺𝐺𝐴[𝜌(𝑟 ), |𝛻𝜌(𝑟 )|]𝑑(𝑟 )                                    (2.14) 

This function 𝐸𝑥𝑐
𝐺𝐺𝐴 is known as the generalised gradient approximation (GGA). This type of 

functional performs well in the non-homogeneous systems, and it tends to overestimate 

distances and angles of the optimized molecular geometries. 

 

2.6. SIESTA 

SIESTA is an acronym derived from the Spanish Initiative for Electronic Simulations with 

Thousands of Atoms. It is a well-known implementation of the DFT method to solve the Kohn-

Sham equations, which is suitable for studying crystals and metallic electrodes and 

investigating their electronic properties [4]. Thus, to solve the Kohn-Sham equations, SIESTA 

uses various approximation schemes which are discussed in the following section. 

 

2.6.1. The Pseudopotential Approximation 

Investigating the electronic properties of typical systems of molecules consist of many atoms 

requires large computer time and memory. Therefore, using the pseudopotential approximation 

is useful to save time and memory in a simulation.  

The pseudopotential approximation was proposed by Fermi in 1934 [18]. The principle of this 

approximation is based on replacing the core electrons, which occupy the filled shells of the 
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atomic orbitals, and leaving the valance electrons that are arranged in the partially filled outer 

shells. The reason for that is because the core electrons are not involved in the interaction 

between atoms compared to the valance ones, which are responsible in forming molecular 

orbitals via atomic interaction. In other words, core electrons are spatially localized about the 

nucleus, and valance electron states overlap when atoms are brought together, which means 

that the latter plays an essential role in determining most of the chemical properties. As a result 

of that, the significant decrease in the electrons number of a large system would lower the 

computational expenses for that system. 

 

2.6.2. Calculating the Binding Energy (B.E)  

The binding energy between different parts of configurations can be computed using the DFT 

method. This is achieved by calculating the ground state energy of the whole system (𝐸𝐴𝐵
𝐴𝐵) 

and then the energy of the individual components (𝐸𝐴
𝐴)( 𝐸𝐵

𝐵). However, this method is subject 

to errors when using a DFT code such as SIESTA, which uses localised basis sets that are 

focused on the nuclei. The basis-functions of interacted atoms will overlap when they become 

close together, causing artificial strengthening of atomic interactions, and this could affect the 

total energy of the system and give inaccurate calculation. To solve this type of error, the Basis 

Set Superposition Error correction (BSSE) method [19] or the counterpoise correction (CP) 

method [20] is instead used. 

Consider two systems, which are labelled as A and B as shown in the figure below. 
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Figure (2.1): Counterpoise method to calculate the binding energy, where 𝐴 and 𝐵 symbolize 

to the molecule and the lead, respectively. 

 

The general definition of the binding energy of the interaction is given by: 

𝐵. 𝐸 = ∆𝐸(𝐴𝐵) = 𝐸𝐴𝐵
𝐴𝐵 − (𝐸𝐴

𝐴 + 𝐸𝐵
𝐵) 

In contrast, the definition of the binding energy using the counterpoise correction method is: 

𝐵. 𝐸 = ∆𝐸(𝐴𝐵) = 𝐸𝐴𝐵
𝐴𝐵 − (𝐸𝐴

𝐴𝐵 + 𝐸𝐵
𝐴𝐵) 

where 𝐸𝐴𝐵
𝐴𝐵 ⟹ represents the total energy of the dimer systems 𝐴 and 𝐵. 

𝐸𝐴
𝐴𝐵 ⟹ represents the total energy of system 𝐴 evaluated in the basis of the dimer.  

while 𝐸𝐵
𝐴𝐵 ⟹ represents the total energy of system 𝐵 evaluated in the basis of the dimer. 

This means that ‘ghost’ states (basis set functions which have no electrons or protons) are used 

to evaluate the total energy of the system 𝐴 or 𝐵 in the dimer basis. This method provides 

reliable and realistic results for the binding energy compared to the general definition [21], 

[22]. 
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2.7. Calculations in Practice 

There are several parameters which need to be determined within the SIESTA code to perform 

calculations. First, constructing the atomic configuration of the desired system, and then 

determining for each component the appropriate pseudopotentials, which can be distinct for 

each exchange-correlation functional. Secondly, the accuracy and speed of calculations are 

restricted to some parameters such as the type of the basis set, thus, it is important to choose a 

suitable basis set for each element. Furthermore, the grid fineness and density convergence 

tolerances parameter provide more precise calculations. Finally, the Pulay is another input 

parameter to control the convergence. It accelerates or maintains the stability of the 

convergence of the charge density in SIESTA. 

After choosing the suitable parameters, the next step is finding the charge density for non-

interacting system by using the self-consistency process within SIESTA. According to figure 

(2.2), the calculation starts with constructing an initial charge density as a guess to compute 

the effective potential, which is the sum of the external potential, Hartree potential and 

exchange-correlation potential. After that, a new charge density is obtained by solving the 

Kohn-Sham equation, and the next iteration is started and repeated many times till the 

necessary convergence criteria is reached, so the ground-state electron density is obtained, and 

from that all properties including Hamiltonian, force, energy and wave function, of the ground 

state are determined. For the geometric optimization, this process is performed in a loop, which 

is controlled via conjugate gradient method (CG) [23], [24] to obtain the minimum ground state 

energy and the corresponding atomic structure. Generating the Hamiltonian of a given system 

is the key ingredient for the quantum transport calculations in the next chapter. 
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Figure (2.2): Schematic of the self-consistency process within SIESTA. 
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Chapter 3 

 

Quantum Transport Theory 

 

3.1. Introduction 

In molecular electronics, the theoretical study of a single-molecule junction can be treated as a 

scattering problem, which consists of three components; the leads (electrodes), the anchor 

group (part of the molecule which binds to the electrodes) and the molecule (scattering region). 

Since a molecule is connected between the electrodes, charge will travel from one side to the 

other. Thus, for designing more efficient materials, the goal is to understand the scattering 

process in the electrode junction and molecular bridge and investigate its electrical properties 

[1], such as, the transmission coefficient 𝑇(𝐸), the thermopower (or Seebeck coefficient 𝑆) and 

figure of merit 𝑍𝑇. The transmission coefficient 𝑇(𝐸), a key quantity of interest, is a property 

of the whole system, which includes information about the electrodes, the molecule and the 

linkers between them. 

In this chapter, first, the scattering matrix will be introduced and followed by the discussion 

regarding the Landauer formula, which provides a link between the conductance and the 

transmission function. Then, illustrating the general method for computing the transmission 

coefficient 𝑇(𝐸) in a 1-dimensional system through solving the Schrödinger equation, and for 

describing the transmission curve of a system I will examine the Breit-Wigner formula. Finally, 

this chapter will discuss the equilibrium Green’s function approach, which is an efficient 

method for solving scattering problems and calculating the transmission without explicitly 

solving the Schrödinger equation. 
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3.2. Scattering matrix 

 

Figure (3.1): A 1-dimensional system which has a scattering region of N atoms connected by 

the hopping elements −𝛼 and −𝛽 to left and right semi-infinite linear leads of site energyies 

𝜀𝐿 and 𝜀𝑅 with couplings −𝛾𝐿 and −𝛾𝑅, respectively. 

 

The scattering-matrix is an effective tool to calculate the transport properties in scattering 

theory, and its calculation can be achieved via solving the time-independent Schrödinger 

equation.  

First, the most general solution to the Schrödinger equation in the left lead is: 

                                                                𝜓𝑗 =
𝐴

√𝜐𝑙
𝑒𝑖𝑘𝑙𝑗 +

𝐵

√𝜐𝑙
𝑒−𝑖𝑘𝑙𝑗                                              (3.1) 

The constants 𝐴 and 𝐵 refer to the amplitudes of two waves travelling to the right and left, 

respectively, here 𝑣𝑙 is the group velocity of the plane waves on the left. 

The current in the left lead is: 

                                                                    𝐼𝑙𝑒𝑓𝑡 = |𝐴
2| − |𝐵2|                                                         (3.2) 
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Secondly, from the most general wave function in the right lead is: 

                                                                ∅𝑗 =
𝐶

√𝜐𝑟
𝑒𝑖𝑘𝑟𝑗 +

𝐷

√𝜐𝑟
𝑒−𝑖𝑘𝑟𝑗                                             (3.3) 

                                                                   𝐼𝑟𝑖𝑔ℎ𝑡 = |𝐶
2| − |𝐷2|                                                        (3.4) 

Here, 𝐶 and 𝐷 represent the amplitudes of two waves travelling to the right and left, 

respectively. 

Since the current satisfies the relation (𝐼𝑙𝑒𝑓𝑡 = 𝐼𝑟𝑖𝑔ℎ𝑡), hence: 

                                                             |𝐴2| − |𝐵2| = |𝐶2| − |𝐷2|                                                   (3.5) 

                                                             |𝐴2| + |𝐷2| = |𝐵2| + |𝐶2|                                                   (3.6) 

This expression states that the incoming current is equal to the outgoing current. The left term 

(|𝐴2| + |𝐷2|) refers to the incoming current from both electrodes, and the right term (|𝐵2| +

|𝐶2|) indicates the outgoing current into both electrodes. 

Relating outgoing amplitudes to incoming amplitudes requires constructing the scattering 

matrix, which is often called the ‘s-matrix’: 

                                                                [
𝐵
𝐶
]

⏟
|𝑜𝑢𝑡⟩

= [
𝑆11 𝑆12
𝑆21 𝑆22

]
⏟      

𝑆

[
𝐴
𝐷
]

⏟
|𝑖𝑛⟩

                                                       (3.7) 

                                                                    𝐵 = 𝑆11𝐴 + 𝑆12𝐷                                                            (3.8) 

                                                                    𝐶 = 𝑆21𝐴 + 𝑆22𝐷                                                            (3.9) 

Consider the case where a unit current plane wave arrives only from the left, so that 𝐴 = 1 and 

𝐷 = 0, then 𝐵 =  𝑟 and 𝐶 =  𝑡 , where 𝑟 is the amplitude of the reflected wave on the left, and 

𝑡 is the amplitude of the transmitted wave on the right. With this choice of 𝐴 and 𝐷, this yields: 
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                                                                [
𝐵
𝐶
] = [

𝑆11
𝑆21
] = [

𝑟
𝑡
]                                                            (3.10)  

The physical meaning of 𝑆11 is the reflection amplitude (𝑟) as a result of a wave coming in 

from the left, and 𝑆21 is the transmission amplitude (𝑡). 

Now, consider the case where a unit current plane wave comes only from the right, so that 𝐷 =

1 and 𝐴 = 0, then 𝐵 = 𝑡′  and 𝐶 =  𝑟′. 

                                                                [
𝐵
𝐶
] = [

𝑆12
𝑆22
] = [𝑡′

𝑟′
]                                                           (3.11) 

Hence 𝑆12 = 𝑡
′ and 𝑆22 = 𝑟

′ 

This shows that the physical meaning of the s-matrix elements are as follows: 

                                                           𝑆 = (
𝑆11 𝑆12
𝑆21 𝑆22

) = (
𝑟 𝑡′

𝑡 𝑟′
)                                                (3.12) 

Taking the Hermitian conjugate of the scattering matrix equation (3.7) results in: 

                                                        (𝐴∗ 𝐷∗)𝑆†𝑆 (
𝐴

𝐷
) = (𝐵∗ 𝐶∗) (

𝐵

𝐶
)                                    (3.13) 

Where 𝑆†𝑆 is the unitary matrix [2], so that  𝑆†𝑆 = 𝐼 

                                                        (
𝑟∗ 𝑡∗

𝑡∗ 𝑟∗
) (
𝑟 𝑡′

𝑡 𝑟′
) = (

1 0
0 1

)                                                (3.14) 

In terms of scattering theory: 

                                                        |𝑟2| + |𝑡2| = 1 ⇒ 𝑅 + 𝑇 = 1                                               (3.15) 

                                                        |𝑟′2| + |𝑡′2| = 1 ⇒ 𝑅′ + 𝑇′ = 1                                          (3.16) 

where the transmission and reflection denoted by 𝑇 = |𝑡|2and 𝑅 = |𝑟|2. 
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Knowledge of the scattering matrix opens the door to predict the electrical conductance of a 

scatterer joined to semi-infinite electrodes via the Landauer formula. 

                               

3.3. The Landauer Formula 

 

Figure (3.2): A mesoscopic quantum mechanical scatterer in contact with macroscopic 

electrodes from both sides, where these electrodes are linked to left and right reservoirs with 

chemical potentials 𝜇𝐿and 𝜇𝑅. By applying a small voltage, 𝑒𝛿𝑉 = (𝜇𝐿 − 𝜇𝑅), some of the 

incident wave packet (𝐼) which hits the scatterer from the left will be reflected (𝑟) and others 

will be transmitted to the right side (𝑡). 

 

The Landauer formula [3]–[6] is a standard theoretical model to describe the transport 

phenomena within ballistic mesoscopic systems. It is an expression for the electric conductance 

[7], [8], and it can be used if the scattering is only elastic, where the energy of the electron 

passing through the molecule does not change. To derive this formula, consider a 1-

dimensional system consisting of a scattering region attached from both sides to two electrodes, 

which are considered to be ballistic conductors, meaning they have no scattering, hence the 

transmission probability is one. These electrodes are connected to external reservoirs, which 

feed electrons of energy 𝐸 into the system (Fig. 3.2). When the chemical potentials of both 
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reservoirs are identical, then the current 𝐼 = 0, thus they should be differed slightly by applying 

small voltage, 𝜇𝐿 > 𝜇𝑅 ⇒ (𝜇𝐿 − 𝜇𝑅) = 𝛿𝐸 > 0, to allow the flow of electrons from the left to 

the right side via the scattering region (the molecule). 

To compute the current in such a system, the first step is to analyse the incident electric current 

(𝛿𝐼) that provided by the chemical potential difference. 

                                                    𝛿𝐼 = 𝑒𝑣𝑔  
𝜕𝑛

𝜕𝐸
𝛿𝐸 = 𝑒𝑣𝑔  

𝜕𝑛

𝜕𝐸
(𝜇𝐿 − 𝜇𝑅)                                    (3.17) 

where, the electron charge and the group velocity represented by (𝑒 and 𝑣𝑔), respectively. 

(𝜕𝑛 𝜕𝐸)⁄  is the density of state, which is the number of states (𝜕𝑛) per unit energy (𝜕𝐸) and 

can be expressed by using the chain rule for differentiation as: 

                                                               
𝜕𝑛

𝜕𝐸
= (

𝜕𝑛

𝜕𝑘

𝜕𝑘

𝜕𝐸
) =

𝜕𝑛

𝜕𝑘

1

𝑣𝑔ℏ
                                                (3.18) 

where  
𝜕𝑛

𝜕𝑘
=

1

𝜋
 , the group velocity 𝑣𝑔 =

1

ℏ

𝑑𝐸

𝑑𝐾
 , and ℏ =

ℎ

2𝜋
 . This simplifies equation (3.18) to: 

                                                                        
𝜕𝑛

𝜕𝐸
=

2

𝑣𝑔ℎ
                                                                   (3.19) 

                                                        𝛿𝐼 =
2𝑒

ℎ
 (𝜇𝐿 − 𝜇𝑅) =

2𝑒2

ℎ
𝛿𝑉                                               (3.20) 

where (𝜇𝐿 − 𝜇𝑅) = 𝑒𝛿𝑉 is the voltage in the reservoirs produced by the difference in the 

potentials, and ℎ is Planck’s constant. 

From (3.20) we can consider two situations: Firstly, if the system has no scattering region, the 

conductance would be: 

                                                                𝐺 =
𝛿𝐼

𝛿𝑉
=
2𝑒2

ℎ
                                                                  (3.21) 

For an open channel, this corresponds to the conductance of a quantum wire 𝐺0, where: 
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𝐺0 =
2𝑒2

ℎ
≈ 77.48 𝜇𝑠 

Secondly, in the presence of the scattering region, if there is a unit incident current from the 

left electrode (i.e., 𝐴 = 1,𝐷 = 0 in equation (3.7)), the current in the right electrode is given 

by: 

                                                               𝛿𝐼 =
2𝑒2

ℎ
 𝑇(𝐸) 𝛿𝑉                                                            (3.22) 

Consequently, the electrical conductance in this case can be written as: 

                                                              𝐺 =
𝛿𝐼

𝛿𝑉
=
2𝑒2

ℎ
 𝑇(𝐸)                                                         (3.23) 

                                                              𝐺 = 𝐺0 𝑇(𝐸)                                                                        (3.24) 

This equation (3.24) is known as the Landauer formula for a 1-dimensional system in the limit 

of zero voltage and zero temperature, where 𝑇(𝐸) is the transmission coefficient (electron 

transmission probability) through the molecule [9]. 

At finite temperature and zero voltage the electrical conductance can be written as: 

                                                 𝐺 =
I

𝑉
= 𝐺0 ∫ 𝑑𝐸 𝑇(𝐸)

+∞

−∞

(−
𝑑𝑓(𝐸)

𝑑𝐸
)                                       (2.25) 

As −
𝑑𝑓(𝐸)

𝑑𝐸
 represents a normalised probability distribution with a width of the order 𝑘𝐵𝑇, the 

above integral refers to a thermal average of 𝑇(𝐸) over an energy range of order 𝑘𝐵𝑇, where 

𝑘𝐵 is Boltzmann constant, and T is absolute temperature. 

At finite voltage and finite temperature, the current passing from left to right lead is defined as: 

                                                     𝐼 =
2𝑒

ℎ
∫ 𝑑𝐸 𝑇(𝐸)[𝑓𝐿(𝐸) − 𝑓𝑅(𝐸)]

+∞

−∞

                                     (2.26) 
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𝑓(𝐸) is the Fermi-Dirac probability distribution function of left and right electrodes: 

                                 𝑓𝐿(𝐸) =
1

1 + 𝑒(𝐸−𝜇𝐿 𝑘𝐵𝑇)⁄
    ,   𝑓𝑅(𝐸) =

1

1 + 𝑒(𝐸−𝜇𝑅 𝑘𝐵𝑇)⁄
                       (3.27) 

If 𝑓𝐿(𝐸) = 𝑓𝑅(𝐸), then the chemical potentials of left and right reservoirs are equal (𝜇𝐿 = 𝜇𝑅), 

and thus the current passing through the system is equal to zero. 

At zero temperature and finite voltage (applied voltage) where 𝜇𝐿 = 𝐸𝐹 +
𝑒𝑣𝑏

2
 and 𝜇𝑅 = 𝐸𝐹 +

𝑒𝑣𝑏

2
, this yields the current: 

                                                          𝐼 =
2𝑒

ℎ
∫ 𝑑𝐸 𝑇(𝐸)

𝐸𝐹+
𝑒𝑣𝑏
2

𝐸𝐹−
𝑒𝑣𝑏
2

                                                       (3.28) 

The transmission coefficient 𝑇(𝐸) is a property of the whole system, which includes the leads, 

the molecule and the contact between the leads and the molecule. Following section will 

illustrate the mathematical process to derive this important quantity. 

 

3.4. A general scatterer connected to semi-infinite leads 

The structure below shows a combination of a scattering region containing N atoms with site 

energy 𝜀0 labelled 𝑗 = 1,2, …𝑁, where this scatterer linked to left and right electrodes by 

couplings −𝛼 and −𝛽 , respectively. 
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Figure (3.3): A scattering region of N sites in contact by the hopping elements −𝛼 and −𝛽 to 

left and right semi-infinite linear leads of site energyies 𝜀𝐿 and 𝜀𝑅 with couplings −𝛾𝐿 and 

−𝛾𝑅. The wave function 𝜓𝑗 is chosen to corresponds to a unit incident current from the left. 

 

The aim is to solve the time-independent Schrödinger equation of such a system. 

𝐻|𝜓⟩  =  𝐸 |𝜓⟩ 

Or, in another form                      ∑ 𝐻𝑗𝑙 𝜓𝑙 
∞
𝑙=−∞ = 𝐸𝜓𝑗                                                                (3.29) 

The solution to the left and right electrodes will be denoted by 𝜓𝑗 and 𝜙𝑗, respectively. 

However, 𝑓𝑗 refers to the solution of the scattering region. 

With these symbols, the Schrödinger equations for the system are written as: 

                  𝜀𝐿𝜓𝑗 − 𝛾𝐿𝜓𝑗−1 − 𝛾𝐿𝜓𝑗+1 = 𝐸𝜓𝑗                        for  𝑗 = −1,−2,…−∞              (3.30) 

                  𝜀𝐿𝜓0 − 𝛾𝐿𝜓−1 − 𝛼𝑓1 = 𝐸𝜓0                              for  𝑗 = 0                                        (3.31) 

                ∑ 𝐻𝑗𝑙 𝑓𝑙 
𝑁
𝑙=1 = 𝐸𝑓𝑗                                                   for  𝑗 = 2,… . . 𝑁                            (3.33) 

                ∑ 𝐻𝑁𝑙 𝑓𝑙 − 𝛽𝜙𝑁+1
𝑁
𝑙=1 = 𝐸𝑓𝑁                           for  𝑗 = 𝑁                                       (3.34) 

                  𝜀𝑅𝜙𝑁+1 − 𝛽𝑓𝑁 − 𝛾𝑅𝜙𝑁+2 = 𝐸𝜙𝑁+1                for  𝑗 = 𝑁 + 1                               (3.35) 

                𝜀𝑅𝜙𝑗 − 𝛾𝑅𝜙𝑗−1 − 𝛾𝑅𝜙𝑗+1 = 𝐸𝜙𝑗                          for  𝑗 = 𝑁 + 2, 𝑁 + 3,…∞        (3.36) 
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To the left of the scattering region, the general solution is: 

                                                     𝜓𝑗 =
1

√𝑣𝐿
{𝑒𝑖𝑘𝐿 𝑗 + 𝑟𝑒−𝑖𝑘𝐿 𝑗}                                                     (3.37) 

However, the general solution to the right of the scattering region is: 

                                                     𝜙𝑗 =
1

√𝑣𝑅
{𝑡𝑒𝑖𝑘𝑅 𝑗}                                                                      (3.38) 

where 𝑟 and 𝑡 are the reflection and transmission amplitudes. The 𝑣𝐿 and 𝑣𝑅 are the group 

velocity of the left and right leads, respectively.  

Substituting (3.37) into (3.30), and (3.37) into (3.31) yields: 

                                                     𝐸 = 𝜀𝐿 − 2𝛾𝐿 cos 𝑘𝐿                                                                    (3.39) 

                                                     𝛾𝐿𝜓1 = 𝛼𝑓1                                                                                   (3.40) 

Similarly, substituting (3.36) into (3.33) and (3.34) results in: 

                                                  𝐸 = 𝜀𝑅 − 2𝛾𝑅 cos 𝑘𝑅                                                                      (3.41) 

                                                 𝛾𝑅𝜙𝑁 = 𝛽𝑓𝑁                                                                                     (3.42) 

It can be seen from equations (3.39) and (3.41) that the wave vector 𝑘 in the left lead is unequal 

to that in the right lead (i.e., non-symmetric junction). Furthermore, equations (3.40) and (3.42) 

describe that the wave function on the inside of the scatterer (i.e., 𝑓1 and 𝑓𝑁) is related to the 

wave function on the outside (i.e., 𝜓1 and 𝜙𝑁). 

Note that equations (3.32) and (3.34) can be written in a matrix form as: 

                                    

[
 
 
 
 
𝑓1
:
𝑓𝑗
:
𝑓𝑁]
 
 
 
 

=

[
 
 
 
 
𝐺11 𝐺12 . . . . 𝐺1𝑁
𝐺21 𝐺22 . . . . 𝐺2𝑁
: :
: :
𝐺𝑁1 𝐺𝑁2 . . . . 𝐺𝑁𝑁]

 
 
 
 

[
 
 
 
 
−𝛼𝜓0
0
:
0

−𝛽𝜙𝑁+1]
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By selecting the top and bottom rows of the matrix above, this yields: 

                                              [
𝑓1
𝑓𝑁
] = [

𝐺11 𝐺1𝑁
𝐺𝑁1 𝐺𝑁𝑁

] [
−𝛼𝜓0
−𝛽𝜙𝑁+1

]                                                      (3.43) 

𝐺11, 𝐺1𝑁 , 𝐺𝑁1, 𝐺𝑁𝑁 are the elements of the sub-matrix of the green’s function of the isolated 

region 𝐺𝑖𝑗. Solving equation (3.43) will results in the transmission coefficient equation [3]: 

                              𝑇(𝐸) = 4 [
𝛼2 sin 𝑘𝐿
𝛾𝐿

] [
𝛽2 sin 𝑘𝑅
𝛾𝑅

] |
𝐺𝑁1

Δ
|

2

= 4Γ𝐿Γ𝑅 |
𝐺𝑁1

Δ
|

2

                        (3.44) 

• [
𝛼2 sin𝑘𝐿

𝛾𝐿
] = Γ𝐿 is a property of the left lead. 

• [
𝛽2 sin𝑘𝑅

𝛾𝑅
] = Γ𝑅 is a property of the right lead. 

• 𝐺𝑁1 is the green’s function of the scatterer ⇒  𝐺𝑖𝑗 = (𝐸𝐼 − 𝐻)
−1, where 𝐻 is the 

Hamiltonian of the isolated region, and it is a finite matrix. 

• 𝛥 = 1 + 𝑋 

where,      𝑋 = −(
−𝛼2

𝛾𝐿
𝑒𝑖𝑘𝐿  𝐺11) − (

−𝛽2

𝛾𝑅
𝑒𝑖𝑘𝑅𝐺𝑁𝑁) + (

𝛼2

𝛾𝐿

𝛽2

𝛾𝑅
𝑒𝑖(𝑘𝐿+𝑘𝑅)) (𝐺11𝐺𝑁𝑁 − 𝐺1𝑁𝐺𝑁1) 

Notice that X depends on the self energies (𝛴𝐿 and 𝛴𝑅) due to left and right leads which are 

defined as: 

𝛴𝐿 =
−𝛼2

𝛾𝐿
𝑒𝑖𝑘𝐿           ,           𝛴𝑅 =

−𝛽2

𝛾𝑅
𝑒𝑖𝑘𝑅 

The wave vectors of the left and right leads are:                 

                       𝑘𝐿(𝐸) = 𝑐𝑜𝑠
−1 (

𝜀𝐿−𝐸

2 𝛾𝐿
)          and            𝑘𝑅(𝐸) = 𝑐𝑜𝑠

−1 (
𝜀𝑅−𝐸

2 𝛾𝑅
) 

Equation (3.44) is the most general formula to calculate the transmission probability of any 

scattering region connected to left and right electrodes.  
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3.5. Generic features of the Transmission curve 

Quantum interference [9] is the primary characteristic of electron transport via single 

molecules. Numerous studies on the quantum interference phenomenon and its impact on 

transport and thermoelectric properties have been motivated by interest in molecular-scale 

transport. The transmission function 𝑇(𝐸) can exhibit on-resonance (Breit-Wigner resonance) 

or anti-resonance (decreased transmission) as a result of quantum interference in multi-

branched structures. Breit-Wigner resonance and anti-resonance [10]–[12] are manifestations 

of QI effects in transport curves of single molecules. For a thorough comprehension of these 

crucial features, this part will involve a brief discussion regarding the properties of these 

different kinds of resonances. 

 

3.5.1. Breit-Wigner resonance 

 

Figure (3.4): A 1-dimensioal system consists of a scattering region of a single atom with a 

site energy 𝜀1 in contact by the couplings Γ𝐿 and Γ𝑅 with left and right leads 𝜀0 linked by the 

hopping element 𝛾. 
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The structure above shows a finite linear chain of five atoms, in which each atom occupies a 

single atomic orbital as expressed in figure (3.4). The one-site energy of the leads (1,2 and 4,5) 

is equal to 𝜀0 = 0, and their nearest neighbour coupling is 𝛾 = −1, whereas the single impurity 

in site (3) has an energy level that sets to 𝜀1 = −0.5, and it is linked to the left and right leads 

with couplings Γ𝐿 = Γ𝑅 = −0.3. 

Calculating the transmissions coefficient for such a system yields the graph below, which 

illustrates a Lorentzian shape (Bright-Wigner resonance). This resonance happens when the 

energy 𝐸 of the incident electron resonates with an energy level 𝐸𝑛 of the isolated region, and 

the simplest description of this is provided by the Breit-Wigner formula [9]–[11]: 

                                                𝑇(𝐸) =
4ΓLΓ𝑅

(𝐸 − 𝐸̃𝑛)2 + (ΓL + Γ𝑅)2
                                                  (3.45) 

• ΓL and Γ𝑅 represent the coupling strength, which link the scattering region to left and 

right leads, respectively. The width of the resonance is controlled by the coupling Γ. If  

Γ is strongly coupled to the scattering region, the width of the resonance will be broad, 

and if it is weakly coupled, then the resonance will be narrow. 

• 𝐸 is the energy of an electron passing through the system. 

• 𝐸̃𝑛 = 𝐸𝑛 − (ΣL − Σ𝑅) where 𝐸𝑛 refers to the eigenenergy of the molecular orbital 

shifted slightly by an amount of the self-energies (ΣL − Σ𝑅) due to the coupling to the 

electrodes. 

 

Features of the Breit-Wigner formula: 

• If ΓL = Γ𝑅 (symmetric junction), and the energy of the electron passing through the 

system equals to the eigenenergy of the molecule  (𝑖. 𝑒. 𝐸 = 𝐸n), then the transmission 

can reach its maximum 𝑇𝑚𝑎𝑥(𝐸) = 1, as shown in figure 3.5.  
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• If  ΓL ≪ Γ𝑅  (non-symmetric junction), the maximum value of the transmission would 

be less than unity, 𝑇𝑚𝑎𝑥 = (4Γ𝑅 ΓL⁄ ) < 1  (Figure 3.6). 

 

Figure (3.5): A plot of the Breit-Wigner resonance for the system shown in figure 3.4, where 

𝑇𝑚𝑎𝑥(𝐸) = 1 when (Γ𝐿 = Γ𝑅 𝑎𝑛𝑑 𝐸 = 𝐸𝑛). 

 

 

Figure (3.6): A plot of T(E) versus E shows that the height of the resonance is less than unity 

when ΓL ≪ Γ𝑅. 

 



45 

 

3.5.2. Anti-resonance 

 

Figure (3.7): A tight-binding ring with 6 atomic orbitals 𝜀1 in contact with semi-infinite 

leads 𝜀0 to the positions 𝑖 and 𝑗 by the couplings Γ𝐿 and Γ𝑅 from left and right sides. This odd-

odd connection (1 and 3) is known as meta connectivity. 

 

Consider a two semi-infinite leads where one is attached to the position 𝑖 = 1, and the other is 

attached to a different atom 𝑗 (𝑖 and 𝑗 label atomic orbitals at specific locations within a ring of 

6 atoms), figure (3.7). 

Imagine a standing wave of an electron of energy E propagates the upper and lower branches 

of the ring, starting from the point 𝑖. If the second lead is located at a node (i.e. 𝑗 = 3 𝑜𝑟 5), 

then the two paths have different lengths, and the propagated waves will superimpose and 

coincide at the nodal point (out of the phase) resulting in an anti-resonance feature where the 

transmission coefficient 𝑇(𝐸) vanishes, as shown below. 

The Bright-Wigner formula can also provide an information about this important feature. The 

molecule-electrode coupling strength Γ𝐿 and Γ𝑅 are proportional to (𝜑𝑖
𝑛)2,  (𝜑𝑗

𝑛)2, respectively, 

where 𝜑𝑖
𝑛 and 𝜑𝑗

𝑛 represent the amplitudes of the nth molecular orbital on atoms 𝑖 and 𝑗 and 

evaluated at the contacts. Thus, the Green’s function 𝐺(𝑗, 𝑖) = 𝜑𝑖
𝑛𝜑𝑗

𝑛/(𝐸 − 𝐸̃𝑛) is the 
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amplitude of a de Broglie wave at 𝑗, due to a source at 𝑖, and it clearly vanishes when 𝜑𝑖
𝑛 or 

𝜑𝑗
𝑛 coincide with nodes [9]. 

 

Figure (3.8): The anti-resonance feature where the transmission curve drops to the zero as a 

result of the destructive quantum interference. 

 

3.6. Green’s functions  

Previously when we solved the time-independent Schrödinger equation for a system that 

consists of a scatterer connected to semi-infinite leads, the Green’s function arose naturally and 

took the form: 

𝐺𝑖𝑗 = (𝐸𝐼 − 𝐻)
−1 

This is satisfied when the Hamiltonian 𝐻 is a finite matrix corresponding to a closed system 

such as the scattering region. However, when 𝐻 is an infinite matrix (i.e. for an open system), 

this form cannot be used, because it cannot be contained within any available computer 

memory. Consequently, it is necessary to obtain expressions for the Green’s function of an 

infinite and a semi-infinite system, without explicitly performing the inversion of a matrix. The 
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benefit of computing the Green’s functions [1], [13], [14] is an efficient method for solving 

scattering problems without explicitly solving the Schrödinger equation. This section will 

introduce the Green’s function method to solve different transport systems. 

 

3.6.1. Green’s functions of a doubly infinite linear chain 

Consider an open linear chain of sites (atoms) labelled 𝑗, in which each site has a single atomic 

orbital of energy 𝜀0, with nearest neighbour coupling −𝛾, as shown above in figure (3.9). 

 

Figure (3.9): A tight binding model of infinite 1-D linear crystalline chain of atoms labelled 

𝑗 with site energy 𝜀0 connected to each other by the coupling −𝛾. 

 

The time-independent Schrödinger equation is: 

                                                         𝐻|𝜓⟩  =  𝐸 |𝜓⟩                                                                 

                                                       (𝐸 − 𝐻)|𝜓⟩ = 0                                                                 (3.46) 

The equation for a Green’s function of a system described by a Hamiltoinan 𝐻 is defined as: 

                                                      (𝐸 − 𝐻)𝑔𝑗𝑙 = 𝛿𝑗𝑙                                                                  (3.47) 

Hence, the equation for a Green’s function for an infinite linear chain becomes: 
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                                            𝜀0𝑔𝑗𝑙 − 𝛾𝑔𝑗−1,𝑙 − 𝛾𝑔𝑗+1,𝑙 = 𝐸𝑔𝑗𝑙 − 𝛿𝑗𝑙                                     (3.48) 

where 𝛿 is kronecker delta ⇒ 𝛿𝑗𝑙 = {
1       𝑖𝑓    𝑗 = 𝑙

𝑜𝑟
0       𝑖𝑓     𝑗 ≠ 𝑙

                                                                (3.49)  

The Green’s function is a wavefunction due to a source, so introducing a source at site 𝑗 gives 

the solutions: 

                                               𝑔𝑗𝑙 = {
A𝑒𝑖𝑘𝑗                           𝑓𝑜𝑟  𝑗 ≥ 𝑙

 
  𝐵𝑒−𝑖𝑘𝑗                        𝑓𝑜𝑟  𝑗 ≤ 𝑙   

                              (3.50) 

where 𝐴 and 𝐵 are the amplitudes of two outgoing waves due to an excitation (a source) at 

point 𝑗. 

Since the Green’s function must be continuous at 𝑗 = 𝑙 , we can rewrite the solutions as: 

                                          𝑔𝑗𝑙|𝑗=𝑙 = {
 A𝑒𝑖𝑘𝑙           where    𝐴 = 𝐷 𝑒−𝑖𝑘𝑙 

  
𝐵𝑒−𝑖𝑘𝑙          where   𝐵 = 𝐷 𝑒𝑖𝑘𝑙  

                            (3.51)  

Thus, 𝑔𝑙𝑙 = 𝐷. Substituting these into (Eq. 3.48) yields. 

                                                 𝐷 (𝜀0 − 2𝛾𝑐𝑜𝑠𝑘⏟        
𝐸

− 2𝛾𝑖𝑠𝑖𝑛𝑘 − 𝐸) = −1                            (3.52) 

Here, (𝐸(𝑘) = 𝜀0 − 2𝛾cos (𝑘)) called the ‘dispersion relation’ which is useful to obtain the 

eigenvalues of such a system. 

𝐷(𝐸 − 2𝛾𝑖𝑠𝑖𝑛𝑘 − 𝐸) = −1 

                                                          𝐷 =
1

2𝛾𝑖 𝑠𝑖𝑛𝑘
=

1

𝑖ℏ𝑣(𝐸)
                                                      (3.53) 

where, 𝑣(𝐸) =
𝑑𝐸

𝑑𝐾
= (

2𝛾𝑠𝑖𝑛𝑘

ℏ
) is the group velocity. 
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Now, substituting the result of 𝐷 into one of the guess solutions to obtain the Green’s function 

of a doubly infinite linear chain: 

                                                          𝐺𝑗𝑙(𝐸) =
𝑒𝑖𝑘(𝐸)|𝑗−𝑙|

𝑖ℏ𝑣(𝐸)
                                                               (3.54) 

where, 𝑘(𝐸) = cos−1 (
𝜀0−𝐸

2𝛾
)  

It is important to note that the resulting Green’s function in equation (3.54) is called a ‘retarded 

Green’s function’ 𝐺𝑗𝑙
(𝑅)(𝐸), and it is not the most general solution. The most general Green’s 

function is defined as: 

                                                    𝐺𝑗𝑙(𝐸) =
𝑒𝑖𝑘(𝐸)|𝑗−𝑙|

𝑖ℏ𝑣(𝐸)
+ 𝜓𝑗                                                             (3.55) 

This means any solution of the Schrödinger equation could be added to 𝜓𝑗. For example, if one 

chooses 𝜓𝑗 =
−[𝑒𝑖𝑘(𝑗−𝑙)+𝑒−𝑖𝑘(𝑗−𝑙)]

𝑖ℏ𝑣
, the corresponding general Green’s function would be called 

an ‘advanced Green’s function’ and takes the form: 

                                                𝐺𝑗𝑙
(𝐴)(𝐸) =

−𝑒−𝑖𝑘(𝐸)|𝑗−𝑙|

𝑖ℏ𝑣(𝐸)
                                                                 (3.56) 

This is the one in which there are two waves coming from ±∞ and disappear down at point 𝑗, 

which means 𝑗 is a sink not a source in this situation. 
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3.6.2. Green’s function of a semi-infinite linear chain 

 

Figure (3.10): A tight binding model of a 1-D semi-infinite chain of atoms labelled 𝑗 with a 

site energy 𝜀0 and hopping element −𝛾. 

 

Consider a 1-dimentional semi-infinite as shown in figure (3.10), which terminates at site 𝑗 =

𝑙. The aim is to obtain the Green’s function for such a system. Firstly, it should be noted that 

the boundary condition at point 𝑗 = 𝑙 satisfies that the Green’s function must vanish on the first 

missing atom (i.e., at point 𝑗 = 𝑙 + 1). 

                                                                          𝜓𝑙+1 = 0                                                                   (3.57) 

It can be noticed that a reflected wave will be created because of an impinging plane wave on 

the end of the lead. This reflected wave, 𝑅𝑗 = 𝐴𝑒
−𝑖𝑘𝑗, can be chosen such that equation (3.57) 

is satisfied. One can choose: 

                                                            𝑒𝑖𝑘(𝑙+1−𝑚) + 𝐴𝑒−𝑖𝑘(𝑙+1) = 0                                              (3.58) 

                                                           𝐴 = −𝑒𝑖𝑘(2𝑙+2−𝑚)                                                                  (3.59) 

Hence, 

                                                          𝑅𝑗 = −𝑒
−𝑖𝑘(𝑗+𝑚−2𝑙−2)                                                           (3.60) 
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This reflected wave can be added to the retarded Green’s function to obtain the Green’s 

function of the semi-infinite chain. 

                                                  𝐺𝑗𝑝(𝐸) =
𝑒𝑖𝑘(𝐸)|𝑗−𝑙| − 𝑒−𝑖𝑘(𝑗+𝑚−2𝑙−2)

𝑖ℏ𝑣(𝐸)
                                      (3.61) 

This satisfies the boundary condition 𝜓𝑙+1 = 0 and 𝜓𝑗
𝑙+1 = 0. 

Hence, the Green’s function at the end of this semi-infinite lead (i.e. on the terminal site 𝑙) is: 

                                                                      𝐺𝑙𝑙(𝐸) = −
𝑒𝑖𝑘

𝛾
                                                           (3.62) 

𝐺𝑙𝑙(𝐸) is called the ‘surface Green’s function’ of a semi-infinite lead. 

 

3.6.3. Green’s function of 1-dimensional scattering problem 

 

Figure (3.11): Tight binding model of a one-dimensional scattering region coupled by 

hopping element −𝛼 and attached to semi-infinite leads of atoms with a site energy 𝜀0 and 

coupling −𝛾. 
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To calculate the Green's function of a system consisting of a scattering region linked with two 

semi-infinite leads, we need to connect the Green's functions of each separated system of such 

a structure. 

Consider the case where there are two semi-infinite 1-dimensional leads attached to each other 

by a coupling (−𝛾) with site energy (𝜀0) and coupled to a scattering region by hopping element 

(−𝛼), as shown in figure (3.11).  

To solve this scattering problem, let us first write its Hamiltonian form: 

                       

(

 
 
 
  

⋱  −𝛾    0
−𝛾   𝜀0 −𝛾
0  −𝛾  𝜀0

0   0  0
0   0  0
−𝛼   0  0

  0      0    −𝛼
  0      0    0
 0     0    0

  
  𝜀0 −𝛾 0   
−𝛾   𝜀0 −𝛾 
0 −𝛾 ⋱ )

 
 
 
= (

𝐻𝐿 𝑉𝑐

𝑉𝑐
† 𝐻𝑅

)                              (3.63)   

Here, 𝐻𝐿 and 𝐻𝑅 represent the Hamiltonians of left and right electrodes, respectively, and the 

coupling element connecting these two leads is  𝑉𝑐. 

To calculate the total Green's function of the whole system, we need to obtain the Green's 

function of each component of this problem. First, in the case of decoupled system (i.e., when 

𝛼 = 0). 

                                                                   𝑔 = (

𝑔𝐿 0 0
0 𝑔𝑆 0
0 0 𝑔𝑅

)                                                     (3.64) 

where, 𝑔𝐿 and 𝑔𝑅 refer to the ‘surface Green's function’ of left and right semi-infinite leads, 

and 𝑔𝑆 is the Green's function of the scattering region, which have been defined previously as: 

                                                                   𝑔𝐿 = 𝑔𝑅 = −
𝑒𝑖𝑘

𝛾
                                                           (3.65) 

                                                                 𝑔𝑆 = (𝐸 − 𝐻𝑆)
−1                                                             (3.66) 
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Here, 𝐻𝑆 is the Hamiltonian of the scatterer (closed system), and it is a finite matrix. 

Secondly, in the case of coupled system (i.e., when 𝛼 ≠ 0), the total Green’s function can be 

computed using Dyson’s equation. 

                                                                   𝐺 = (𝑔−1 − 𝑉)−1                                                          (3.67) 

where the operator 𝑉 describing the connection between the two leads. 

                                                       𝑉 = (
0 𝑉𝑐

𝑉𝑐
† 0

) = (
0 −𝛼
−𝛼∗ 0

)                                       (3.68) 

By solving Dyson's equation (3.67), the Green's function of the whole system will be: 

                                                      𝐺 =
1

𝛾2𝑒−2𝑖𝑘 − 𝛼2
(
𝛾𝑒−𝑖𝑘 −𝛼

−𝛼 𝛾𝑒−𝑖𝑘
)                                     (3.69) 

The remaining step is to find the transmission (𝑡) and the reflection (𝑟) amplitudes of such a 

scattering problem which can be calculated using the Fisher-Lee relation. 

                                                             𝑟 = 𝑖ℏ𝜈𝐺0,0 − 1                                                           (3.70) 

                                                            𝑡 = 𝑖ℏ𝜈𝐺0,𝑁+1 𝑒
𝑖𝑘                                                         (3.71) 

These amplitudes are related to travelled particles from the left lead, and similar definitions can 

be used for incident particles from the right lead. 

Based on these amplitudes, the probability in both sides can be written as: 

                                                           𝑇 = |𝑡|2       ,      𝑇′ = |𝑡′|2                                           (3.72)  

                                                          𝑅 = |𝑟|2      ,     𝑅′ = |𝑟′|2                                             (3.73)   

Eventually, this is the general 1-dimentionasiol approach which Gollum [15] generalises to 

expand it in 3-dimensional for any arbitrary system [16]. 
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Chapter 4 

 

The role of anchor groups in controlling the transport of 

single molecule junctions 

 

4.1. Introduction 

One of the main challenges in molecular electronic research is understanding the fundamental 

behaviour of electronic transport through single-molecule junctions [1], [2]. To enhance this 

knowledge, various experimental approaches for contacting single molecules have been 

developed [3], [4]. In recent years, it has been obvious that the electronic properties of a 

molecular junction are treated as a result of the entire (metal–molecule–metal) system, which 

has to be considered in order to comprehend the variables that influence charge transfer [5]. A 

single-molecule junction consists of three components: the molecular bridge, the electrode and 

the anchor (part of the molecule which binds to the electrode). The electronic coupling between 

each component has a significant impact on the fundamental charge-transport properties of the 

junction [6]. This begs the question: what happens when an isolated molecule and metal 

electrodes (such as gold) are brought into contact? 

The isolated molecule has a discrete set of energy levels called frontier orbitals (HOMOs and 

LUMOs), whereas the metal electrodes have a band structure consisting of a continuum of 

states with a well-defined Fermi energy. Bringing these two components close together causes 

an interaction between them, leading to different physical effects, for example, the charge 

transfers between the two systems, and hence electron donating to or withdrawing from the 
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molecule affects the energy levels of both the molecule and the contact. Due to this transfer of 

the charge, the HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied 

molecular orbital) could be shifted up or down, resulting in a larger or smaller slope in the 

transmission function at the Fermi level [7]. The position of molecular orbitals relative to the 

Fermi level of the electrodes are therefore influenced by the type of the chemical bonds in the 

anchor group, which bind the molecules chemically to the electrodes. 

The aim of this chapter is to investigate the reason behind the pinning of the DFT-predicted 

Fermi energy (0 eV) to the resonances. In particular, I shall determine anchor groups tune the 

position of the electrode Fermi level relative to the molecular resonances such as thiol (-SH), 

methyl sulfide (-SMe), and pyridyl (Py), which couple different molecules to Au electrodes. 

 

4.2. Molecular Structures 

Herein, the model systems consist of three different molecules with symmetric couplings at 

each end, where the DFT Fermi energy can pin to one of the resonances as in the case of a) 

Octane-dithiol (ODT), b) OPE-dithiol and c) 4,4`-Bipyridine. For asymmetric linkers, 

anthracene-based molecule has been studied theoretically and experimentally with both 

symmetric and asymmetric anchors [8]–[10]. Therefore, in this study I chose anthracene to be 

terminated by different anchors: d) Anthracene (Py-SMe) and e) Anthracene (Py-thiol), as 

illustrated in figure (4.1). 
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Figure (4.1): Atomic structures of: a) Octane-dithiol, b) OPE-dithiol, c) 4,4`-Bipyridine,  

d) and e) Anthracene core with (Py-SMe) and (Py-thiol) anchors, respectively.  

 

4.3. Theoretical Method  

To obtain the optimum geometry of these molecules, DFT calculations with the GGA-PBE 

exchange correlation functional [11] were performed with a plane wave cut-off of 150 

Rydbergs as implemented in the SIESTA package [12], [13]. A double-zeta polarized atomic-

orbital basis set (DZP) was applied for all atoms except the gold atom where it has a double-

zeta basis set (DZ). For each structure, the geometry optimization is performed to a force 

tolerance of 0.01 𝑒𝑉/Å. It is important to find the optimum dihedral angle between the two 

pyridyl rings of the 4,4`-bipyridine molecule, and this is done by calculating the total energy 

for different rotated angles starting from 0° to 360°. The optimum angle is found to be around 

30° (figure 4.2). Furthermore, the counterpoise [14], [15] method (CP) in chapter 2 (section 

2.6.2) is utilized to compute the binding energy (B.E) or the optimum bond length between the 

anchor groups and the gold atom of the tip lead. In my DFT calculations, the optimum 
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separation distances between N-Au, S-Au and SMe-Au bonds are determined to equal 2.3Å, 

2.4Å and 2.6Å, at -0.39eV, -1.30eV and -0.5eV, respectively (figures 4.3, 4.4, 4.5).  

After all the geometries were relaxed and the binding geometry calculated, I connected each 

side of the molecules with a gold pyramid tip linked with five layers of Au (111), where each 

layer has 5×5 Au atoms. Then, the transport properties of the molecular junctions were 

calculated using the Green’s function formalism as implemented in the transport Gollum 

package [16].  

 

Figure (4.2): The curve illustrates the evaluated total energy at each torsion angle θ from 0° 

to 180°, where the optimum angle is determined to be at 30°. Right panel shows the dihedral 

angle between the two pyridyl rings (red line). 
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Figure (4.3): Binding energy versus distance between the N-Au, where the optimum ground 

state energy is determined at distance 𝑑 = 2.3Å. 

 

Figure (4.4): Binding energy versus distance plot between the S-Au, where the optimum 

ground state energy is determined at distance 𝑑 = 2.4Å 
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Figure (4.5): Binding energy versus distance between the SMe-Au, where the optimum 

ground state energy is determined at distance = 2.6Å, and the angle between C-S-Au=150°. 

 

4.4. Results and discussion 

4.4.1. The effect of anchors on the electrode Fermi level (𝑬𝑭) 

Based on density functional theory (DFT), varying the anchor groups of single molecules to 

external electrodes can be used to control their electrical conductance [17], [18]. The relative 

position of the metal Fermi level (𝐸𝐹) in the transmission function, when the molecules are 

coupled to electrodes, is usually dependant on the anchor groups attached to the ends of that 

molecule. For example, molecules with thiol (-SH) anchor group, such as OPE-dithiol and 

octane-dithiol, result in HOMO dominated transport, meaning that 𝐸𝐹 is located close to the 

HOMO resonances (figure 4.6 and 4.7). In contrast, bipyridine with pyridyl anchors attached 

to Au leads yields LUMO dominated transport (figure 4.8), and so the transmission 
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significantly relies on the position of the lowest unoccupied molecular orbital (LUMO). On the 

other hand, in the case of different anchor groups connected to a molecule such as anthracene 

with Py-SMe, the Fermi energy of the gold electrode is found to be located near the LUMO 

resonance, resulting in LUMO dominated transport (figure 4.9), whereas in anthracene with 

(Py-thiol) linkers the position of the Fermi level sits in the middle of the HOMO-LUMO gap 

(figure 4.10). All these results show that the coupling to the leads can have a profound effect 

on the level alignment (i.e. the molecular orbitals), causing a shift in the resonances with respect 

to 𝐸𝐹 of the electrode. 

 

Figure (4.6): The transmission curve of octane-dithiol, and the transport is HOMO 

dominated since the tail of the HOMO peak is closer to the electrode Fermi energy  (𝐸𝐹 =

0𝑒𝑉). 
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Figure (4.7): The transmission curve of OPE-dithiol, and the transport is HOMO dominated 

since the HOMO resonance is closer to the electrode Fermi energy  (𝐸𝐹 = 0𝑒𝑉). 

 

Figure (4.8): The transmission curve of bipyridine, and the transport is LUMO dominated 

since the LUMO resonance is closer to the electrode Fermi energy  (𝐸𝐹 = 0𝑒𝑉). 
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Figure (4.9): The transmission curve of anthracene Py-SMe, and the transport is LUMO 

dominated since the LUMO resonance is closer to the electrode Fermi energy  (𝐸𝐹 = 0𝑒𝑉). 

 

 

Figure (4.10): The transmission curve of anthracene Py-thiol with the position of the Fermi 

level of the electrode in the middel of the HOMO-LUMO gap. 
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4.4.2. Transmission behaviour 

To understand the transmission behaviour of these different molecules, I plotted their frontier 

orbitals with their energy levels in the gas phase, as shown in figure (4.11). It can be noticed 

that in the case of alkane, OPE and bipyridine the eigenvalues of the HOMO and HOMO-1 are 

not well separated because of the degeneracy, and therefore the HOMO resonances in the 

transmission curves do not possess a single Lorentzian shape. To have normal bright-Wigner 

resonances, the separation of the eigenvalues should be greater than the coupling between them. 

Thus, if the energy levels are closed together, they mix and result in a resonance that can have 

any shape, which means the bright-Wigner Formula is not valid in this situation. 

For the anthracene transmission, the HOMO resonance with (Py-thiol) coupling does not reach 

the unity compared to anthracene (Py-SMe). This can be explained through the feature of the 

Breit-Wigner formula in chapter 3 (section 3.5.1). If ΓL ≫ Γ𝑅, the peak of the molecular 

resonance would be less than unity, 𝑇𝑚𝑎𝑥 = (4 Γ𝑅 ΓL⁄ ) < 1. The idea is that if there are 

asymmetric anchor groups, the coupling between them would be similar or different depending 

on their behaviour. Pyridyl and thiol have large difference in their behaviours, where one acts 

as a donor while the other behaves as an acceptor, and this might the reason for why the HOMO 

is less than unity. However, when the couplings are asymmetric, but they behave similarly, 

then this will not have a large effect in the Breit-Wigner formula. For this reason, in the case 

of (Py-SMe), the couplings are similar in their behaviours where both tend to act as donors (as 

shown in section 4.4.5), and therefore the resonances tend to reach the unity. 
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Figure (4.11): Frontier molecular orbitals of the studied five molecules in the gas phase with 

their eigenvalues obtained from DFT, where red corresponds to positive and blue to negative 

regions of the wave functions. HOMO and HOMO-1 in alkane, OPE and bipyridine are not 

separated well where the Their eigenvalues are very close to each other. 
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4.4.3. Seebeck behaviour 

 

Figure (4.12): The Seebeck behaviour of the studied molecule, a) Octane-dithiol, b) OPE-

dithiol, c) 4,4`-Bipyridine, d) and e) Anthracene core with (Py-SMe) and (Py-thiol) anchors, 

showing its sign and magnitdue depending on the position of the DFT electrode Fermi energy 

(0eV). 
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The transmission coefficient T(E) of a molecular junction can provide information regarding 

the Seebeck coefficient (𝑆) via the Mott formula [19]: 

𝑆 = − 
𝜋2𝑘𝐵

2𝑇

3|𝑒|
(
𝜕 ln(𝑇(𝐸))

𝜕𝐸
)
𝐸=𝐸𝐹

 

where 𝑘𝐵 is the Boltzmann constant, 𝑇 is an absolute temperature, and 𝑒 is the electron charge. 

From this equation, S has a negative sign and is proportional to the slope of 𝑇(𝐸) at 𝐸𝐹. This 

means that when the HOMO peak is nearest to the Fermi energy 𝐸𝐹, 𝑇(𝐸) has negative slope 

at 𝐸𝐹 and 𝑆 is then positive, whilst when the LUMO resonance is closest to 𝐸𝐹, 𝑇(𝐸) has 

positive slope at 𝐸𝐹 and 𝑆 is therefore negative. In figure (4.12), the Seebeck coefficient has 

been evaluated at the electrode’s Fermi level (𝐸𝐹 = 0𝑒𝑉) to obtain its sign and magnitude for 

each molecule. Looking at the Seebeck coefficient of a system can give an insight of how to 

control the position of the Fermi energy in order to design a good thermoelectric material. It 

can be seen that the symmetric coupling to the leads has a pinning behaviour, where the position 

of 𝐸𝐹 indicates HOMO dominated transport (positive sign of 𝑆) such as OPE-dithiol and 

octane-dithiol or LUMO dominated transport (negative sign of 𝑆) as shown in bipyridine and 

anthracene (Py-SMe), and these are in a good agreement with the obtained sign of the Seebeck 

in the experimental studies [9], [20]. Due to the pinning, any external effect would be added to 

the backbone of these molecules would not shift the 𝐸𝐹 to a different position. In contrast, the 

position of the 𝐸𝐹 in the presence of asymmetric coupling, e.g. anthracene with Py-thiol, is 

located in the middle of the gap and does not seem to pin to the HOMO or LUMO resonance. 

This might give a scope to modify the Seebeck if we add some external potential to the 

asymmetric molecule [21], which could shift the resonances in some way with respect to the 

Fermi energy, leading to a change in the sign of the Seebeck coefficient. The idea of this 

asymmetric coupling could be exploited in order to produce a large effect in the Seebeck 

coefficient with a combination of the quantum interference effect. 
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4.4.4. Energy shifting 

 

Figure (4.13): The resonances of molecules a, b and c with symmetric anchors are pinned to 

the 𝐸𝐹 = 0𝑒𝑉, whereas d and e with Py-SMe and Py-thiol (asymmetric anchors) the 

transmission are shifted up and down with changing the basis sets from 0.02 to 0.005 Ry. 

 

To further understand why the Fermi energy behaves as it does in terms of the DFT calculation, 

I have investigated the transport properties of these molecules for different parameterizations 

of the calculates. The first is the nature of the basis set used in the calculation. The energy shift 
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parameter in SIESTA determines the spatial confinement of the numerical atomic orbitals, 

giving us an option to change the cut-off radius of all the atoms in a fixed manner. To examine 

this effect, I increased the length of the confinement to see how it changes the behaviour of the 

calculation. A short confinement basis set corresponds to an energy shift of 0.02 Rydbergs, and 

a large confinement basis set to an energy shift of 0.005 Ry. 

In the case of the anthracene molecule with different anchor groups, the transmission curves 

with different confinements have the same shape, and as the basis set is changed, the 

transmission resonances are shifted up in energy and the Fermi energy is shifted away from the 

LUMO resonance (figure 4.13). The position of the electrode Fermi energy here is dependent 

on the parametrization of the basis set. The interesting thing then when the same range of basis 

sets are used to calculate octane-dithiol, OPE-dithiol and bipyridine, the results show that the 

position of the Fermi energy is not dependent on the basis set (i.e. 𝐸𝐹 is always fixed to that 

position). Therefore, it is inferred that with symmetric anchor groups at both ends of a 

molecule, changing the basis set does not have an effect on the Fermi energy location, and the 

pinning to the resonances whether HOMO or LUMO dominates. On the other hand, the energy 

levels are shifted by varying the basis set when the anchor groups are asymmetric, resulting in 

different Fermi energy positions like in anthracene case. It seems that adding SMe or thiol to 

the other side of the anthracene breaks the pinning behaviour caused by Py linker (figure 4.13). 

If I relate the transmission behaviour of bipyridine and anthracene (Py-SMe) to their energy 

levels in the gas phase (table 4.14), I find similar trend in the energy shifting of both cases (i.e., 

the energy shifting of bipyridine in the gas phase follows the same behaviour as in anthracene 

(Py-SMe). In terms of the transmission behaviour, we expect in both molecules a relative shift 

in the position of the HOMO and LUMO with respect to the Fermi energy for different basis 

sets. It should mean that the position of the Fermi energy is dependent on the basis sets in both 
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molecules. However, the transmission of bipyridine does not show that; the transmission curves 

look the same, and the electrode Fermi energy sits on the same location (figure 4.13 b). 

 

Table (4.14): The table shows the energy levels of bipyridine (top one) and anthracene (Py-

SMe) (bottom one) in the gas phase with different basis sets.  

 

To investigate why this pinning behaviour occurs, I looked at how the charge on molecules 

changes when they are connected to the gold electrodes, and how this is affected by varying 

the basis set in the calculation. This can be studied within the density functional theory (DFT), 

which provides information through population analysis (a tool for counting electrons in the 

system).  
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4.4.5. Population analysis 

There are different methods for counting electrons in a DFT calculation: Mulliken population 

analysis [22], Hirshfeld population analysis [23] and Voronoi population analysis [24]. 

Hirshfeld and Voronoi are considered to be more accurate methods for computing the charge 

transfer, where they are based on partitioning the space into regions for each atom to calculate 

electron density. In contrast, the Mulliken approach is based on the linear combination of 

atomic orbitals (LCAO), and it is less accurate compared to the other two.  

Table (4.15) shows the behaviour of charge distribution in Mulliken, Hirshfeld and Voronoi 

for octane-dithiol with different basis sets. The total number of electrons for the isolated A gas-

phase octane-dithiol has 60 electrons, and therefore the extra electrons are gained from the gold 

leads. It can be seen, as we increase the confinement of the basis set from 0.02 to 0.005 Ry, the 

Mulliken population shows similar behaviour, where octane-dithiol always gains electrons 

from the gold. The Hirshfeld and Voronoi both have a negative charge in all the three basis 

sets, meaning that the electrons transfer from the gold to the molecule. This is a good example 

of a robust conclusion regarding the populations of this molecule. Similar behaviour occurs 

with OPE-dithiol (table 4.15), which is straightforward to interpret in terms of thiol anchor 

group. In the gas phase, thiol has one electron from the connected hydrogen atom, but it is 

assumed to lose that electron due to the cleaved hydrogens, forming an efficient electronic 

coupling with the gold electrodes [25]. This means that sulfur atoms here behave as an acceptor 

(i.e., charge is transferred from the gold to the molecule), and the pinning of the 𝐸𝐹 to the 

HOMO is due to strong S-Au covalent bonding. 
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Table (4.15): The charge distribution for octane-dithiol (tope one) and OPE-dithiol (bottom 

table) at different basis sets using Mulliken, Hirshfeld and Voronoi methods.  

  

In the bipyridine case, Hirshfeld and Voronoi populations show identical trends in all the basis 

sets (table 4.16), where the charges transfer from the molecule onto the gold (positive sign). 

The bipyridine has a lone pair at the ends of the HOMO orbital with two extra electrons (figure 

4.11), and these extra electrons will be donated once the gold leads attached to the molecule. 

However, the Mulliken population here behaves differently upon changing the basis sets. The 

total number of electrons for the isolated molecule (i.e., bipyridine) is 58 electrons, so with a 

short basis set (0.02 Ry) this total has increased by almost 0.017 electrons, meaning that the 

gold donated some electrons to the molecule, whereas with longer basis sets (0.01 & 0.005 Ry) 
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the electrons transferred from the molecule to the gold, as shown in the table (4.16). This means 

that Mulliken population is less accurate, because the electron transfer should not be positive 

and negative in the same basis set.  

 

Table (4.16): The charge distribution for bipyridine (strongly coupled) at different basis sets 

using Mulliken, Hirshfeld and Voronoi methods. 

 

 

Table (4.17): The charge distribution for anthracene (Py-thiol) at different basis sets using 

Mulliken, Hirshfeld and Voronoi methods.  
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In the case of asymmetric anchor groups, e.g. anthracene (Py-thiol), the charge transfers from 

the gold electrodes (negative sign) to the molecule in all the basis set (table 4.17). This means 

that the effect of thiol anchor is stronger than Py. 

In anthracene (Py-SMe), table (4.18) shows different direction of the charge transfer when 

changing from 0.02 to 0.01 Ry, wherein the molecule gained electrons (negative sign) with 

short basis set (0.02 Ry), whilst with the other basis sets (0.01 & 0.005 Ry) it had positive 

charge (donating electrons).  

 

Table (4.18): The charge distribution for anthracene core with (Py-SMe) anchors at different 

basis sets using Mulliken, Hirshfeld and Voronoi methods.  

 

The interesting thing here is the change in the sign of the charge distribution. It is expected that 

the general trend would be the same whether gaining or losing electrons, but here in the case 

of (Py-SMe), there is different direction of the charge transfer between 0.02 Ry and the other 

two.  

Anthracene has different anchor groups, so how do different anchor groups behave in a single 

molecule? We have shown that pyridyl (Py) acts as a donor anchor and thiol behaves as an 

acceptor, but SMe needs to be tested. A methyl sulfide (-SMe) linker consists of a sulfur atom 



76 

 

attached to a methyl group (one carbon atom bonded to three hydrogen atoms −𝐶𝐻3). Due to 

that, SMe is weakly coupled to the gold electrode compared to thiol. To understand the effect 

of SMe anchor on the charge distribution, I linked OPE molecule to SMe from both sides and 

calculated Mulliken, Hirshfeld and Voronoi populations for the same chosen basis sets (see 

table 4.19). In OPE-SMe, the charge transfers from the gold to the molecules (negative sign) 

with both 0.02 Ry and 0.01 Ry basis sets similarly to the behaviour of the thiol anchor. However 

for the long basis set (0.005 Ry), the charge transfers to the gold (positive charge). Here, SMe 

anchor behaves as an acceptor or a donor depending on the basis set. For this reason, SMe in 

anthracene molecule tends to act as an acceptor (negative charge) with short basis set (0.02 

Ry), but as the basis set is increased, pyridyl and SMe both behave as a donor. It seems that the 

donating effect from the Py anchor maybe stronger than the accepting effect from the SMe, 

resulting in LUMO dominated transport. 

Bipyridine and anthracene (Py-SMe) behave similarly in terms of the charge transfer (i.e. both 

donating electrons to the electrodes with long basis sets), and also, I show similar behaviour of 

their energy shifting in the gas phase. The only difference between the two is that the former 

shows pinning although with increasing the basis sets, while the latter does not show this 

pinning behaviour. Due to that, I need to explore the reason behind the pinning in the bipyridine 

transmission. 
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Figure (4.19): The top panel illustrates the charge distribution of OPE-SMe anchors at both 

sides, and the bottom panel shows its transmission behaviour with different basis sets. 

 

4.4.6. The pinning in bipyridine molecule  

For the further analysis of the bipyridine junction, we want to understand the cause of the Fermi 

energy pinning to the LUMO by comparing the transmission behaviour and the charge 

distribution between strong and weak coupling to the electrodes.  

Figure (4.20) show the transmission behaviour of bipyridine with weak coupling (3Å) at the 

basis sets 0.02, 0.01 and 0.005 Ry. In comparison to the transmission curves in strong coupling 

(2.3Å) (see figure 4.13 b), we can see that the basis set behaviour becomes dependant on the 
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contact distance. Due to the pinning, the increase in the basis set does not have an effect on the 

transmission behaviour in the strong coupling case, whereas in the weak contact the resonances 

are shifted with having long basis sets. 

 

Figure (4.20): The behaviour of the transmission curves For bipyridine at different basis sets 

with weak contact to the electrodes (3Å). Increasing the binding distance between the gold 

leads and the anchor removes the pinning behaviour. 

 

Furthermore, the behaviour of the charge distribution persists at weak coupling (table 4.21). 

The Hirshfeld and Voronoi populations in both coupling (strong and weak) present that the 

charge transfers out from the molecule into the gold (positive sign). In the weak contact, we 

can see that Mulliken population agrees with Hirshfeld and Voronoi and shows the same trend 

(donating electrons) with changing the basis sets. 
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Table (4.21): The charge distribution for bipyridine (weakly coupled) at different basis sets 

using Mulliken, Hirshfeld and Voronoi methods. 

 

The interesting thing between both coupling is the pinning of the 𝐸𝐹 to the LUMO, which only 

occurs in strong contact between Au-N, and that might be the clue to explain the cause of the 

pinning in DFT. The DFT calculation always predicts this pinning of the bipyridine to the  

LUMO resonance, which results in a high conductance. However, based on the experimental 

measurements the fully-extended bipyridine molecule between the two electrodes indicates low 

conductance value, and the high conductance is just a result of the bipyridine binding to the 

electrodes with tilt angle (the pyridyl ring is lying co-facially on the gold contact) [26]–[28]. 

This means that in the case where Au-N bond is perpendicular to the conducting pi-system, the 

DFT electrode Fermi energy should be located in the middle of the HOMO-LUMO gap near 

the LUMO resonance to have a good  agreement with the experimental result. 
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4.4.7. Self-Assembled Monolayers (SAMs) 

In this section, I am going to use periodic gold electrodes with bipyridine and anthracene in 

order to test if the periodicity causes pinning to the resonance or not. There are two types of 

systems in SIESTA to simulate molecular electronics. The first type is called a supercell 

approach or non-periodic system, where we define a molecule suspended between two 

electrodes in a 1-dimentional unit cell. This unit cell has to be large enough, so there is no 

interaction to the neighbouring unit cell. This approach is what I have used so far to generate 

the transmission coefficient. The second type is called a self-assembled monolayers (SAMs). 

It assumes that the molecules are isolated on their own unit cell and repeated in 2-dimensional 

layer. On other words, the unit cells of the extended molecule should be calculated in 2D space. 

This means that the leads have to be periodic in X and Y directions, while the transport axis (Z 

direction) is not periodic. 

Figure (4.22) illustrates the transmission curves of bipyridine using periodic and non-periodic 

flat leads. It can be seen, the 𝐸𝐹 does not pin to the LUMO resonance in both cases. The shift 

is due to the difference of the LUMO level relative to the Fermi energy of the periodic and non-

periodic gold. In contrast, the pinning behaviour occurs for both periodic and non-periodic 

system only in the case of adding an extra gold atom as a tip to the same leads structure (figure 

4.23). The properties of the tip or under coordinated gold atom is different from the gold atom 

in the bulk. The under coordinated atom has a weaker bond with the neighbouring gold atom 

and may cause charge transfer to the molecule, leading to a shift of the LUMO in the opposite 

direction close to the 𝐸𝐹. This may not happen in the electrode flat surface, because it does not 

have the same ability to share electrons. The bulk surface of the gold is usually neutral, then 

we would expect a small charge on the N to cause a weak (or an electrostatic) interaction 

between the two objects (the molecule and the lead). However, the bipyridine molecule does 
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not bind to a flat surface, so the under coordinated gold atom (or the tip) is important here since 

it makes the molecule bind.  

In terms of the anthracene on the other hand, the gold Fermi energy does not pin to the LUMO 

in both geometries either periodic or non-periodic. The SMe anchor here has no option to 

contact directly to the flat surface because of the methyl group which would hit the surface 

(figure 4.24). 

 

Figure (4.22): The comparison between the transmission curves of bipyridine in periodic and 

non-periodic system. The electrode Fermi energy (0 eV) does not pin to the LUMO 

resonance in both cases: periodic and non-periodic system, which may be due to the absence 

of the tip gold. 
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Figure (4.23): The comparison between the transmission curves of bipyridine in periodic and 

non-periodic system with adding a tip. It seems that the Fermi energy 0 eV does pin to the 

resonance in the presence of the under coordinated gold atom. 

 

 

Figure (4.24): The transmission curves of anthracene in periodic and non-periodic system 

with adding a gold tip. SMe anchor seems to break the pinning behaviour despite the 

existence of the under coordinated gold atom. 
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4.5. Conclusion 

In conclusion, this chapter has studied the impact of different anchor groups, thiol (-SH), 

methyl sulfide (-SMe), pyridyl (Py), (Py-SMe) and (Py-thiol), in controlling the location of the 

electrode Fermi energy (𝐸𝐹) with respect to the relative energy levels. The results showed that 

molecules with thiol anchor group yields HOMO dominated transport, whilst pyridyl anchor 

group results in LUMO dominated transport, and the 𝐸𝐹 in both cases sits exactly on the 

resonances, which does not agree with the experimental studies in the literatures. It is known 

that Kohn-Sham DFT eigenvalues underestimates the HOMO-LUMO gap and therefore the 

position of the 𝐸𝐹 predicted by DFT is not reliable. However, the pinning behaviour is not due 

to DFT inherent error. In the case of thiol, the pinning of 𝐸𝐹 to the HOMO resonance is due to 

the cleaved hydrogen atoms which forming a strong S-Au covalent bond. In contrast, the 

pinning caused by the pyridyl anchor is likely due to the presence of the tip gold. The nature 

of the modelling of the junction is important and plays a role for controlling the relative position 

of the electrode Fermi level. For example, self-assemble monolayers approach with an extra 

under-coordinated gold atom have indicated the pinning behaviour of the Fermi level in both 

periodic and non-periodic systems. In contrast, this behaviour does not occur in the absence of 

this add atom. I think that the under coordinated atom, which has a weaker link with the 

neighbouring gold atom, might produce an opposite charge transfer for the molecule, causing 

the LUMO to move towards the 𝐸𝐹. On the other hand, it is obvious that adding SMe or thiol 

anchors on one side of the anthracene molecule leading to remove the pinning behaviour caused 

by Py anchor. 
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Chapter 5 

 

The effect of vibrations on the Seebeck coefficient in 

molecular junctions 

 

5.1. Introduction 

Identification of techniques for controlling the thermopower (Seebeck coefficient) of single 

molecules is an essential step in developing extremely efficient thin-film thermoelectric 

materials [1]–[5]. Quantum interference (QI) phenomena is a key factor in determining electron 

transport across single molecules [6], [7], and it can be found in para- and meta-connected 

molecules, where constructive (CQI) and destructive quantum interference (DQI) occur [8]. 

The constructive (destructive) QI results in a low (high) thermoelectrical properties. This is 

attributed to the anti-resonance, a distinct feature of destructive interference, which can 

enhance the Seebeck coefficient [9]. Since the thermopower (S) is strongly affected by QI, the 

ability to control QI in single molecules is of fundamental interest in providing new techniques 

for improving the performance of molecular-scale devices [10], [11]. Towards this goal, 

previous work [1] investigated the sensitivity of quantum interference (QI) to the nature of 

bridged biphenyl molecules with para and meta connectivities to pyridyl anchor groups, and 

the experimental data within a tight-binding model has shown that QI phenomena in bridged 

biphenyl derivatives and associated meta molecular connectivity can be exploited to improve 

thermoelectric performance in molecular junctions. However, since the previous DFT based 

theoretical model could not explain the trends of the Seebeck coefficient in experimental 

measurements, this suggests that other properties not included in the model could be 
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responsible. By looking at that set of molecules [1], the only difference apart from the 

connectivity is the bridging atoms, some of which possess pendant groups. This has opened the 

door to explore the effect of pendant groups on quantum interference. The motivation in this 

present work is to investigate the vibrational effect of the side groups which could be playing 

a role in terms of QI. The idea is that the thermopower 𝑆 can be controlled by the pendant 

groups attached to the centre core of fluorene-based molecules, and the amount they vibrate 

can enhance or decrease the Seebeck coefficient. Therefore, I model four molecules, the design 

of which were proposed by Gunnar Olsen of Durham University who synthesized the series of 

molecule in the previous study [1]. The backbone of these molecules is the same to that ones 

in the previous study [1], with connected large side groups to the bridging atom (figure 5.1), 

and again there is a para and meta connected for the two different pendant groups. The 

difference between C≡C and C≡N bonds is the dipole moment in the C≡N due to the opposite 

charges between carbon and nitrogen atom, which might influence the vibrations. 

 

5.2. Molecular Structures 
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Figure (5.1): Structures of the molecules discussed in this work, where the molecular design 

consists of  C≡C and C≡N side groups connected to fluorene-biphenyl unit with meta (1), 

(2) and para (3), (4) connectivities to pyridyl anchor groups. 

 

5.3. Theoretical Method 

The density functional code SIESTA [12], [13] was used to compute the optimum geometry of 

each of the isolated molecules (figure 5.1). The process is described in chapter 4, but here I 

used a double-zeta (DZ) basis set for all atoms with the LDA-CA approximation [14], [15] to 

describe the exchange correlation functional. The dihedral angle between the two hexagonal 

rings is determined to be at 30°, as shown in figure (5.2), and the method to calculate this angle 

is mentioned in chapter 4. After completing the molecules relaxation process, the binding 

energy is calculated, figures (5.3 and 5.4). This calculation has been done using the 

counterpoise method (CP) [16], [17], which discussed in detail in chapter 2 (section 2.6.2). The 

optimum separation distance of the pyridyl anchor group in para connectivity is found to equal 

𝑑 = 2.2Å with a binding energy of about −0.86 𝑒𝑉, whereas in meta connectivity the optimum 

separation distance of the same anchor is determined to be 𝑑 = 2.7Å, at approximately 

−0.175 𝑒𝑉. The molecules were then placed between (111) gold electrodes which is modelled 

with pyramid tips linked to 5 layers each containing 25 atoms to compute the transmission 

coefficient 𝑇(𝐸) and the Seebeck coefficient 𝑆 using the quantum transport code Gollum [18]. 
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Figure (5.2): Left panel shows the torsion angle (red line) between the two hexagonal rings. 

Right panel illustrates the ground state energy curve for each torsion angle of the 

phenylpyridyl anchor group, and the optimum angle is determined to be at 30°. 

 

 

Figure (5.3): Binding energy versus distance plot of meta-connected molecule 1, where the 

optimum ground state energy is determined at distance 𝑑 = 2.7Å. 
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Figure (5.4): Binding energy versus distance plot of para-connected molecule 3, where the 

optimum ground state energy is determined at distance 𝑑 = 2.2Å. 

 

5.4. Results and Discussion 

5.4.1. Varying the side groups 

The DFT calculation of the optimum configurations (i.e. before vibrating the pendant groups) 

demonstrates quantum interference (QI) effects, including DQI in the meta-connected 

molecules (1 and 2) and CQI in the molecules of para connectivity (3 and 4) (see figures 5.5 

and 5.6). This disagrees in comparison to the DFT result of the previous study [1], where none 

of the bridging atoms that possess pendant group such as 𝐶𝐻2 and 𝐶𝑀𝑒2 group showed DQI 

features. Moreover, the tight-binding model of the meta case proved that the system with no 

bridging atom produces DQI, which turns to CQI when the system has a bridging atom [1]. 
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This suggests that the introduced tight-binding model [1] is no longer valid, because it does not 

reproduce what is happening here for these new set of molecules. 

Here, the aim again is to investigate the sensitivity of quantum interference (QI) to the 

vibrational effect of these new pendant groups, and then explore how these fluctuations would 

impact the Seebeck coefficient. The process in this present work was started by varying the 

bond length of the C≡C and C≡N bonds in the side groups attached to the molecules in figure 

(5.1), and then computing the transmission and Seebeck coefficients for each configuration. 

The C≡C and C≡N bonds have been compressed and stretched in a series of equal lengths 

starting from 0.9Å to 1.7Å, while the rest of the molecule is fixed. The results of the transport 

calculations in the meta case (compounds 1 and 2) show that the HOMO levels are moving 

upwards in energy with the anti-resonances into the gap with increasing the length of the triple 

bonds, while the LUMO resonances are pinned near the Fermi energy of the gold electrode due 

to the contact to the pyridyl anchor group, leading to a reduced HOMO-LUMO gap (figure 

5.7). In the para case (compounds 3 and 4) similar behaviour is occurring; the HOMO 

resonances are slightly shifted with the Fano line shape, which appear clearly in the mid gap 

with increasing the stretch of both side groups (figure 5.8). 

By looking at the Seebeck calculations (figures 5.7 and 5.8) of both meta and para 

connectivities, the change in the meta is shown to be much larger than in the para due to the 

presence of the sharp transmission dip at the centre of the HOMO-LUMO gap. To show this 

more clearly, I evaluated the Seebeck coefficient at the Fermi energy 𝐸 = −0.25 𝑒𝑉 as a 

function of the pendant groups variation (d) (figure 5.9). The bond length is varied between 0.9 

and 1.9Å with size step equals to 0.1Å. As can be seen, there is a definite trend for the Seebeck 

in the meta-connected molecules (red line) to decrease by a significant amount compared to 

the Seebeck in the para-connected molecules (blue line). As long as the para case has no anti-

resonance feature, the Seebeck value remains fairly constant until a resonance comes close to 
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the chosen Fermi energy. The Fano resonance [19], [20] is important if it happens to be close 

to the electrode Fermi level, which can enhance the results, but here in our case it does not play 

a role for enhancing the Seebeck coefficient. In summary, the Seebeck coefficient of meta-

linked molecules is sensitive to the change of the bond length in the connected side groups, 

whereas the sensitivity in the para case is much weaker. Consequently, the vibrational effect in 

the meta shows more enhancement in the Seebeck in comparison to the para case (figure 5.9). 

 

Figure (5.5): The first and second columns illustrate the transmission and Seebeck 

coefficients of the meta molecules (1and 2), where we have destructive quantum interference 

feature DQI. The position of the electrode Fermi energy 𝐸𝐹 = 0𝑒𝑉 sits near the LUMO 

resonance due to the contact to the pyridyl anchor group. 
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Figure (5.6): The first and second columns illustrate the transmission and the Seebeck 

coefficients of the para case (3 and 4) with constructive quantum interference feature CQI. 

The position of the electrode Fermi energy 𝐸𝐹 = 0𝑒𝑉 locates near the LUMO resonance due 

to the contact to the pyridyl anchor group. The small resonance in the middle of the HOMO-

LUMO gap of the transmission curves (between -1 and -1.5 eV) is the Fano resonance. 
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Figure (5.7): The first and second columns show the shift of the transmission and the 

Seebeck curves in the meta case when the C≡C and C≡N bonds of the pendant groups are 

varied between 0.9Å and 1.7Å. It can be seen that the shift of the HOMO resonance increases 

with increasing the triple bond length of the side group. 
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Figure (5.8): The first and second columns show the shift of the transmission and the 

Seebeck curves in the para case when the C≡C and C≡N bonds of the pendant groups are 

varied between 0.9Å and 1.7Å. It can be seen that the shift of the HOMO resonance does not 

increase with increasing the triple bond length of the side group compared to the meta 

connectivity. The Fano line shape near the HOMO resonance does not enhance the Seebeck 

because it happens away from the electrode Fermi energy 0eV.  
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Figure (5.9):  The Seebeck values at 𝐸 = −0.25 𝑒𝑉 as a function of changing the bond 

length (d) of C≡C and C≡N from d= 0.9 Å to 1.9 Å in both para and meta case. The meta 

connectivity shows more sensitivity to the vibrations of the triple bonds compared to the para 

connectivity.  

 

5.4.2. Tight-binding Model 

As mentioned above, these molecules do not behave like the previous studied molecules [1], 

and therefore, I need to reveal the evolution of transport properties with varying the pendant 

groups via their tight-binding models. This process is divided into several steps. The first, is to 

examine the optimum configration (figure 5.10 a) and understand the effect of side groups on 

QI. Hence, I constructed a tight-binding representation with similar core structure, where each 

site has an energy 𝜀0 = 0 with coupling 𝛾 = −1. The second step is to simulate the variation 

of the bond length used in the DFT based calculations, and this is achieved by changing the 

bond 𝛼  (green line) between the end atoms of the side group to three different lengths (0.9, 
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1.2, 1.7) (figure 5.10 b). Finally, the end atoms in the pendant group (orange colour) are set to 

have different energy level 𝜀𝑏 = 0.7 to mimic the C≡N bond in the DFT (figure 5.10 c). 

In the case of (a), the para connectivity results in CQI with a Fano resonance in the HOMO-

LUMO gap, whereas the meta connection pattern leads to DQI, which occurs at the centre of 

the HOMO-LUMO gap (i.e. E = 0). This means the results of (a) agree with the results from 

the DFT calculation shown in figures (5.7) and (5.8). It is noticeable that the Fano line shape 

appears in the para case, and this attributed to the interaction between the continuum state (the 

molecule backbone) and the discrete state (the pendant group) [11], [21]. In the DFT 

calculation, the Fano resonance is likely to be the small peak near the HOMO resonance, 

because when the length of those bonds (C≡C and C≡N) is stretched, this small resonance 

starts to shift into the gab and becomes more prominent (figure 5.8). Ultimately in the cases of 

(b and c), changing the length of the bond 𝛼 (green line) leads to shift the resonances in both 

para and meta transmissions (figure 5.11), which agrees with the transmission behaviour in the 

DFT calculation (figures 5.7 and 5.8). 

From the tight binding transmission curves, I can also examine the Seebeck behaviour. Since 

the transmission curve in the para case is almost flat across most of the HOMO-LUMO gap, 

and there is not a large change in the gradient with changing the coupling strength 𝛼, I would 

expect a low Seebeck coefficient. On the other hand, for the meta case, the anti-resonance 

(which has a large gradient) would produce a large Seebeck coefficient, as illustrated in figure 

5.12 which shows similar trends to the DFT results in figure (5.9). 
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Figure (5.10): Tight binding model of a fluorene-biphenyl unit with a 1-dimensional side 

group. (a) All nearest neighbour bonds between atoms are equal to 𝛾 = −1, and all site 

energies 𝜀0 are zero. (b) as for (a), but the bond 𝛼 is set to three different values (0.9, 1.2 and 

1.7). (c) as for (b), but the orange atoms in the side group have site energy 𝜀𝑏 = 0.7. 
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Figure (5.11): (a) Constructive and destructive QI in para and meta connection patterns, 

respectively, with the presence of the Fano-resonance in the para case. (b) and (c) show the 

shift of the resonances due to changing the bond 𝛼 from 0.9 to 1.7. The difference between 

(b) and (c) is that in (b) all site energies 𝜀0 are zero, while in (c) the side group has a site 

energy 𝜀𝑏 = 0.7 as shown in figure (5.10), and this shifts the anti-resonance away from 0 eV. 
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Figure (5.12):  Case b and c show the evaluated Seebeck at 𝐸 = −0.25 𝑒𝑉 as a function of 

changing the bond length 𝛼 from 0.7 to 1.5. In case (b) all site energies 𝜀0 are zero to mimic 

the C≡C, while in case (c) the side group has a site energy 𝜀𝑏 = 0.7 to mimic the C≡N. Both 

cases show similar trends to the DFT calculations where the Seebeck behaviour in the meta 

case enhances more with the vibrations of the bond 𝛼 compared to the para connectivity. 

 

5.4.3. Molecular Dynamics Simulations (MD) 

The conclusion of the DFT calculations at zero temperature illustrates that the value of the 

Seebeck is very strongly dependant on the fluctuation of the side groups with the meta position 

rather than the para case. This would beg the questions: if we carry out a realistic fluctuation 

of those pendant groups will that produce a large effect, and to what extent the C≡C and C≡N 

bonds can be stretched at room temperature? To address these questions, I applied the 

molecular dynamics simulation [22], [23] within SIESTA for only meta-connected compounds. 

This simulation tool is dealing with solving Newton equations to study the physical behaviour 

and interactions of atoms and molecules over a set period of time, providing insight into the 
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system's dynamical evolution [24]. The type of this run in SIESTA is called nose, where I 

carried out 5000-time steps with an initial temperature to the system (270 𝐾), target temperature 

(300 𝐾), and 1.0 fs is the length of the time step. It is important to consider that adding the 

whole gold leads to the molecules in the MD simulation is computationally expensive, and 

therefore, only the fixed gold pyramid tips were attached to them. Then, the remaining layers 

of the electrodes were built to compute the transmission 𝑇(𝐸) and the Seebeck 𝑆 coefficients 

using the quantum transport code Gollum [18]. 

 

 

Figure (5.13): A histogram plot shows the frequencies of the C≡C bond (left histogram) and 

the C≡N bond (right histogram) obtained from 5000 geometries using MD simulations with 

300K. The C≡C is stretched between 1.20 Å and 1.26 Å, while the C≡N vibrates between 

1.15 Å and 1.22 Å. 
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The data of the histograms in figure (5.13) shows the frequencies of the triple bond (C≡C and 

C≡N) at room temperature, which are calculated from 5000 geometries of the meta 

compounds. The width of both histograms indicates the range of the bond stretching. For 

example, the C≡C is stretched between 1.20 Å and 1.26 Å, while the C≡N vibrates between 

1.15 Å and 1.22 Å. The highest peak of the histograms represents the most probable value of 

the data set.  

If I relate the information in figure 5.13, which is obtained from the MD simulations to the 

simple picture of the energy curve at zero Kelvin (figure 5.14), where the molecules are in their 

optimum configurations, and the ground state energy is calculated for different bond lengths of 

the triple bonds, we can find that both triple bonds behave similarly whether at 0K or 300K. 

The range of bond stretching accessible at room temperature agrees with that at zero 

temperature. Moreover, the most probable values in the histograms (the highest peaks) agree 

with both optimum lengths of the triple bonds at 0 eV. This correlation between optimum 

calculation and MD simulations proves that the behaviour of those triple bonds at room 

temperature follow the prediction of what we expect from the simple calculation at 0K, and 

this makes the calculation from the MD simulation more reliable. 
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Figure (5.14): The ground state energy for the meta connected molecules as a function of the 

bond length d (C≡C left panel and C≡N right panel). The red dashed line is the thermal 

energy 𝑘𝐵𝑇, which is the energy available for the system at room temperature. The stretching 

limit of the triple bonds in both calculations (0K and 300 K) agree with each other. 

 

 

Table (5.15): This data is obtained from the two histograms in figure (5.12). It indicates the 

minimum and maximum C≡C and C≡N bonds at room temperature and the difference 

between them.  
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The difference between maximum and minimum lengths for these bonds at room temperature 

is very small around 0.01 Å, as shown in table (5.15). The fluctuation of these pendant groups 

is pretty much identical due to the similarity between them as both are 1-dimensional triple 

bonds. As a result of this, there is not a large shift in the position of their anti-resonance, and 

hence, there is no big change in the Seebeck curves (figure 5.16). These pendant groups were 

rather similar and simple, so this suggests studying a more complex side group, which could 

produce a greater effect. Therefore, I investigated a pendant group that has a larger charge 

distribution, pentafluorobenzene C13(𝐹5)2 (compound 5, figure 5.17), and compared its 

transport behaviour with the series of molecules. It is expected that the fluctuation of the charge 

of 10 fluorine atoms may produce an electrostatic effect on the energy levels of the molecule, 

resulting in a larger shift of the transmission curve. 

The MD simulation provided a series of snapshots of the studied systems, which include bond 

stretching as well as twisting of the molecules. For each snapshot, I computed the transmission 

and the Seebeck coefficients. Figure (5.17) demonstrates a set of 213 transmission and Seebeck 

curves plotted from 5000 geometries in the MD simulation for molecules 1, 2 and 5 (each curve 

has a time step interval of 1.0fs). These transport calculations reveal that the spread of the 

HOMOs and their anti-resonances into the gap in Fluorobenzene case is a quite large compared 

to the other two pendant groups (compounds 1 and 2). By looking at the transmissions 

behaviour of these three molecules, the anti-resonance feature at the gap centre has been 

maintained in both molecules whose C≡C and Fluorobenzene side groups, whereas most of 

the transmission curves in the case of  C≡N pendant have a parallel shape, which means the 

anti-resonance starts to alleviate in most of the transmission curves. 
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Figure (5.16): The transmission and Seebeck curves of the above configurations (left 

molecule 1 and right molecule 2), which include the maximum and minimum C≡C , C≡N 

bond lengths at room temperature. The difference between maximum and minimum lengths 

for these triple bonds at room temperature (300K) is very small around 0.01 Å, therefore the 

transmission curves do not show a large shift between them. 
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Figure (5.17): Transmission and Seebeck through the meta compounds (1, 2 and 5) for 213 

different geometries obtained from molecular dynamics calculations. 
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For further investigation, the conductance and Seebeck values are obtained at a Fermi energy 

value of 𝐸𝐹 = −0.25 𝑒𝑉 and plotted as a histogram (figure 5.18). The C≡C case (i.e. 

compound 1) has the narrowest conductance distribution (grey bins) where the range values is 

between ≈ (−3.4𝐺0 and −4.7𝐺0). In contrast, the width of the C≡N histogram or compound 

2 (red dashed bins) is larger from ≈ (−3𝐺0 to −5.4𝐺0), but the fluorobenzene case (yellow 

bins) has the largest conductance distribution between ≈ (−3𝐺0 and −6𝐺0) with the most 

probable value around −4𝐺0. The Seebeck histograms follow the same trend as the 

conductance, where the largest distribution is related to the molecule with fluorobenzene 

pendant group with a range from ≈ (−74.7 𝜇𝑉/𝐾 to −260 𝜇𝑉/𝐾). 

 

 

 

 

 

Figure (5.18): The conductance (left) and Seebeck (right) histograms evaluated at 𝐸 =

−0.25 𝑒𝑉 for the meta-connected compounds (1, 2 and 5) at room temperature. 

 

The change in the conductance is probably related to the torsion angle dependence in the 

molecules. The larger the torsion angle, the lower the conductance in the molecule [25]–[27]. 

According to the histograms in figure (5.19), it seems that the C≡N and (𝐶6𝐹5)2 side groups 

cause the end rings to rotate between 0° and 180°, leading to a broad conductance distribution. 

Conversely, having a narrow conductance distribution in the compound 1 might attributed to 
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the limited size of the dihedral angle (less than 110°). This may be due to the dipole moment 

impact between the C-N and C-F atoms, which may produce an electrostatic effect on the 

backbone of the molecules and force the pyridyl ring to rotate more compared to molecule 1, 

where the C-C has not dipole moment. 

 

Figure (5.19): The histograms illustrate the rotation size of the torsion angle 𝜃 within the 

phenylpyridyl unit in both sides of the compounds (1, 2 and 5) during the vibrational effect at 

room temperature using MD simulations. 

 

Table (5.20) shows the average of the conductance and Seebeck values obtained at the Fermi 

energy = −0.25 𝑒𝑉 at room temperature. From the average calculation, the change in the 

Seebeck is quite large for different pendant groups, in contrast the change in the conductance 

is not so large. The Seebeck coefficient is proportional to the derivative of the logarithmic 

transmission function (𝑆 ∝ −  
𝜕 ln(𝑇(𝐸))

𝜕𝐸
)
𝐸=𝐸𝐹

 , and thus a small change in the gradient would 

have a much bigger effect when we take the average, whereas the conductance (𝐺) would not 

because it is just a single magnitude of the transmission probability 𝑇(𝐸), 𝐺 ∝ 𝑇(𝐸𝐹).  
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By comparing the conductance and the Seebeck values obtained from the optimum 

configuration (at 0K) with the average at room temperature (300K), I find that the average 

tends to enhance the conductance in the three molecules in comparison to the optimum values, 

and the Seebeck shows similar trends (table 5.20). However, there is a decrease in the average 

Seebeck of compound 5 compared to the optimum, which is due to the shift of resonances close 

to the HOMO rather than the LUMO. Hence, if the Fermi energy is shifted further to the middle 

of the gap, then I would obtain a very different behaviour in the Seebeck coefficient. 

 

 

Table (5.20): (left table) The conductance and seebeck values for the compounds (1, 2 and 5) 

at 𝐸 = −0.25 𝑒𝑉 in the optimum configration (𝑖. 𝑒. 𝑎𝑡 0𝐾) compared to the average 

conductance and seebeck for the same compounds at 𝐸 = −0.25 𝑒𝑉 in room temperature 

(right table) 

 

5.5. Conclusion 

This chapter has studied the effect of vibration of the pendant groups on the transport behaviour 

in five compounds. Compounds 1-4 have similar pendant groups, which contain C≡C and 
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C≡N bonds, whereas compound 5 is linked to pentafluorobenzene (𝐶6𝐹5)2 side group. The 

calculations were divided into two parts: studying the vibrational effect at zero Kelvin for 

compounds 1-4, and then carrying out a molecular dynamic simulation for meta compounds (1 

2 and 5). The results of first part show quantum interference (QI) phenomena in the presence 

of the side group, where destructive and constructive QI are found in the meta and para 

connectivities, respectively, in agreement with the tight-binding model. It is found that varying 

the pendant groups in molecular junction can be exploited to control the QI and enhance its 

thermoelectric properties. According to the DFT calculation at zero temperature, the Seebeck 

coefficient of the meta-connected molecules is strongly sensitive to the fluctuations of the side 

groups compared to the para case. The MD simulation results revealed that the vibrational 

effect in compound 1 and 2 is very similar in the terms of the C≡C and C≡N bond stretching 

vibrations. However, in terms of the transport behaviour, the conductance and Seebeck 

distributions in compound 2 are wider than in compound 1, and the average Seebeck has shown 

a large difference in favour of C≡N pendant group. However, the fluctuations in a more 

charged pendant group such as pentafluorobenzene resulted in a very large shift in the position 

of its anti-resonance, causing  broader conductance and Seebeck distributions, with a higher 

average Seebeck compared to the other two compounds. Finally, by relating the molecular 

dynamics results to the zero temperature calculations, I show that they produce similar trends, 

and since this approach can capture some of the conformational variability inherent to the 

experiments as mentioned in chapter 1, it could be employed to examine the design of 

molecules before carrying out the experimental work in order to improve them and exploit the 

sensitivity of the Seebeck value in meta connected systems. 
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Chapter 6 

 

The conductance behaviour of pendant trans-coordinated 

palladium complexes 

 

6.1. Introduction 

Over the past decade, the ability to measure the conductance of individual molecules has led 

to a greater understanding of structure property relations, revealing the importance of how 

anchor groups impact quantum interference [1]–[7]. Such investigations have been dominated 

by pure organic conjugated molecules (e.g. OPE’s) [8]–[10]. However, the inclusion of metal 

ions in molecular wires has often proved to be alluring due to the potential to enhance or gate 

conductance by external stimuli [11], [12]. 

The metal complexes that have been measured in a molecular junction can be separated into 

two groups: those where the metal ion is directly in the linear conductance path [13], [14] or 

the metal ion is coordinated pendant to the conductive path [15]. The former cases have shown 

that the inclusion of the metal could achieve conductance enhancement or redox gating [16]–

[18] whilst the latter had either no impact or showed a large destructive quantum interference 

feature [15].  

With this in mind, a series of molecules has been designed by Ross Davidson at the university 

of Durham to test whether the introduction of a metal atom with a d-orbital can alter the 

quantum transport and quantum interference of a molecule. These molecules can be seen in 

Figure 6.1. The ligand (LP and LM) provides a conjugated backbone resulting in a conductive 
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path that exists with or without the coordinated metal. In the case of the complexed PdP and 

PdM the metal ion is co-ordinated between the nitrogen atoms of the pyridine rings and the aim 

is to understand if this part of the molecule is directly involved or pendant to the conductive 

path. 

 

 

 

Figure (6.1): Ball and stick representation of the molecules LP, LM, PdP and PdM. Colour 

representation: hydrogen (white), carbon (grey), nitrogen (Blue), sulfur (yellow), chlorine 

(green) and palladium (dark grey). 
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6.2. Molecule Isomers 

This chapter will focus on the theoretical electron transport behaviour of these four molecules 

with the aim of calculating both the conductance G and Seebeck coefficient S. The optimum 

geometry of each isomer of the molecules was calculated using the density functional code 

SIESTA with the same parameters as described in chapter 4 (section 4.2). In the case of the 

ligand molecules (Lp and LM) the chemical structure makes it possible for the geometry to 

change as the nitrogen atom of the pyridine unit can either point inwards to the centre of the 

molecule or point outwards. This is important as pyridine can act as an anchor unit with gold 

attaching to the nitrogen atom. I identify three possible configurations of LP due to the 

orientation of the pyridine; 1 – both pyridines pointing inwards, 2 – both pyridines pointing 

outwards and 3 – one pyridine pointing in and one points out. The second important orientation 

is that of the methyl group, which has its minimum energy when it is aligned with the plane of 

the pyridine ring. Therefore, for molecule LP the methyl group can point left or right, and this 

leads to 3 possible orientations; A – left and right, B – right and right and C right and left. I 

also consider the case when the methyl groups are rotated out of the plane by 90 which is 

geometry D. The corresponding relaxed optimum geometry of each of the 12 isomers can be 

seen in figure 6.2 along with the ground state energy Eg relative to the minimum energy 0eV. 

In this series the geometry 3C has the lowest energy which is the case of the pyridines pointing 

in opposite directions and may be due to an interaction between the nitrogen and the hydrogen 

on the opposite ring. Note, that the energy difference to 3A and 3B is very small (0.01eV) 

which shows orientation of the methyl groups is less important. 

 

 

 



118 

 

 

 

Figure (6.2): Possible isomers of the Lp molecule including their ground state energy Eg 

relative to the minimum 0 eV, where isomer is 3C has the lowest energy. The figure shows 

different position of SMe group with 1 – both pyridines pointing inwards, 2 – both pyridines 

pointing outwards and 3 – one pyridine pointing in and one points out. 

 

In figure 6.3, I repeat the process for the LM molecule. Again, there are the same three 

configurations of the pyridine rings (1-3), however due to symmetry there is an extra 

orientation D for the methyl group in the case of geometry 3. Orientation E again corresponds 

to the methyl groups rotated 90° out of the plane. The lowest energy isomer is 3C with the 

pyridine rings pointing in opposite directions. 
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Figure (6.3): Possible isomers of the LM molecule including their ground state energy Eg 

relative to the minimum 0eV, where isomer 3C has the lowest energy. In this study I applied 

the calculation for the geometries in the third panel, which are more likely to happen in the 

junction since they possess low ground state energy. 

 

In the case of the complex molecules PdP and PdM, the orientation of the pyridine rings is fixed 

so only the methyl groups are free to move. As before we assume four different positions A-

D, where for PdP A – left and right, B – left and left, C – right and left and D – methyl rotated 

90° out of the plane. For PdM the orientations are A – up and up, B – up and down, C – down 

and down and D – rotated 90° to the plane. The energy difference from the minimum is small 

except in the case of the isomer D. 
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Figure (6.4): Possible isomers of the PdP and PdM molecules including their ground state 

energy relative to the minimum 0eV. The SMe groups are rotated to different position around 

the sulfur atom. The energy difference from the minimum is small except in the case of the 

isomer D. 

 

6.3. Binding to gold electrodes 

To model the expected behaviour in a molecular junction, the next step is to understand how 

the molecule can attach to the electrodes. To achieve this, the binding energy between the 

molecule and a gold electrode was calculated. The system was treated as a two-component 

object, where the gold electrode is A, and the molecule is B. Due to basis set superposition 

errors (BSSE), when using localized basis sets, I used a counterpoise method to evaluate the 

binding energy EBind. This is given by the following equation: 
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𝐸𝐵𝑖𝑛𝑑 = 𝐸𝐴𝐵
𝐴𝐵 − (𝐸𝐴

𝐴𝐵 + 𝐸𝐵
𝐴𝐵) 

where 𝐸𝐴𝐵
𝐴𝐵 is the ground state energy of the gold electrode (A) and molecule (B), 𝐸𝐴

𝐴𝐵 is the 

energy of the gold (A) in the basis of the dimer AB and 𝐸𝐵
𝐴𝐵 is the energy of the molecule in 

the basis of the dimer AB. To find the optimum binding geometry I relaxed the position of the 

molecule relative to a single fixed gold electrode using SIESTA, so that all forces were less 

than 0.01eV/Å. Here, the gold electrode consisted of 3 layers of (111) gold containing 25 atoms 

with a surface of pyramidal gold atoms to mimic the behaviour of an STM measurement. For 

the LM and LP ligand molecules, I identify three possible ‘contact’ sites for the attachment of a 

gold electrode and the results can be seen in figure 6.5. The first contact site is the SMe anchor 

group and in the case of the methyl group being aligned with the pyridine ring the binding 

energy is -0.23eV for LP and -0.18eV for LM, however in the case of the methyl group being 

rotated out of the plane the binding energy increases to -0.45eV for LP and -0.34 for LM. This 

result predicts that upon binding, it is more energetically favourable for the methyl group to 

rotate out of the plane of molecule upon binding to the tip gold atom. 

The second contact site is the nitrogen atom of the pyridine ring, however the nature of the 

contact to the gold depends on the orientation of the pyridine ring for the given isomer. In the 

case when the nitrogen is pointing outwards (e.g. LP(2)) the nitrogen atom is in the ‘ortho’ 

position for binding and gives a binding energy of -0.52eV for LP and -0.58eV for LM. When 

the nitrogen atom is pointing inwards (e.g. LP (1)) the gold can bind to it when the plane of the 

molecule is parallel to the gold surface. The gold – nitrogen binding distance is 2.55Å for LP 

with a binding energy of -0.3eV with similar values for LM. 
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Figure (6.5): Binding energy of LP and LM molecule contacted to a gold electrode in four 

different locations. In the case of the SMe being aligned with the pyridine ring the binding 

energy is -0.23eV for LP and -0.18eV for LM, however in the case of the methyl group being 

rotated out of the plane the binding energy increases to -0.45eV for LP and -0.34 for LM. 

 

The same procedure was applied to the complex molecules PdP and PdM. In this case there is 

no binding to the ortho position as the pyridine rings are fixed. This means that there are two 

contact locations for the complex molecules and the results can be seen in Figure 6.6. The first 

location is again via the SMe group and as for the ligand molecules the optimum binding energy 

occurs when the methyl group rotates out of the plane, with a value of -0.46eV for PdP and -

0.21eV for PdM. The second location is again the middle of the molecule, however this time 

the binding site is the chlorine atom attached to the palladium atom and the lead is at right 

angles to the plane of the molecule. This gives a binding energy of -0.67 eV for both PdP and 

PdM.  
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Now, depending on where the gold lead attaches to the molecule, this means that there are 

multiple junction geometries that can form. For example, the PdP molecule, the left electrode  

attaches to the left SMe, and the right electrode could attach to the right SMe, this would be a 

para-para (p-p) connection. A second geometry forms when the left lead attaches to the left 

SMe group and the right lead contacts to central chlorine atom which would be a para-middle 

connection (p-mid) and the third geometry forms when the left lead attaches to one of the 

chlorine atoms and the right lead attaches to the other chlorine atom which would be a middle-

middle connection (mid-mid). In this geometry the transport is through the plane of the 

molecule. 

 

 

 

Figure (6.6): Binding energy of PdP and PdM molecule to a gold electrode. The optimum 

binding energy occurs when the methyl group rotates out of the plane, with a value of -0.46eV 

for PdP and -0.21eV for PdM. The binding energy for Au-Cl is -0.67 eV for both PdP and PdM.  
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6.4. Results and Discussion 

6.4.1. Electron transport calculations 

As a first example I compare the behaviour of the complex PdP (C) and PdM (C) with the ligands 

LP (1C) and LM (1C), the isomer label is in the bracket and corresponds to figure 6.2-4. The 

molecules were attached to gold electrodes via the SMe anchor groups in the optimum binding 

position as calculated previously with the resulting junction geometries for the para-para 

connectivities shown in figure 6.7a and b and the meta to meta in 6.7c and d. The transmission 

coefficient T(E) for each of these geometries was calculated using Gollum and the results can 

be seen in Figure (6.8). The comparison between the para connected ligand LP (black line) and 

complex PdP (blue line), shows that in both cases the Fermi energy (E-EF
0 = 0eV) sits in the 

HOMO-LUMO gap. In this case the transmission through the ligand is smaller than the 

complex, this is due to the HOMO LUMO gap of the complex molecule being smaller than the 

ligand meaning that the complex enhances the conductance.  

The shape of the HOMO resonance is also different for the complex PdP which has a Fano line 

shape (E-EF
0 = -1eV) in comparison to the Lorentzian shape of the LUMO resonance. This can 

be explained by the orbitals of the molecule which are shown in Figure (6.9), here the HOMO 

orbital is localized on the metal complex of PdP in comparison to the delocalized nature of the 

LUMO. Figure (6.8) also shows the behaviour for the meta connected molecules LM and PdM, 

which show a similar pattern to the para molecules, that the conductance of the complex PdM 

is greater than that of the ligand LM. The HOMO orbital is again localized for the complex and 

produces a Fano line shape. It should also be noted that the conductance of LM < LP and PdM < 

PdP.  
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Figure (6.7): Molecule junction geometry for (a) PdP para-para (p-p), (b) LP para-para (p-p), 

(c) PdM meta-meta (m-m) and (d) LM meta-meta (m-m). 

 

 

Figure (6.8): Zero bias transmission coefficient T(E) for molecules (a) LP and PdP  and (b) 

molecules LM and PdM contacted to gold electrodes via the SMe anchor groups. The HOMO 

LUMO gap of the complex molecules is smaller than the ligand, meaning that the complex 

enhances the conductance. The shape of the HOMO resonance is also different for the 

complex which has a Fano line shape due to the localized orbitals in figure (6.9). 
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Therefore, these transmission curves show that the complex, does not alter the transport path 

through the molecule, and the small enhancement in conductance is due to a shifting of the 

molecular orbitals and the change in the HOMO-LUMO gap size. 

 

 

Figure (6.9): HOMO and LUMO orbitals of molecules (a) PdP, (b) LP, (c) PdM and (d) LM, 

where the results show a localization of the HOMO orbital on the metal complex of PdP  and 

PdM , and this is producing a Fano line shape near the HOMO resonance as shown in figure 

(6.8). 

 

6.4.2. Multiple Conductance Groups 

Having investigated the general nature of transport through the four molecules when contacted 

through the SMe anchor groups, I now calculate the behaviour depending on the multiple 

junction configurations that can be formed. For the complex PdP there are three possible 

junction geometries, 1-the para-para (p-p) connection through the right and left SMe groups, 
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2- the para-middle (p-mid) connection where one lead attaches to an SMe group and the second 

contacts to a chlorine atom of the metal complex and 3 – the middle-middle (mid-mid) 

connection where the leads attach to the two chlorine atoms and the transport is through the 

plane of the molecule. The transmission curves for these three geometries can be seen in figure 

6.10 and show the general trend Gmid-mid > Gp-mid > Gp-p. This can be explained by the shorter 

distance for the path of the electrons though the molecule [19]. 

 

Figure (6.10): Zero bias transmission coefficient T(E) against electron energy E for three 

different binding configurations of PdP, and the curves show the general trend Gmid-mid > Gp-

mid > Gp-p . The para-para (p-p) connection through both SMe groups, the para-middle (p-mid) 

connection where one lead attaches to an SMe group and the second contacts to Cl atom, and 

the middle-middle (mid-mid) connection where the leads attach to the two chlorine atoms. 

The decrease in the distance between the left and right electrodes results in an increase in the 

transmission coefficient, as shown in mid-mid case where the contact via the Cl atoms. 

 

Figure 6.11 shows the transmission behaviour for the meta-complex PdM, again it has three 

different junction geometries, 1 – contact through the meta connected SMe groups (m-m), 2 – 
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the meta-SMe and the chlorine atom (m-mid) and 3 – the chlorine to chlorine (mid-mid). The 

same pattern emerges with the mid-mid having the highest conductance. Note, that in the case 

of transport through the plane the conductance value is similar for both PdP and PdM as it is no 

longer connected through a para or meta connection. 

 

Figure (6.11): Zero bias transmission coefficient T(E) against electron energy E for three 

different binding configurations of PdM, and the curves show the general trend Gmid-mid > Gp-

mid > Gp-p . The meta-meta (m-m) connection through both SMe groups, the meta-middle (m-

mid) connection where one lead attaches to an SMe group and the second contacts to Cl 

atom, and the middle-middle (mid-mid) connection where the leads attach to the two Cl 

atoms. The decrease in the distance between the left and right electrodes leads to an increase 

in the transmission coefficient, as shown in mid-mid case where the contact via the Cl atoms. 

 

Figure 6.12 shows the transmission for molecule LP. For the lowest energy isomer, there are 

five possible junction geometries. 1 – left lead and right lead contact to left and right SMe 

groups (p-p), 2 – left lead contacts to the nitrogen atom in the ortho position and the right lead 
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to the right SMe group (o-p), 3 – left lead contacts to the left SMe group and the right lead 

contacts the nitrogen atom in the middle of the molecule (p-mid) 4 – left lead connects to the 

ortho nitrogen and the right lead contacts to the middle nitrogen atom (o-mid) and 5 – left and 

right lead contact to the middle nitrogen atoms so that transport is through the plane of the 

molecule. 

The p-p connection gives similar behaviour to the o-p, which is expected, the p-mid and o-mid 

also have similar conductance behaviour and finally the mid-mid gives the highest 

conductance. 

 

Figure (6.12): Zero bias transmission coefficient T(E) against electron energy E for five 

different binding configurations of LP. The curve of mid-mid contact via the two Cl atoms 

shows the highest conductance, whereas the lowest conductance is due to the p-p connection 

via the SMe anchors and the o-p connection via the nitrogen atom in the ortho position and 

the right SMe group. 
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The transport through the LM molecule (figure 6.13) shows similar behaviour, although in this 

case the m-m gives a lower conductance than the m-o. Transport through the middle of the 

molecule again gives the highest conductance.  

 

Figure (6.13): Zero bias transmission coefficient T(E) against electron energy E for different 

binding configurations of LM. The transmission curve of mid-mid contact via the two Cl 

atoms shows the highest conductance due to the shorter distance for the path of the electrons 

though the molecule, whereas the transmission curve of m-m connection via the SMe groups 

gives the lowest conductance. 

 

6.4.3. Conductance and Seebeck values 

The conductance and Seebeck values are evaluated at room temperature for two different Fermi 

energies. the original DFT calculated Fermi energy EF
0 and EF

1=EF
0-0.5eV. Typically, DFT 

tends to incorrectly predict the position of the Fermi energy and therefore, I evaluate at two 

values with EF
1 chosen to be close to the middle of the HOMO-LUMO gap. Typically, the 



131 

 

results show that in the case of the complex molecules (Table 6.1 and 6.2) there are three 

conductance groups as expected from the transmission curves and for the Fermi energy in the 

middle of the gap all the groups give a low value for the Seebeck coeffiecent (< 20μV/K) with 

a negative sign to demonstrate LUMO dominated transport. 

Table 6.3 and 6.4 show the conductance and Seebeck values for the ligand molecules, in this 

case there are five geometries, but they tend to give three conductance groups with the sme-

sme contact (p-p) and sme-ortho contact (p-o) giving the lowest. The mid-mid gives the highest 

conductance and the sme-mid (p-mid) and ortho-mid (o-mid) a value in the middle. As was the 

case for the complex molecules the Seebeck values in the HOMO-LUMO gap are again very 

small (< 20μV/K) and negative. 

 

 Log G(EF
0) /G0 S(EF

0) /mV/K Log G(EF
1) /G0 S(EF

1) /mV/K 

p-p -2.82 -337.0 -4.51 -11.0 

p-mid -2.32 -110.7 -3.27 -14.5 

mid-mid -0.87 -33.3 -1.36 -7.6 

 

Table (6.1): Conductance and Seebeck values at the two Fermi energies 𝐸𝐹
0  = 0 𝑒𝑉 and 

𝐸𝐹
1 = −0.5 𝑒𝑉 for the PdP molecule for three different contact geometries. The Fermi energy 

𝐸𝐹
0  = 0 𝑒𝑉 is the DFT electrode fermi energy, which is not relaible. The results show small 

increase in the conductance between the p-p and mid-mid connections at 𝐸𝐹
1 = −0.5 𝑒𝑉. The 

shorter the distance for the path of the electrons though the molecule, the higher the 

transmission and thus the conductance. 
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 Log G(EF
0) /G0 S(EF

0) /μV/K Log G(EF
1) /G0 S(EF

1) /μV/K 

m-m -5.26 -84.1 -5.60 -8.4 

m-mid -3.18 -38.5 -3.58 -8.4 

mid-mid -0.81 -22.0 -1.25 -10.6 

 

Table (6.2): Conductance and Seebeck values at the two Fermi energies 𝐸𝐹
0  = 0 𝑒𝑉 and 

𝐸𝐹
1 = −0.5 𝑒𝑉 for the PdM molecule for three different contact geometries. The Fermi energy 

𝐸𝐹
0  = 0 𝑒𝑉 is the DFT electrode fermi energy, which is not relaible. The results show small 

increase in the conductance between the m-m and mid-mid connections at 𝐸𝐹
1 = −0.5 𝑒𝑉. 

 

 Log G(EF
0) /G0 S(EF

0) /μV/K Log G(EF
1) /G0 S(EF

1) /μV/K 

p-p -4.65 -49.9 -5.21 -3.7 

p-o -4.51 -84.4 -5.18 -2.1 

p-mid -3.44 -11.6 -3.66 -6.7 

o-mid -2.96 -5.2 -3.03 -2.0 

mid-mid -1.88 -21.3 -2.27 -9.4 

 

Table (6.3): Conductance and Seebeck values at two Fermi energies 𝐸𝐹
0  = 0 𝑒𝑉 and 𝐸𝐹

1 =

−0.5 𝑒𝑉 for the LP molecule of five different contact geometries (p-p), (p-o), (p-mid), (o-

mid) and (mid-mid). The p-p and p-o give the lowest conductance, the mid-mid contact gives 

the highest conductance, and the p-mid and o-mid have a value in the middle. The Seebeck 

results do not show enhancement. 
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 Log G(EF
0) /G0 S(EF

0) /μV/K Log G(EF
1) /G0 S(EF

1) /μV/K 

m-m -6.17 -38.1 -6.67 -9.5 

m-o -5.29 -70.2 -6.51 -25.5 

m-mid -2.14 -23.6 -2.35 -5.8 

o-mid -3.15 -7.6 -3.24 -2.8 

mid-mid -1.98 -17.4 -2.23 -5.5 

 

Table (6.4): Conductance and Seebeck values at two Fermi energies 𝐸𝐹
0  = 0 𝑒𝑉 and 𝐸𝐹

1 =

−0.5 𝑒𝑉 for the LM molecule of five different contact geometries (m-m), (m-o), (m-mid), (o-

mid) and (mid-mid). The m-m and m-o give the lowest conductance, the mid-mid contact 

gives the highest conductance, and the m-mid and o-mid have a value in the middle. The 

Seebeck results do not show large enhancement (all are less than 20μV/K). 

 

6.4.4. Pendulum behaviour of the Complex molecules 

Previous work [20], [21] has shown that changing the geometry of a molecular complex with 

localized orbitals can shift the position of the ‘Fano’ resonance as the complex moves relative 

to the molecule. I therefore, investigate if the chlorine atoms attached to the palladium atom 

can modify the transport behaviour by moving them in a ‘pendulum’ motion. First, the energy 

barrier for this rotation is calculated. The chlorine atoms are rotated by an angle θ around the 

N-N axis of PdP and PdM, (𝜃 = 0° is the optimum geometry). Figure 6.14 shows the Energy 

barrier to rotation is low in both the PdP and PdM molecules (< 0.05eV) for angles between 

θ=10 and -50°.  
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Figure (6.14): Ground state energy as a function of rotation angle θ, where the Cl atoms are 

rotated around the N-N bond in both PdP and PdM. For simplicity, 𝜃 = 0° is the optimum 

angle of PdCl2 at the optimum geometry. 

 

I then calculate the transmission coefficient 𝑇(𝐸) as a function of the rotation angle θ, and the 

results for the PdP molecule are shown in Figure 6.15. This shows that only the HOMO 

resonance (which has the Fano line shape) changes with the rotation angle and zooming in on 

this region shows that the width of this resonance changes and is also shifted by approximately 

0.2eV. However, this shifting happens well away from the Fermi energy and therefore I expect 

that this motion does not play any role in the molecular conductance. I find similar behaviour 

for the equivalent calculation of the PdM molecule. 
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Figure (6.15): (left) T(E) against energy E for rotation angle θ about the equilibrium position 

0° in molecule PdP. (right) Zoom in on HOMO resonance with the Fano line shape. The 

overall results are not affected by this shift in the Fano resonance, because it happens away 

from the electrode Fermi energy.   

 

6.5. Conclusion 

I have studied a series of palladium complexes to determine how the addition of the complex 

to the ligand can modify the electron transport behaviour in terms of quantum interference. I 

show that the transport behaviour for the case when the junction is formed through attachment 

to the SME anchor groups follows the expected behaviour in the case of the ligand molecules. 

The para connected LP gives a higher conductance than the meta connected LM, and in the case 

of the addition of the palladium complex the conductance is enhanced for both. The fact that 

the conductance of the meta-complex is lower than the para shows that the addition of the 

palladium atom does not disrupt the transport path, which is through the ligand part of the 

molecule. 
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The complex structure of these molecules leads to multiple binding locations for attachment to 

gold electrodes and therefore multiple junction configurations can be formed. Therefore, I 

expect the measurement of these molecules to show multiple measured conductance values. 

However, the fact that the Fermi energy sits in the middle of the transport gap and the complex 

only introduces a Fano resonance at a much lower energy, which is not greatly modified by the 

pendulum motion of the chlorine atoms, the Seebeck coefficient is predicted to be small for all 

four molecules. The different junction geometries do not enhance the Seebeck value either. 

Finally, the predicted pendulum motion of the chlorine atoms is shown to modify the behaviour 

of the HOMO resonance, but this feature happens well away from the Fermi energy, so it is 

expected not to play a role in the conductance or thermoelectric response of the complexed 

molecule. 
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Chapter 7 

 

Summary and Future works 

 

This thesis has theoretically investigated the thermoelectric behaviour of single molecules 

using density functional theory (DFT) in combination with Green’s function scattering 

techniques. Their electrical conductance G and the Seebeck S coefficient have been evaluated 

with the aim of understanding fundamentals of their transport properties, which may underpin 

future designs for high performance thermoelectric materials. However, if we are interested in 

increasing the efficiency of molecular nanodevices, we need to do more than merely calculate 

the G and S. The technical applicability of these devices is governed by their thermoelectric 

efficiency, which is characterised by the dimensionless figure of merit ZT, defined by 

𝑍𝑇 =  𝐺𝑆 2𝑇 (𝐺𝑡ℎ
𝑒𝑙  + 𝐺𝑡ℎ

𝑝ℎ)⁄ , where 𝐺𝑡ℎ
𝑒𝑙  and 𝐺𝑡ℎ

𝑝ℎ
 are electron and phonon thermal 

conductance, respectively. For the first suggestion, it would be of interest to compute the 

thermal conductance for the series of molecules that have been studied in this thesis. The 

approach to performing phonon transport calculations an extensions of methodologies 

developed for phonon transport in inhomogeneous media [1] and is almost identical to that of 

the electron transport calculation but with a few different input parameters [2]. 

The figure of merit should be larger than unity for an efficient thermoelectric device, and 

therefore, enhancement of G and S and suppression of thermal conductance are needed for 

efficient conversion of heat into electricity. Several parameters can modify the thermoelectric 

properties of molecular junctions such as the length of the molecule, the chemical nature of the 

anchor groups or the presence of the side groups. The Fano resonance feature in chapter 5 had 
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no role in enhancing the Seebeck coefficient, because of the simple structure of the pendant 

group and its lack of degrees of freedom. Thus, the chemical modification of the side group to 

be more complicated will offer many degrees of freedom to manipulate and then tune this 

resonance to be near the Fermi level of the electrodes [3], [4].  

Another suggestion for this research is to change the molecular core structure to have two 

positions of pendant groups. Since one position of a side group has an important influence on 

the electron transport due to quantum interference effects, I think that adding two of them may 

enhance the thermopower even more [5]. According to this study [6], it has been shown that 

thermal conductance is suppressed with increasing the number of differing length pendant 

branches in molecules (a molecular Christmas trees). Furthermore, Charge transfer complexes 

[7] by adding an electron acceptor molecule (TCNQ) or donor (TTF) are another mechanism 

for regulating quantum interference. 

In chapter 6, I have investigated the transport properties of para- and meta-connected molecules 

with and without metal atoms (i.e. PdCl2), and the results showed that the presence of this 

metal atom in molecular wires results in a slight increase in the conductance due to the shift of 

the LUMO resonance to the Fermi energy. In this project it might be useful to think about 

studying the 𝜋-stacking of these molecules in more detail, understanding electron transport 

through them, and how different configurations may control QI [8]–[10]. The weak interaction 

between parallel 𝜋-stacked molecular systems may exhibit low conductance due to the 

appearance of destructive interference feature, and the decrease in conductance might indicate 

an increase in the thermopower. Moreover, the charge transport depends not only on the nature 

of ligands but also on the type of metal ion entrapped in the complex, thus studying a series of 

different metal ions, such as Zn, Fe, Cu, Co, Ni and Mn, is of fundamental interest to investigate 

their effect on electron transport. It has been found that the molecular energy levels can be tuned 

relative to the Fermi energy of the electrodes through the choice of the metal atom [11]. Besides 
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that, it would be interesting to calculate the charge transfer of these different metal elements, 

and study how the electron transfer between the metal and the molecular backbone would affect 

the transmission and the Seebeck behaviours. Furthermore, since the palladium is attached to 

two Cl atoms we can apply a reduction process by taking off both Cl atoms, which may cause 

a shift in the position of the electrode Fermi energy to the other side near the Fano resonance, 

leading to more enhancement in the conductance [11].  

The other possibility to improve this work is to investigate other types of molecules containing 

Pt and Pd atoms for different connectivity [12], [13]. Platinum is more than 60% heavier than 

palladium, and thus it would be interesting to understand the role of the mass of the metal atom 

in terms of the thermal conductance.  

Finally, alternative electrode materials for molecular electronics such as using graphene 

electrodes in all these projects is another interesting point to consider. Graphene as an electrode 

requires new anchor groups capable of preserving coherent electron transport across the 

molecule-graphene interface, and its unique properties make it an ideal electrode material for 

molecular electronics [14]–[16]. 
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