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We present a search for long-lived Higgs portal scalars (HPS) and heavy neutral leptons (HNL)
decaying in the MicroBooNE liquid-argon time projection chamber. The measurement is performed
using data collected synchronously with the NuMI neutrino beam from Fermilab’s Main Injector
with a total exposure corresponding to 7.01 × 1020 protons on target. We set upper limits at
the 90% confidence level on the mixing parameter |Uµ4|2 ranging from |Uµ4|2 < 12.9 × 10−8 for
Majorana HNLs with a mass of mHNL = 246 MeV to |Uµ4|2 < 0.92 × 10−8 for mHNL = 385 MeV,
assuming |Ue4|2 = |Uτ4|2 = 0 and HNL decays into µ±π∓ pairs. These limits on |Uµ4|2 represent
an order of magnitude improvement in sensitivity compared to the previous MicroBooNE result.
We also constrain the scalar-Higgs mixing angle θ by searching for HPS decays into µ+µ− final
states, excluding a contour in the parameter space with lower bounds of θ2 < 31.3 × 10−9 for
mHPS = 212 GeV and θ2 < 1.09× 10−9 for mHPS = 275 GeV. These are the first constraints on the
scalar-Higgs mixing angle θ from a dedicated experimental search in this mass range.

I. INTRODUCTION

The MicroBooNE detector [1] began collecting data in
2015, making it the first fully operational detector of the
three liquid-argon time projection chambers comprising
the Short-Baseline Neutrino (SBN) program [2] at Fer-
milab. The MicroBooNE detector was exposed to both
the booster neutrino beam (BNB) [3] and the neutrino
beam from the main injector (NuMI) [4].

We can use the NuMI beam to study beyond-the-
Standard Model (BSM) phenomena such as the produc-
tion and decay of heavy neutral leptons (HNL) or Higgs
portal scalars (HPS), jointly referred to as long-lived par-
ticles (LLPs). In addition, we have also used it to mea-
sure electron neutrino cross sections on argon [5, 6].

In this paper, we present searches for both types of
LLPs originating from kaons decaying at rest in the NuMI
hadron absorber, which is located downstream of the
MicroBooNE detector at the end of the NuMI decay pipe.
The LLP would travel ≈ 104 m to the MicroBooNE de-
tector where it can be detected through its decay. LLPs
produced in the absorber would approach the detector in
almost the opposite direction to the vast majority of neu-
trinos, which originate from near the NuMI beam target
(Fig. 1).

Event displays of simulated HNL and HPS decays in
the MicroBooNE detector are shown in Fig.2. The signal
topology is characterized by exactly two tracks emerging
from a common vertex. Since we search for LLPs pro-
duced by two-body decays of kaons at rest, these LLPs
have a fixed energy for a given mass. These two proper-
ties, the direction and energy of the signal LLPs, help to
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FIG. 1. Momentum vectors of simulated neutrino events from
the NuMI target (red) and of HPS decays (black), where the
HPS originated from kaons decaying at rest (KDAR) in the
hadron absorber. The vectors are shown in the y − z plane
of the MicroBooNE coordinate system within the detector’s
active volume, where y points upward and z points in the
nominal BNB beam direction. The vectors start at the ver-
tex location and their lengths are proportional to the magni-
tude of the momentum of the neutrino or the HPS. Different
momentum scales are used for the display.

discriminate them from neutrino and cosmic-ray induced
background processes. In addition, the kinematics and
topologies of HPS decays to µµ pairs and HNL decays to
µπ pairs are similar, which allows us to develop a single
signal analysis strategy [7].

The MicroBooNE collaboration has published upper
limits on the production of HNLs decaying to µπ pairs for
an exposure of 2.0× 1020 protons on target (POT) from
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FIG. 2. Displays of two simulated signal events, where the LLPs approach from the bottom right of the image. The left display
shows an HNL of mass mHNL = 304 MeV decaying into a muon (track pointing up and right) and a charged pion (track pointing
left) that itself subsequently decays into a muon. The right display shows an HPS of mass mHPS = 275 MeV decaying into a
µ− (the long track going left) and a µ+ (the shorter track) which quickly decays to a Michel positron. The horizontal direction
represents the wires on the collection plane and the vertical direction represents the electron drift time. Colors represent the
amount of charge deposited on wires.

the BNB, using a dedicated trigger configured to detect
HNL decays that occur after the neutrino spill reaches
the detector. That search yielded upper limits at the
90% confidence level (CL) on the element |Uµ4|2 of the
extended Pontecorvo–Maki–Nakagawa–Sakata (PMNS)
mixing matrix |Uµ4|2 for Dirac and Majorana HNLs in
the HNL mass range 260 ≤ mHNL ≤ 385 MeV and as-
suming |Ue4|2 = |Uτ4|2 = 0 [8]. Several other collabo-
rations have also set limits on |Uµ4|2 [9–16]. Also using
a liquid-argon detector exposed to the NuMI beam, the
ArgoNeuT collaboration has published a search for HNL
decays into νµ+µ− final states [17]. They derive limits
on the mixing matrix element |Uτ4|2.

The MicroBooNE collaboration has also published a
search for HPS decaying to e+e− pairs assuming the
HPS originate from kaons decaying at rest after having
been produced at the NuMI absorber [18]. A data set
corresponding to 1.93 × 1020 POT is used to set limits
on θ2 in the range 10−6–10−7 at the 95% CL for the
mass range directly below the range considered in this
paper (0 < mHPS < 211 MeV). Other direct experimen-
tal searches for HPS have been published in Refs. [19–23],
and reinterpretations of experimental data as HPS limits
have been derived in Refs. [24–27].

II. HEAVY NEUTRAL LEPTONS

The HNL is introduced through an extension of the
PMNS matrix by adding a single heavy mass eigenstate
that mixes very weakly with the three active neutrino
states. This minimal extension adds four parameters to
the model comprising the HNL mass mHNL and the ele-

ments of the extended PMNS matrix, |Uα4|2 (α = e, µ,
τ). The flavor eigenstates are

να =
∑
i

Uαiνi + Uα4N, (1)

with a heavy neutral lepton state N . The HNL produc-
tion and decay rates are suppressed by the relevant |Uα4|2
element through mixing-mediated interactions with SM
gauge bosons.

K+

µ+

N
|Uµ4|2

N

µ∓

π±

|Uµ4|2

FIG. 3. Production of a Majorana HNL state N via mixing
in a K+ meson decay and its subsequent decay into a µ∓π±

pair. A Dirac HNL will only decay into µ−π+ pairs.
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HNLs would be produced in the decays of charged
kaons and pions originating from the proton interactions
on the targets of the BNB or NuMI neutrino beams. If
the HNL lifetime is sufficiently long to allow the HNL
to reach the MicroBooNE detector, they can decay into
Standard Model (SM) particles within the argon volume.

We consider the production channel K+ → µ+N with
the decay N → µ∓π± as shown in Fig. 3. The HNL
production rate and decay width into µπ are each pro-
portional to |Uµ4|2, and the total rate therefore to |Uµ4|4,
assuming |Ue4|2 = |Uτ4|2 = 0 [28]. We thus place lim-
its exclusively on the |Uµ4|2 mixing matrix element. The
accessible HNL masses are constrained by the condition
mK −mµ > mHNL > mµ +mπ.

FIG. 4. Production of an HPS boson S via mixing in a kaon
meson decay and its subsequent decay. Only K+ mesons con-
tribute to this analysis, although this decay mode can also
occur for neutral or K− mesons.

HNL states can include Dirac and Majorana mass
terms, where Majorana HNLs would decay in equal num-
bers into µ+π− and µ−π+ final states. Dirac HNLs from
K+ decays could only decay to the charge combination
µ−π+ to conserve lepton number.

III. HIGGS PORTAL SCALARS

The Higgs portal model [29] is an extension to the SM,
where an electrically-neutral singlet scalar boson mixes
with the Higgs boson with a mixing angle θ. Through
this mixing, this HPS boson acquires a coupling to SM
fermions via their Yukawa couplings to the Higgs boson,
which is proportional to sin θ. The phenomenology of the
Higgs portal model at the SBN program, including the
equations describing production and decay of the scalar
boson, are discussed in Ref. [30]. At the absorber the
dominant production channel will be through the two-
body decayK+ → π+S (where the HPS is denoted by S).
The dominant decay mechanism is a penguin diagram
with a top quark contributing in the loop (Fig. 4).

The partial width for decays to charged leptons with
mass m` is proportional to m2

` [30]. If we assume
that there are no new dark sector particles with masses
< mHPS/2, the branching fraction into µ+µ− pair is
therefore close to 100% for scalar masses in the range
mµ+µ− < mHPS < mπ0π0 . The decays into π0π0 pairs
become accessible for mHPS > 269 MeV and the decays
into π+π− pairs at mHPS > 279.1 MeV.

We do not consider decays to neutral pion pairs in this
search, since the detector signature differs significantly
from muon and charged pions. The π+π− decay signa-
tures appear very similar to µ+µ− decays. However, the
analysis is not sensitive to HPS decays in this decay chan-
nel, as the HPS will decay before it reaches the detector
due its short lifetime. We set limits as a function of the
mixing angle θ as both HPS production and decay rate
are proportional to θ2.

IV. MICROBOONE DETECTOR

The MicroBooNE detector [1] is a liquid-argon time
projection chamber (LArTPC) situated at near-ground
level at Fermilab. It is located at an angle of 8◦ relative
to the NuMI beamline [4] and at a distance of 680 m from
the target. The MicroBooNE LArTPC has an active
mass of 85 t of liquid argon, in a volume 2.6 × 2.3 ×
10.4 m3 in the x, y, and z coordinates of the MicroBooNE
coordinate system 1.

Charged particles produced in neutrino interactions
with argon or in decays of LLPs will ionize the argon
atoms along their trajectories, producing ionization elec-
trons and scintillation light. An electric field of 273 V/cm
causes the electrons to drift towards the anode plane, re-
quiring 2.3 ms to drift across the width of the detector.

The anode plane is oriented perpendicular to the elec-
tric field and comprises three planes of sense wires with
a spacing of 3 mm between adjacent wires and the same
spacing separating the wire planes. Ionization electrons
induce a bipolar signal when they pass through the first
two planes of wires, oriented at ±60◦ with respect to the
vertical, before being collected on the third plane with
vertically oriented wires producing a unipolar signal.

The waveforms measured by the 8192 wires are digi-
tized in a 4.8 ms readout window. This is longer than
the 2.3 ms drift time to allow reconstructing out-of-time
cosmic rays. The signal processing on the raw TPC wave-
forms includes noise filtering and deconvolution to con-

1 The MicroBooNE detector is described by a right-handed coor-
dinate system, where the x axis points along the negative drift
direction with the origin located at the anode plane, the y axis
pointing vertically upward with the origin at the center of the
detector, and the z axis points along the direction of the BNB
beam, with the origin at the upstream edge of the detector. The
polar angle is defined with respect to the z axis and the azimuthal
angle φ with respect to the y axis.
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vert wire signals into hit information [31, 32]. Subse-
quently, individual hits corresponding to a localized en-
ergy deposit are extracted for each wire. The combina-
tion of timing information and energy deposit contained
in each waveform is used to create 2D projective views
of the event.

An array of 32 8-inch photomultiplier tubes (PMTs)
collects the scintillation light produced by argon ioniza-
tion. Light flashes are reconstructed from the waveforms
of the 32 PMTs. To record an event, the NuMI online
trigger requires a scintillation light signal in time with
the accelerator beam spill window above a configurable
threshold for the number of photoelectrons, which was
9.5 for Run 1 and then lowered to 5.75 during Run 3.

A cosmic ray tagger (CRT) surrounding the cyrostat
was installed about midway through MicroBooNE opera-
tions [33]. It comprises four panels made up of interleaved
plastic scintillator strips placed above, below and on the
two sides parallel to the BNB beam direction. The CRT
provides both fast timing and positional information of
cosmic rays entering the TPC.

V. NUMI BEAMLINE

Protons with an energy of 120 GeV from the Main In-
jector hit a graphite target, producing particles in the
NuMI beamline. The position of the MicroBooNE detec-
tor relative to the components of the NuMI beamline is
shown in Fig. 5. A system of electromagnetic horns fo-
cuses the charged particles either towards or away from
the beam axis, depending on the horn polarity. In for-
ward horn current (FHC) mode, a positive (+200 kA)
current is applied to the horns, which focuses positively
charged particles in the beam direction. In reverse horn
current (RHC) mode, a negative current (−200 kA) is ap-
plied to focus negatively charged particles. In this paper,
we use NuMI data collected in both modes.

The focused particles then travel down a 675 m long de-
cay pipe filled with helium where they decay to neutrinos
or anti-neutrinos. The proton beam structure determines
the intensity and timing structure of the neutrino beam.
The neutrino beam has six batches which together form
a spill. Each spill is 9.6 µs long.

Immediately downstream of the decay pipe, at a dis-
tance of ≈ 104 m from the MicroBooNE detector, is an
absorber (5.5 m wide, 5.6 m tall, and 8.5 m deep) made
of an aluminium core surrounded by steel and then con-
crete, designed to absorb the remaining hadrons. In the
MicroBooNE coordinate system, the direction from the
absorber corresponds to θ = 2.20 and φ = 1.15 (in ra-
dians). Approximately 13% of the beam protons pass
through the target without interacting, travelling along
the decay pipe before colliding with the absorber at a
distance of 725 m downstream from the target [4]. These
collisions produce a large number of K+ mesons which
then decay at rest, while most of the K− mesons are
absorbed. The LLPs studied in this paper would be pro-

duced in this absorber from K+ decays. We assume equal
rates of K+ production for the two horn polarities [34].

VI. FLUX GENERATION

The flux of neutrinos in the NuMI beam is simulated in
several steps as described in Ref. [5]. The NuMI beamline
simulation uses the g4Numi code [35], which is based on a
GEANT4 description of the geometry. The PPFX software
package provides a neutrino flux prediction and uncer-
tainties on the flux [36]. We need to estimate the num-
ber of kaons decaying at rest in the absorber, in order
to simulate the LLP signal with the g4Numi beamline
simulation.

The NuMI flux from the absorber leads to a negligible
rate of neutrino interactions contributing to MicroBooNE
cross-section results [5, 6]. The modeling of the flux of
neutrinos from kaons decaying at rest in the absorber is
however relevant for this analysis. We therefore improve
on this flux simulation by incorporating previous work
from the MiniBooNE collaboration.

The MiniBooNE detector is located downstream from
the MicroBooNE detector in the NuMI beam. The Mini-
BooNE collaboration measured the νµ flux from kaons
decaying at rest at the NuMI absorber [34] using several
methods. Predictions of this flux were produced using
the MARS [37], FLUKA [38], and GEANT4 [39, 40] simula-
tion packages. The MiniBooNE collaboration adopted
the GEANT4 prediction of 0.085 νµ produced per POT as
their central value, with a 30% uncertainty taken from
the range between simulations. The flux predicted by
g4Numi is almost an order of magnitude smaller than the
MiniBooNE central value and is not consistent with the
30% uncertainty. The g4Numi flux would yield a neutrino
cross section measurement with the MiniBooNE detector
that is inconsistent with expectations. We therefore use
the MiniBooNE central flux value for the signal simula-
tion, consistent with the procedure in Ref. [18].

VII. SIGNAL KINEMATICS

We generate the LLP signal using the flux of charged
kaons that produce neutrinos, decaying them instead into
an HNL or an HPS through the processes K → µN or
K → πS. The two-body decay is isotropic in the kaon’s
rest frame, and the energy ELLP of the LLP is given by

ELLP =
m2
K +m2

LLP −m2
µ,π

2mK
, (2)

where mLLP is the LLP mass, mK the kaon mass, and
mµ,π the mass of the daughter particle, which is either a
muon or a pion.

The HPS decays into the µ+µ− final state are simu-
lated to reproduce the branching fraction as a function
of HPS mass, with an isotropic decay distribution in the
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FIG. 5. Illustration of the position of the MicroBooNE detector relative to the NuMI target and absorber.

HPS rest frame. We simulate both charge conjugations
of HNL decays, i.e., µ−π+ and µ+π− final states, again
with isotropic angular distributions. The angular dis-
tributions are then re-weighted for Dirac and Majorana
HNL decays [41].

We assume a uniform time distribution of the proton
beam interacting in the target, with a NuMI beam win-
dow of 9.6 µs. The two daughter particles are boosted
to the lab frame using the LLP momentum vector. The
time of the LLP decay is calculated from the kaon de-
cay time and the time of flight of the LLP to the decay
point. All times of flight are taken into account in the
simulation.

The LLP is only retained if its momentum vector in-
tersects the detector volume. A decay vertex within the
detector volume is then chosen along the trajectory of
the LLP. The exponential decay of the HPS flux is ac-
counted for when selecting a decay vertex. The HPS
lifetime is proportional to θ−2 [30]. The decay length of
an HPS with mHPS > 2mµ and a mixing angle in the
region of interest of 10−7 < θ < 10−9 is similar to the
distance between the absorber and the MicroBooNE de-
tector. Therefore some HPS will decay before reaching
the detector, reducing the flux in the MicroBooNE de-
tector.

For large values of θ2, only a small fraction of the HPS
reach the detector before decaying, which restricts the
upper reach of exclusion contours as a function of θ2. To
derive these contours, we first define an effective angle θeff

which neglects the impact of decays before the detector.
The event rate in the MicroBooNE detector is then∝ θ4

eff.
In the final extraction of the limits, we correct for the
early decays to obtain the limits as a function of the
physical mixing angle θ2.

The exponential decay of the HNL flux is negligible
for the mixing angles considered here as the HNL life-
time is much longer than the time needed to reach the
MicroBooNE detector. The number of HNL decaying be-

fore reaching the detector is therefore neglected, and the
final event rate is proportional to |Uµ4|4.

VIII. SIMULATION AND RECONSTRUCTION

Simulation and reconstruction are performed within
the LArSoft [42] framework. The neutrino event gen-
erator GENIE [43] simulates the neutrino interactions on
argon inside the cyrostat as well as interactions with the
surrounding material. The GENIE configuration used in
the simulation is found in Ref. [44], which describes a tun-
ing of phenomenological parameters related to charged-
current quasi-elastic scattering and scattering on a pair
of correlated nucleons, based on a fit to external data.

To obtain the response of the detector to ionization
charge and scintillation light, the propagation through
the detector material of secondary particles produced in
the LLP decays or in the neutrino interactions is simu-
lated by GEANT4 [45].

Cosmic rays crossing the detector in the same read-
out window are taken from data recorded outside of the
beam window and then overlaid on the MC simulation.
This overlay also addresses the need for simulating detec-
tor noise, as the simulated waveforms are combined with
waveforms from data recorded during beam-off times.

The simulated samples and the data are reconstructed
using the same algorithms. We use the Pandora pattern
recognition framework [46] to combine hits, first clustered
independently on each anode plane and then combined
across anode planes to build particles reconstructed in
3D. The particles are arranged in a parent-daughter hi-
erarchy based on the topology of the event and classi-
fied as track-like (muons, charged pions, and protons) or
shower-like (electrons and photons).

Optical hits are constructed from PMT waveforms.
Time-coincident optical hits from different PMTs are
combined to form “flashes” that are attributed to a single
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interaction in the detector. The time of the flash, the as-
sociated location, and the amount of light are determined
for each flash.

IX. DATA SETS

In total, we recorded data corresponding to 2.23 ×
1021 POT with the MicroBooNE detector exposed to the
NuMI beam. For this paper, we analyse a subset of the
data corresponding to 7.01×1020 POT, which were taken
in two different operating modes, forward horn current
(FHC) and reverse horn current (RHC). The FHC data
set was recorded during Run 1 in 2015–2016 and the RHC
data set during Run 3 in 2017–2018. The CRT was fully
installed for the second period, where it is used in the
analysis. We thus analyze the two data sets separately
to account for differences in neutrino flux, detector con-
figuration, and CRT coverage.

The “beam-on” samples are defined by triggers that
are coincident with the neutrino beam; they are used to
search for the LLP signal. In addition, we use three sam-
ples for each each data period (FHC and RHC) that are
designed to describe the background (“beam-off”, “in-
cryostat neutrino”, and “out-of-cryostat neutrino”).

The majority of beam-on events do not contain a neu-
trino interaction in MicroBooNE and are triggered by a
cosmic ray. This source of background is modeled using
a sample of events collected under identical trigger con-
ditions but at times where no neutrino beam is present.
These samples are referred to as “beam-off”. The beam-
off sample is scaled so that its normalisation corresponds
to the number of beam spills of the beam-on sample. An
additional scaling factor of 0.98 is applied to the beam-
off sample. This factor takes into account that about 2%
of all NuMI spills contain a neutrino interaction in the
detector, and the remaining spills contain only cosmic
rays [47].

The neutrino-induced background is modeled using
two samples for each run period. The “in-cryostat ν”
sample contains interactions of neutrinos with the ar-
gon inside the cryostat, and the “out-of-cryostat ν” sam-
ple describes interactions with the detector structure and
surrounding material. Both samples are generated with
the MC simulation and normalized to the number of
POT. The number of POT and the number of events
passing the online-trigger before scaling factors are ap-
plied are summarized in Table I.

After matching the sample size to the number of POT
of the beam-on data, the out-of-cryostat ν samples are
scaled by an additional factor of 0.75 for the FHC sample
and 0.35 for the RHC sample to ensure that the sum of
the beam-off, in-cryostat and out-of-cryostat ν samples
matches the data normalization within the NuMI timing
window of 5.64–15.44 µs, as shown in Fig. 6. There is
a small residual difference of ≈ 2% in the normalization
of data relative to the sum of the background samples at
this stage, as the scaling factors are derived with only a

TABLE I. Number of events before applying scaling factors for
the data and background samples, separated by run periods.
The corresponding number of POT are given for the beam-on
data and for the simulated background samples (in-cryostat
ν and out-of-cryostat ν).

Run 1 (FHC) Run 3 (RHC)

POT events POT events

×1020 ×105 ×1020 ×105

data sample:

beam-on 2.00 6.11 5.01 11.04

background samples:

beam-off N.A. 9.12 N.A. 32.37

in-cryostat ν 23.3 9.11 19.8 7.46

out-of-cryostat ν 16.7 5.69 10.3 3.86
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FIG. 6. Distributions of flash times for all Run 3 data events.
The beam-on data are compared to the sum of the beam-
off, in-cryostat ν, and out-of-cryostat ν samples. The single
bin at the start of the neutrino spill at 5.64 µs, where the
expectation significantly exceeds the data, is caused by an
effect in the timing structure of the beam that is not included
in the simulation. The overall normalisation of the data and
prediction agree within ≈ 2%.

subset of the data.
Simulated data sets using the procedure described in

Sec. VIII are used to evaluate the reconstruction and se-
lection efficiency for the signal LLP decays. In total,
we generate twelve samples in the mass range 246 ≤
mHNL ≤ 385 MeV and eight samples in the mass range
212 ≤ mHPS ≤ 279 MeV. The spacing of the mass points
takes into account the resolution. Additional points were
generated at the edges of phase space, where limits could
change more rapidly.

The expected time of arrival of HNLs as a function of
mHNL is shown in Fig. 7. The MicroBooNE NuMI trigger
requires a flash in a timing window of 4.69–16.41 µs that
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FIG. 7. Expected time of arrival of HNLs as a function of
mHNL. The horizontal lines show the timing window consis-
tent with the expected time of arrival of neutrinos from the
NuMI target. The trigger window extends by about 1 µs on
both sides compared to the timing range for neutrino inter-
actions.

covers the arrival times of the NuMI neutrino beam at
the detector. More than 95% of HNLs arrive within the
trigger window at low mHNL. Since the time of flight
increases with mHNL, the trigger efficiency decreases to
≈ 55% for mHNL = 385 MeV and then quickly goes to
zero. As we study a lower mass range for the HPS, this
effect is not relevant for the HPS search.

X. CANDIDATE VERTEX IDENTIFICATION

The Pandora reconstruction algorithm groups objects
into “slices” after removing cosmic-ray related hits. The
slice identification (SliceID) process uses a combination
of charge and light information to identify whether a slice
corresponds to a neutrino interaction. Slices containing
through-going, out-of-time, or stopping muons are re-
moved. The reconstructed charge in the slice is required
to be consistent with the location and intensity of the
flash that has triggered the event. If this selection leaves
≥ 2 remaining slices in the event, a Support Vector Ma-
chine (SVM) is applied to calculate a “topological score”
to select the most “neutrino-like” of the slices. This slice
is then also used for the LLP search.

The LLP topology is characterized by a single vertex
with two decay particles. The Pandora reconstruction
frequently misplaces the location of the LLP decay vertex
as the signal topology differs from the standard neutrino
interactions (see Figs. 1 and 2). The vertex locations
are therefore re-calculated for this analysis. All pairs of
fitted tracks whose start or end points lie within a 3D-
distance of 5 cm of each other are combined to form signal
candidates with a common vertex. If the end point of a
track is placed at one of the new candidate vertices, the

track direction is reversed. The vertex coordinates are
calculated as the mean of the start locations of the two
tracks. At this stage, there can be multiple vertices in an
event. Approximately (60−70)% of signal events contain
at least one vertex and (40 − 50)% contain exactly one
vertex for the generated signal samples (Table II).

XI. KINEMATIC AND TOPOLOGICAL
VARIABLES

We define several kinematic and topological variables
to discriminate between signal and background. These
variables are either associated to the slice or to the signal
candidate. The slice-related variables use information
calculated for the entire slice:

• Multiplicity: The total multiplicity of objects in
the slice, Ntot, and the multiplicities of the objects
classified as either tracks or showers (Ntr or Nsh).

• Containment: Events are required to be con-
tained inside the TPC’s active volume by restrict-
ing the maximum and minimum coordinates of the
start and end points of the objects within the slice
to be

9 < x < 253 cm,

−112 < y < 112 cm,

14 < z < 1020 cm. (3)

We also define the maximum and minimum extent
of the slice for each coordinate, denoted as max (i)
and min (i), with i = x, y, z. They are defined as
the largest or smallest value of the start and end
points of tracks in the slice in each dimension.

• Slice energy: The energy of all the objects of the
slice, Esl, is reconstructed from the charge read-out
by the collection planes. We expect that

Esl ≈ ELLP − (m1 +m2), (4)

where ELLP is the energy of the LLP and m1 and
m2 are the masses of the two decay particles. This
assumes the decay particles are stable and their ki-
netic energy is fully measured in the TPC. The ion-
ization energy contributed by secondary decays will
increase Esl.

• Topological score: A Support Vector Machine
(SVM) is applied to calculate a topological score
that selects the slice that is most consistent with
containing a neutrino interaction.

The remaining variables are directly related to the signal
candidate.

• Proton likelihood: The log-likelihood particle
identification score, SPID, is designed to utilize
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TABLE II. Number of events with at least one candidate vertex and the total number of vertices for events that pass the
candidate selection, normalized to the number of POT of the beam-on data sample. The number of expected HNL candidates
is scaled to |Uµ4|2 = 10−8, and the number of HPS candidates to θ2

eff = 10−9. The percentages are calculated with respect to
the number of events that pass the Pandora SliceID procedure.

Sample Run 1 (FHC) Run 3 (RHC)

Events Vertices Events Vertices

beam-off 24033 (38.8%) 37313 50068 (38.6%) 77776

in-cryostat ν 17736 (58.3%) 43226 45582 (59.8%) 119443

out-of-cryostat ν 3620 (30.1%) 4952 4557 (27.8%) 6418

sum of predictions 45390 (43.5%) 85490 100207 (45.1%) 203636

beam-on (Data) 45638 (44.1%) 86834 98061 (44.1%) 194260

data/prediction 1.01 1.00 0.98 0.95

signal

mHNL = 304 MeV 10.7 (64.7%) 16.0 26.5 (64.6%) 40.2

mHPS = 245 MeV 8.8 (64.4%) 13.6 22.1 (66.7%) 34.8

the calorimetric information to discriminate be-
tween protons and minimally ionizing particles
(muons) [48]. A score of SPID = −1 indicates that
a track is consistent with the proton hypothesis and
SPID = +1 that a track is consistent with the muon
hypothesis.

• Track length: We calculate the lengths `t of the
two tracks defining the candidate in the TPC.

• Candidate four-momentum: The momenta of
the particles associated to the two tracks produced
by the LLP decay are determined using the length
of the tracks and the continuous-slowing-down-
approximation [49]. For the HNL decays the mo-
menta and candidate mass are calculated assuming
that the longer track is the muon and the shorter
track is the pion. The momenta are summed to
calculate the LLP candidate’s four-momentum. We
define β as the angle between the momentum of the
candidate and the vector connecting the centre of
the absorber to the candidate vertex. The angle α
is the opening angle of the two tracks.

XII. EVENT SELECTION

The first stage of the final selection requires that the
flash time coincides with the beam window, and only the
flash with the largest number of associated photoelec-
trons is used. If there is a CRT hit within 1 µs of the
flash for the Run 3 (RHC) sample, the event is identified
as a cosmic ray and rejected. The 3D distance between
the Pandora vertex and the closest tracks reconstructed
using the CRT is required to be > 20 cm to remove events
where charge from cosmic rays not in time with the beam
flash is reconstructed as part of a candidate.

We require 2 ≤ Ntot ≤ 4, Ntr ≤ 3, and Nsh ≤ 2. The
event must be contained and the reconstructed energy
Esl is required to be Esl < 500 MeV. To remove neu-
trino interactions producing a proton, candidates where

at least one track has a score SPID < −0.5 are re-
moved. Candidates are required to have an opening an-
gle cosα > −0.94. This removes events where a single
cosmic-ray is split into two tracks with a large opening
angle. Finally, the longest track must be shorter than
50 cm.

TABLE III. Number of events with at least one candidate ver-
tex that pass in each sample after the full event selection. All
numbers are POT normalized. HNL candidates are scaled to
|Uµ4|2 = 10−8, HPS to θ2

eff = 10−9. The efficiencies are given
with respect to the number of events that pass the Pandora

SliceID procedure.

sample Run 1 (FHC) Run 3 (RHC)
events eff. events eff.

beam-off 1552 2.5% 1234 0.9%
in-cryostat ν 1188 3.9% 2132 2.7%

out-of-cryostat ν 208 1.7% 129 0.8%

sum of predictions 2948 2.8% 3495 1.6%
beam-on (data) 2950 2.8% 3410 1.5%

data/prediction 1.00 0.99

signal
mHNL = 304 MeV 7.5 45.2% 17.6 43.1%
mHPS = 245 MeV 6.2 45.9% 15.1 45.6%

Table III shows the combined efficiency of the selec-
tion requirements and vertex reconstruction relative to
the SliceID requirements for background and signal. The
background rejection is better for Run 3 compared to
Run 1 as the CRT improves the rejection of cosmic rays.
The CRT also vetoes particles produced in neutrino inter-
actions that either enter or exit the detector, as expected
for out-of-cryostat and in-cryostat neutrino interactions.
The effect of the CRT veto on the signal is small, as the
decay tracks are shorter. The signal efficiency relative
to the SliceID requirements are in the range (36–45)%,
rising with LLP mass. The total efficiency for an LLP de-
caying in the detector to be triggered, to be reconstructed
and selected by the SliceID, and to pass the final event
selection is in the range (13–30)%, again increasing with
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LLP mass.

XIII. BOOSTED DECISION TREE

We use the XGBoost gradient boosting library [50] to
train Boosted Decision Trees (BDTs) that discriminate
between the LLP signal and the background candidates
passing the initial selection. A separate BDT is trained
for each mHNL and mHPS mass point. The BDTs are
trained with 30% of the selected in-cryostat ν sample
and 50% of each of the generated signal samples. To im-
prove performance of the BDT training, we require that
> 90% of the hits in the slice are created by the LLP de-
cay products. This procedure excludes mis-reconstructed
signal events.

The background sample contains events where hits
from overlaid cosmic events are mis-reconstructed as sig-
nal candidates. Therefore, cosmic-ray background is re-
jected by the BDT, even without training on a beam-off
sample. In total, we use 21 BDT input variables:

• slice energy Esl,

• topological score,

• maximum extent of the slice, max (i), and mini-
mum extent, min (i), with i = x, y, z,

• multiplicities Ntot, Nsh, and Ntr,

• candidate angle β,

• candidate opening angle α,

• candidate mass mLLP,

• angles θ and φ of the longest track, as defined in
the MicroBooNE coordinate system, and

• length, the PID score SPID and the track score of
the two tracks forming the candidate.

To compare data and background simulation, and to
demonstrate the sensitivity to an LLP signal, we show
eight of the more important variables in the BDT in
Fig. 8. In general, we observe good agreement between
the background prediction and the data across all vari-
ables, both in shape and normalization. The distribu-
tions shown are for Run 3 (RHC). The distributions for
Run 1 (FHC) are similar with an increased cosmic-ray
contribution (see Table III) as the CRT was not yet op-
erational.

In Fig. 8, we overlay the signal distribution for a typical
mass point, at mHNL = 304 MeV. As expected, the aver-
age reconstructed invariant mass is centered around this
value. The slice energy peaks at Esl ≈ 105 MeV, about
20 MeV above the expected value from Eq. 4. This shift
is related to the ionization energy deposited by Michel
electrons. The slice energy is the variable with the best
sensitivity to signal in the BDTs. The candidate open-
ing angle is expected to peak at cosα = −0.34 for this

mass. The candidate angle cosβ with respect to the di-
rection from the absorber is peaked at cosβ = 1 for a
large fraction of the HNL signal candidates.

The lengths of the tracks are measures of the momenta
of the two particles, which depend on the decay kinemat-
ics. The direction of the longer decay track is included as
the angles θ and φ of the track in the detector coordinate
system. The direction (in radians) from the absorber cor-
responds to θ = 2.20 and φ = 1.15. The angle φ helps to
reject cosmic rays, which are aligned with φ = ±π/2.

Figure 9 shows the distributions of the BDT scores
trained for three different HNL and HPS masses. The
BDTs offer strong rejection against background candi-
dates from neutrino interactions. Background candidates
from mis-reconstructed cosmic-ray tracks, as found in the
beam off sample, are also rejected with high efficiency.
The discrimination between signal and background im-
proves slightly with LLP mass due to the higher energy
of the decay particles, leading to improved kinematic re-
construction.

In Fig. 9, the full range of BDT scores lies in the range
[0,1]. The final score distribution is shown after a trans-
formation using the inverse of the logistic function has
been applied, which maps the score to a range [−∞,∞].
We only consider candidates with BDT score > 0 after
the transformation, corresponding to > 0.5 in the origi-
nal distribution.

XIV. SYSTEMATIC UNCERTAINTIES

Uncertainty sources are considered for the background
samples and signal samples by applying variations that
modify the BDT score distributions. For the simulated
in-cryostat ν background sample, we consider the impact
of the flux simulation, cross-section modeling, hadron in-
teractions with argon, and detector variations:

• Flux Simulation. Uncertainties on the neutrino
flux arise primarily from the rates and kinemat-
ics of hadron production in the beamline. The
PPFX package is used to estimate these uncertain-
ties. Each of the parameters in the constrained flux
prediction is simultaneously sampled within its es-
timated uncertainties to produce alternative flux
predictions. Flux uncertainties also include varia-
tions in the beamline conditions, e.g., changes in
horn current, horn position, and beam spot loca-
tion. However, these beamline condition uncertain-
ties are neglected, as they have been shown to be
small [5, 6] and were therefore not reassessed.

• Cross-section Modeling. We assess the un-
certainties due to the modeling of neutrino cross-
sections by varying 44 of the parameters used by
the GENIE generator. A full discussion can be found
in Ref. [44].

• Hadron Interactions. Hadrons produced in neu-
trino interactions interact strongly, affecting their
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FIG. 8. Sum of the background predictions (beam-off, in-cryostat ν, out-of-cryostat ν) for several BDT input variables: (a)
slice energy Esl, (b) candidate angle β, (c) candidate opening angle α, (d) candidate mass mLLP, (e) length `t of longer track,
(f) length `t of shorter track, (g) angle φ, and (h) angle θ of the longest track in the MicroBooNE coordinate system. The
overlaid variable distributions are for an example mass of mHNL = 304 MeV. An arbitrary signal normalisation is used for
visibility. The distributions are shown for Run 3. The grey bands represent the combined statistical and systematic uncertainty
on the prediction.

propagation through argon. The description of
hadron interactions therefore impacts the event re-
construction and the description of the neutrino
background. These uncertainties are assessed us-
ing GEANT4Reweight [51] by considering variations

in the GEANT4 cross-section model for charged pions
and protons.

• Detector Modeling. Uncertainties arising from
detector modeling are estimated by re-simulating
the detector configuration using the same generated
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FIG. 9. The Run 3 (RHC) BDT performance on the two main background samples and on representative HPS and HNL mass
points.

(a) (b)

FIG. 10. Fractional uncertainty on the background prediction for the (a) Run 1 (FHC) and (b) Run 3 (RHC) samples as a
function of the BDT score, shown separately for the main sources of uncertainty. The BDT has been trained for a signal mass
of mHNL = 304 MeV.

input event sample. The variations include effects
due to the light simulation, reduction in the light
yield, increase of the Rayleigh scattering length,
and attenuation of the light in the argon.

Uncertainties related to charge reconstruction are

assessed using data-driven modifications of the
the waveforms on the TPC wires, as discussed in
Ref. [52]. Additional variations due to the space
charge mapping and ion recombination model are
simulated and assessed separately.
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We expect only a small number of background events in
the signal region of the BDT distribution due to the high
purity of the event selection. We therefore extrapolate
detector-modeling uncertainties from higher statistics re-
gions of the distribution to the signal region, assuming
they are constant.

The beam-off sample is taken from data and there-
fore has no associated systematic uncertainties other than
the statistical fluctuations in the sample. The contri-
bution of the out-of-cryostat sample to the final sample
is small. The out-of-cryostat sample normalization (see
Section IX) is set as an unconstrained parameter in the
final fits and found to be negligible.

The impact of the systematic uncertainties on the BDT
score distribution is shown in Fig. 10 for the Run 1 (FHC)
and Run 3 (RHC) background samples, with the BDT
trained for a signal of mHNL = 304 MeV. The fractional
uncertainties are given relative to the total background
prediction, which is the sum of beam-off, in-cryostat ν,
and out-of-cryostat ν samples.

The dominant uncertainty in the signal region at high
BDT scores is due to the statistical uncertainty of the
background samples, which is a consequence of the high
purity of the signal selection. Detector modeling uncer-
tainties are ≈ (10−20)%, neutrino flux and cross-section
uncertainties are each ≈ (5 − 10)% for most bins, while
all other uncertainties are negligible. The systematic un-
certainties are separately evaluated for all signal training
points (signal masses and FHC/RHC), with consistent
results. As expected, the sensitivity of the final result is
dominated by the the RHC data set.

The dominant contribution to the systematic uncer-
tainty on the signal sample arises from uncertainties on
the rate of kaon production at rest in the NuMI absorber.
This normalisation uncertainty is taken from the evalu-
ation of the MiniBooNE collaboration to be ±30% [34],
as discussed in Section VI.

The hadron interaction uncertainty will mainly affect
the modeling of pions produced in the HNL decay. The
relative uncertainties on the BDT distribution are ≈ 2%
for hadron interaction modeling and < 15% for detector
modeling. The longest track is assigned to be the muon
in HNL decays; the systematic uncertainty due to this
choice is also negligble.

Finally, a 2% uncertainty on the number of POT de-
livered is estimated from the uncertainty on the beam-
line toroidal monitor measurement [35], which is taken
as fully correlated uncertainty for all samples.

XV. RESULTS

We apply the BDTs trained for each signal mass point
to the data and the simulation. In Figs. 11 and 12 we
show a comparison of the resulting BDT distributions for
the data to the sum of the background predictions, using
a selection of representative signal mass points. In events
with more than one candidate, we retain only the can-

didate with the most signal-like BDT score. The back-
ground predictions and the data are in good agreement
across both of the run periods studied.

The BDT score distributions are used as input to a
modified frequentist CLs calculation [53, 54] to set up-
per limits on the signal strength for each model and
mass point. Test statistics are constructed from the
log-likelihood ratio (LLR) of the signal-plus-background
(S+B) and background-only (B) hypothesis for each LLP
mass. The BDT distributions for each run period (FHC
and RHC) enter the limit setting as separate channels
before their likelihoods are combined.

The systematic uncertainties on the background and
signal predictions are taken into account using Gaus-
sian priors. The signal and background predictions are
separately fitted to the data distributions under the
background-only and signal-plus-background hypotheses.
The systematic uncertainties are allowed to vary within
their defined priors to maximize the respective likelihood
functions. This reduces the effect of the systematic un-
certainties on the sensitivity of the search [55].

The background predictions are fitted separately for
the two run periods, with uncorrelated systematic un-
certainties. We find that this assumption about the cor-
relations has negligible impact on the result. The flux
systematic uncertainties on the signal are taken to be
correlated between the two data periods.

The confidence levels are calculated by integrating
the LLR distributions, which are derived using pseudo-
experiments, under either the S+B (CLs+b) or the B-only
hypotheses (CLb). The excluded signal rate is defined as
the scaling of the signal strength for which the confidence
level for signal reaches CLs = CLs+b/CLb = 1− 0.9.

TABLE IV. The 90% CL observed and median expected limits
on |Uµ4|2 as a function of mHNL for a Majorana HNL.

mHNL limit on |Uµ4|2 (×10−8)
(MeV) observed median 1 s.d. range

246.0 12.9 13.7 11.3–17.0
250.0 8.57 7.89 6.46–9.83
263.5 3.86 3.86 3.15–4.71
277.0 3.05 2.55 2.10–3.11
290.5 1.91 1.95 1.59–2.38
304.0 1.46 1.52 1.24–1.85
317.5 1.18 1.19 0.97–1.45
331.0 0.85 0.94 0.77–1.15
344.5 0.67 0.74 0.61–0.92
358.0 0.54 0.65 0.53–0.80
371.5 0.81 0.63 0.51–0.78
385.0 0.92 0.67 0.55–0.83

The observed and median expected 90% CL limits on
|Uµ4|2 are shown for each HNL mass point in Table IV
and in Fig. 13, and the corresponding limits on θ2

eff for the
HPS model in Table V. The 1- and 2-standard deviation
intervals cover the range of expected limits produced by
68% and 95% of background prediction outcomes around
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FIG. 11. Sum of the background predictions (beam-off, in-cryostat ν, out-of-cryostat ν) for the BDT score distribution
compared to data and to the expected signal distribution for mHNL = 250 MeV, 304 MeV, and 358 MeV. The HNL signal
distributions are normalized to the number of events excluded at the 90% CL (quoted in brackets on the plot), scaled up by a
factor of 5 for better visibility and added to the background distribution. The top row shows Run 1 (FHC) and the bottom
row Run 3 (RHC) data. The bands represent the combined statistical and systematic uncertainty on the prediction.

the median expected value. The observed limits are con-
tained in the 1-standard-deviation interval for all mass
points with the exception of mHNL = 371.5 MeV and
385.0 MeV, and for mHPS = 215 MeV, where the ob-
served limit lies within 2 standard deviations. We use a
linear interpolation between the mass points when draw-
ing contours.

We derive the HNL limits assuming that HNLs are
Majorana particles. For a Dirac HNL, only decays to the
charge conjugated final state µ−π+ are allowed in K+

decays. The expected number of decays is therefore a
factor of two smaller for the same |Uµ4|2 value. The limits
for Dirac HNLs are calculated from the Majorana limit by
applying a factor of

√
2 to account for the reduced decay

rate, since the difference due to angular distributions of

the decay is found to be negligible.
Table V shows the values of θ2 that correspond to the

lower and upper bounds of the excluded region for each
mass mHPS, where the upper boundary is due to the
short lifetime of the HPS. For the highest mass point
at mHPS = 279 MeV, the number of HPS reaching the
detector before decaying is too small to derive a limit for
any of the θ2 values within the excluded θ2

eff range.

XVI. COMPARISON WITH EXISTING LIMITS

In Figs. 14 and 15, we compare the observed lim-
its to the existing experimental limits in similar re-
gions of parameter space for both models. The results
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FIG. 12. Sum of the background predictions (beam-off, in-cryostat ν, out-of-cryostat ν) for the BDT score distribution
compared to data and to the expected signal distribution for mHPS = 215 MeV, 245 MeV, and 275 MeV. The HPS signal
distributions are normalized to the number of events excluded at the 90% CL (quoted in brackets on the plot), scaled up by
a factor of 5 for visibility and added to the background distribution. The top row shows Run 1 (FHC) and the bottom row
Run 3 (RHC) data. The bands represent the combined statistical and systematic uncertainty on the prediction.

extend MicroBooNE’s sensitivity to |Uµ4|2 by approxi-
mately an order of magnitude compared to the previous
MicroBooNE HNL result [8].

Like the MicroBooNE detector, the T2K [9] and
NuTeV detectors [10] were located in a neutrino beam-
line. The PS191 experiment [11, 12] at CERN was specif-
ically designed to search for massive decaying neutrinos.
The NA62 [13] and E949 [14] collaborations performed a
peak search for HNLs in kaon decays. The muon spec-
trum measured in stopped K+ → µ+ν decays (K2µ) has
also been used to set limits on HNLs [15, 16].

In the mass range 300 < mHNL < 385 MeV, this search
has similar sensitivity as the NA62 experiment [19]. The
E949 [14], PS191 [12] and T2K [9] limits are stronger
across the range 300 < mHNL < 385 MeV. The T2K
collaboration provides no limit point for masses above
380 MeV. Here, the MicroBooNE limit is of equal or

greater sensitivity than the NA62 result.

For the HPS model, we constrain a region of param-
eter space for 212 < mHPS < 275 MeV not previously
excluded by any dedicated experimental search. The ex-
isting limits in this region are reinterpretations of decades
old CHARM [24], LSND [27], and PS191 [26] measure-
ments, performed by authors outside the respective col-
laborations without access to the original experimental
data or MC simulation. Reinterpretations depend on ex-
ternal beamline, flux, and detector simulations. If the
signal topology differs from the original selection criteria,
the results also depend on estimated detection efficien-
cies. In the case of the CHARM experiment, the more
recent sensitivity estimate in Ref. [24] disagrees by nearly
an order of magnitude from the estimate in Ref. [25].
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FIG. 13. Limits at the 90% confidence level as function of mass for (a) |Uµ4|2, assuming a Majorana HNL decaying into µπ
pairs, and (b) θ2

eff of an HPS decaying into µµ pairs. The observed limits are compared to the median expected limit with the
1 and 2 standard deviations (σ) bands.
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FIG. 14. Limits on |Uµ4|2 at the 90% CL as function of mass for Majorana and Dirac HNL compared to the results of the
SIN [56], PIENU [57], KEK [16], NA62 [19], E949 [14], PS191 [12], T2K [9] and NuTeV [10] collaborations.

XVII. SUMMARY

We present a search for long-lived particles (LLP) us-
ing NuMI beam data corresponding to 7.01× 1020 POT
recorded with the MicroBooNE detector. The results are
interpreted within two models, where the LLP is either
a heavy neutral lepton (HNL) or a Higgs portal scalar
(HPS). The LLPs are assumed to be produced by K+

mesons decaying at rest in the NuMI absorber. The sig-
nature in the MicroBooNE liquid-argon detector are HNL

decays into µ±π∓ pairs or HPS decays into µ+µ− pairs.

The main sources of background are neutrino and
cosmic-ray interactions, where the majority of the neu-
trino events are from charged-current muon neutrino in-
teractions. To reject background, we select data recorded
in-time with the NuMI beam and consistent with the LLP
signatures in the liquid argon. The LLPs originating in
the NuMI absorber enter the detector from a different di-
rection than the majority of beam neutrinos. The decay
products also have a fixed energy for a given LLP mass.
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e+e− final state [18] (at the 95% CL), and from searches by the NA62 [19, 20] and E949 collaborations [21] for charged kaon
decays to pions and an HPS. The LHCb collaboration performed two searches for an HPS with short lifetime, which would be
produced and subsequently decay within the detector [22, 23]. The joint coverage of the LHCb result is shown at the 95% CL.

TABLE V. The 90% CL observed and expected limits on θ2
eff

obtained by this analysis, and the θ2 contour derived from
the θ2

eff limits.

mHPS limit on θ2
eff (×10−9) θ2 range (×10−9)

(MeV) obs. median 1 s.d. low high

212 30.83 28.25 23.07–34.68 31.3 25000
215 12.1 9.41 7.73–11.5 12.5 1490
230 2.83 2.50 2.04–3.05 3.14 90.0
245 1.36 1.53 1.26–1.86 1.63 32.0
260 1.18 1.01 0.84–1.24 1.55 13.2
269 0.85 0.88 0.72–1.08 1.14 10.2
275 0.82 0.77 0.63–0.95 1.09 5.05
279 0.99 0.80 0.66–0.99 N.A.

These kinematic properties are used to discriminate sig-
nal from background. The combined reconstruction and
selection efficiencies for LLP decays are between 13% and
30%, increasing with LLP mass. To further improve dis-
crimination between signal and background, we train and
apply a BDT with 21 input variables for each mass point.

No significant excess is observed in the BDT score dis-
tributions. In the absence of signal, we employ the modi-
fied frequentist CLs method to derive limits on the model
mixing parameters |Uµ4|2 and θ2. All limits are presented
at the 90% CL.

We set upper limits on the mixing parameter |Uµ4|2
ranging from |Uµ4|2 = 12.9 × 10−8 for Majorana HNLs
with a mass of mHNL = 246 MeV to |Uµ4|2 = 0.92 ×

10−8 for mHNL = 385 MeV, assuming |Ue4|2 = |Uτ4|2 =
0 and HNL decays into µ±π∓ pairs. These limits on
|Uµ4|2 are of similar sensitivity to those published by the
NA62 collaboration [19] and they represent an order of
magnitude improvement in sensitivity compared to the
previous MicroBooNE result [8].

We also constrain the scalar-Higgs mixing angle θ by
searching for HPS decays into µ+µ− final states, ex-
cluding a contour in the parameter space with lower
bounds of θ2 < 31.3 × 10−9 for mHPS = 212 GeV and
θ2 < 1.09 × 10−9 for mHPS = 275 GeV. These are the
first constraints in this region of the θ2–mHPS parameter
space from a dedicated experimental search. It is also
the first search in this mass range using a liquid-argon
TPC.
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