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Abstract 

 

 “How did Galileo demonstrate the veracity of the copernican view of the sun centred 

universe? Well, the main advances were incremental in their ability to refine glass into lenses, 

not very sexy, except he could use that to make his own telescopes and see the moons of 

Jupiter.” - Dr Steven Hyman. (Cahalan, 2019, p 283) 

 Technological advances have repeatedly provided new tools for psychologists to 

conduct scientific inquiry. Theories regarding cognition, perception and behaviour have been 

more rigorously falsified or at least tested thanks to computers, electroencephalographs and 

associated big data sets. Smartphones are among the latest technologies being used for 

psychological research. Portable devices like these could provide unparalleled access into 

peoples’ real-world behaviour via highly ecologically valid data. However, there are significant 

obstacles for psychologists to overcome before the potential of smartphones can be fully 

realised. Part one of this thesis documents multiple new methods that concern the development 

of smartphone apps for psychological research and provides guidance to ensure subsequent 

research is compliant with open science practices while maintaining participant privacy. In part 

two, developed apps are used in research designs that reveal inconsistencies between objective 

and self-report assessments of smartphone usage. Specifically, objective methods of measuring 

smartphone usage reduce the associations to almost zero between ‘screen time’ and health 

when compared with subjective estimates. This further demonstrates how the interdisciplinary 

application of smartphone technology can transform applied psychology or at least increase the 

methodological rigor.   
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1.1 The role of technology in psychological research 

A radical increase in speed of calculations, through the invention and advancement of 

computers, can revolutionise institutions across all areas of society. The earliest computer was 

employed during WWII, which contributed greatly to efforts in decrypting the communication 

of the axis powers (Hodges, 2012). The earliest IBM computer was highly disruptive for 

casinos in the 60s. Here, a mathematician used an early IBM computer to quickly perform 

years-worth of calculations in days to generate an optimum strategy for playing the card game 

blackjack/21 (Thorp, 1961). This forced casino owners to drastically reshape the 300-year-old 

game and a sizable financial return was netted by the inventor of the optimum-strategy (Thorp, 

2017). The first adopters of machine learning in finance were Renaissance Technology 

(Zuckerman, 2019) who employed machine learning to identify hidden trends in markets and 

earn billions of dollars. Other areas have been slow to adopt but the impact has nonetheless 

been dramatic (certainly dramatic enough to be the subject of a movie; Miller, 2011). In sport, 

data mining allowed for the re-conceptualisation of baseball which ultimately, through 

appropriate changes in management and player behaviour, allowed an underfunded team to 

overcome all expectations and beat the richest teams in the league (Lewis, 2004). This approach 

would later be incorporated in how to manage a professional team in other sports and areas of 

life (Lewis, 2016). As I will demonstrate, the effect on psychological science specifically has 

been no less disruptive.  

1.1.1 The history of computers in psychological research 

The computer pervasively impacts all aspects of psychological research from: 

interactions between researchers, disseminating findings (e.g., via social media) and participant 
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recruitment. However, the general psychological method has also been completely 

disrupted by computers. A variety of devices led to: adoption of more sophisticated 

methods of statistical analysis, improvements in experimental procedures, development 

of new types of experimentation and greater transparency in research. Here we shall 

explore the impact.  

1.1.1.1 Analysis  

Computers transformed the type of statistical arguments that psychologists and other 

researchers can make. Before computers were used in research, psychologists would use a 

hand-held calculator (or even an abacus) with pen and paper (Efron, 1979). Because the ability 

to perform calculations was limited by a researchers’ mathematical ability and proficiency with 

calculators, the number of calculations that a statistical test could involve were limited. This 

limitation impacted the type of tests that psychologists could employ (parametric tests) and the 

assumptions that psychologists would have to hold about their data (the data would be normally 

distributed; although historic, political and cultural reasons also contributed to this assumption; 

Taleb, 2007). Even tests that were theoretically possible (e.g, Factor analysis) would require 

months of calculations conducted by hand (Dumont, 2010). Less rigorous tests were relied 

upon because they required less calculations to be performed. This includes “the multiple-

group method” (Block, 1995, p 193) of Factor analysis. Additionally, simple mathematical 

errors are common and undermine the theories supported by the statistical test. Exactly this 

happened with a postulated structure of personality (Cattel, 1952; Dumont, 2010). After 

computers demonstrated their unparalleled ability to perform calculations, computationally 

expensive tests were conceived including bootstrapping, and error-rate estimation (Efron, 

1979). Today, psychologists have been able to employ computationally heavy methods for 

modelling data such as deep neural networks (Ritter, Barrett, Santoro, & Botvinick, 2017). 
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Additionally, as computers have become more powerful they have better able to build 

more sophisticated models. While, it is a complex task to compare computational power, some 

useful metrics are available for understanding processing speed. These are floating point 

operations per second (FLOPS) and multiply-accumulate operations (MACCS; Hollemans, 

2018). These metrics are both very useful to calculating capacity to develop machine learning 

models. The FLOPS are the number of floating point operation caried out per second, this is 

any arithmetic operation involving two floating point values. The MACCs are the accumulation 

of the values from two FLOP calculations. The conversion rate is the result of each FLOP must 

be summed and therefore the equation is as follows: MACC = 2FLOP – 1.  If a model required 

multiplying 10 input values by 10 weights and summing the values then there would be 100 

FLOPS and 49 MACC. IBM has been using FLOPS to calculate computing speed for a long 

time and this measure effectively captures capacity to run and test models (McCarthy, 2017). 

This metric is valuable as it is a deductive, gestalt summation how well all the components of 

the computer interact to perform tasks like develop machine learning algorithms, show 

animations, etc. As the duration required for a race car to finish a track captures the efficiency 

of the interplay between engine power, handling, breaking, etc., the FLOP calculations are a 

measure of computer performance from the interplay of the RAM, CPU, cooling system, 

memory handling etc.  

The first super computer produced was the IBM 704, this had a FLOPS rate of 12,000 

(McCarthy, 2017). The IBM 704 was only slightly less powerful than the Apollo Guidance 

Computer 14,245 (Averill, 2022). Computing speed has advanced and even common place 

pedestrian products, not designed for machine learning are comparably remarkable. A new 

games console was released, the Xbox X series (Microsoft, 2020), which can calculate a billion 

times more FLOPS per second than the IBM 704 (Versus, 2022a). The reported fastest 
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computer is the Summit reported at peak to perform 200 petaFLOPs (Kumar, 2020) or 1667 

times faster than the Xbox. But, how much does such changes impact psychology?  

For a basic neural network there are two stages for the model that makes up the training 

(Brownlee, 2021): forward propagation, where the model makes a prediction from inputs; and 

back propagation, where the model identifies the errors and then makes corrections to the 

model. To take an example, a very minimalistic neural network (to keep numbers small) was 

designed to calculate if a face expressed one of eight emotions (Lisetti & Rumelhart, 1998). 

The model had one input layer, with 135 inputs. There was a hidden layer that had 40 nodes. 

Finally, there are an output layer with eight values being returned for each emotion. To 

calculate the MACC, we can simply multiply the inputs by the nodes in the hidden layers and 

then multiply that by the output nodes (135 * 40 * 8 = 43,200). Then to calculate the FLOPS 

we multiply by two and subtract 1 (43,200*2-1 = 86,399). This is the requirement for the 

forward propagation. Then the model calculates the size of the error and direction of error (the 

transfer derivative) this is 3 MACC per neuron in the hidden layer. Each neuron must be 

supplied with a transfer derivative to make a correction. The transfer derivative is multiplied 

against the summation of the predicted value against the intended output value. Then the 

neurons must be updated, this involves summing the learning rate, the past value of a given 

weight and associated input again this is 3 MACC.  For the hidden layer each neuron must 

have the error calculated and the weight updated (40 * 3 + 40 * 3 = 240 MACC = 479 FLOP). 

Ultimately, for a model to make a prediction and make corrections on this the value (1 iteration) 

is 86,878 FLOP.  

For a model to learn from 10,000 faces each make 8 separate expression and have 

10,000 times being exposed to the dataset this would be 800 million times that the computer 

would have to front and back propagate (69.5 trillion FLOPs). Summit could achieve this in 

3.6 milliseconds. This could be achieved by the Xbox in under 6 seconds. Whereas the if IBM 
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704 started developing the neural network as soon as it was invented (1954) we would expect 

the calculations to conclude around year 2137. It is very clear that the scope for model 

development with complex algorithms and linear models simply was not available with early 

computers.  

The FLOP speed of supercomputers has increased exponentially at a rate of 1.398 every 

year(figure 1.1)  

 

Figure 1.1 The exponential growth of FLOPS that a super computer can perform over 

the years (McCarthy, 2017; Kumar, 2020).   
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1.1.1.2 Improvements in experimental procedures 

Computers have also allowed for enhanced control over stimulus presented to 

participants. The predecessor to computers in a laboratory setting was the tachistoscope which 

was a relatively basic tool (Buss, 1972). Previously, the tachistoscope could present two visual 

fields to a participant for an amount of time with millisecond accuracy (Taylor, & Maslin, 

1970). However, the computer completely revolutionised the capability of researchers. Many 

visual fields could be presented, animations could be shown and paired with sound. The quality 

of the image was greatly improved. In the case of eye-tracking, researchers could 

programmatically ensure that the participant had viewed a particular object of a visual field for 

a required amount of time (Aaronson, Grupsmith, & Aaronson, 1976). Before, eyetracking 

would be carried out through using a video camera, but extensive time was required to analyse 

the data and errors would be introduced because of the tedium of the task. Computers could 

also facilitate complex interaction between participant and stimuli. Eventually, methods were 

invented to reduce the technical barrier involved with designing such a laboratory experiment 

on a computer (Norris, 1984; Bowler, 1987).  

As time passed, computers would become exponentially more useful to psychologists. 

This was after the advancement of the internet, but this would not happen until the second 

generation of the internet. The first generation of the internet (Web 1.0) was generally when 

developers of website could produce content and visitors could see the content that was 

produced (Birnbaum, 2004). However, the relationship was one sided and the page would not 

allow for visitors interacting with the page in a meaningful fashion. Any interaction to a page 

would be completely forgotten when the page was refreshed and no other visitors to the 

webpage could detect that others were engaging with the page. In 1994, their programming 

language was updated (Hypertext markup language; HTML) which allowed people to view 
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webpages, was upgraded to version 2 (Birnbaum, 2004). This allowed communication from 

the web page user to a designed server. Comment sections, blogs, social media and surveys 

were now a possibility. This innovation widely would be so dynamic as to revival the 

construction of the printing press (Silver, 2012). Quickly internet-based psychologists 

attempted to use this new tool for psychological research (Musch & Reips, 2000).  

The internet was seen as a highly-efficient method for recruiting a more diverse sample 

of participants and not the most usual participant who “those who take lower division 

psychology courses” (Birnbaum, 2004; p. 820) later generalised to western, educated, 

industrialised, rich and democratic (WEIRD; Henrich, Heine, Norenzayan, 2010) individuals. 

Results gained from lab results were also replicated in a web setting (Birnbaum, 2004). 

Additionally, because the participant only needed to engage with a web-page and not interact 

with a researcher, an extensive amount of experiments could be run in parallel. Combined with 

an effective participant recruitment method, a decade’s worth of lab work could be conducted 

in with minimal involvement from a researcher (Birnbaum, 2004).  

Birnbaum (2004) did acknowledge dropouts in the experiment (as experiments were 

conducted in the time where internet connections were routinely interrupted due to a phone 

call) and participants may attempt to complete the experiment multiple times. Lip service was 

paid to the issue of variation in hardware and software, yet cognitive experiments often focus 

on reaction times and this could be compromised through variation in the computer 

specifications. But by far the most extensive limitation of this area of research was the technical 

skills required. Psychologists were expected to run their own website, this would not be easy. 

The experimenters would have to set up and house their own server, develop and publish the 

website, implement and manage their own data storage system and defend all of this against 

cyber security attacks. This probably requires competency with 5 separate programming 

languages: HTML, CSS, JavaScript, PHP & SQL; and a comprehensive understanding of 
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server operations, cyber security, internet protocols and database management. If a 

psychologist mastered all of these technologies then a new threat was posed to their ability to 

do research. They may be headhunted as a web developer with a very substantial salary during 

the time of dot com bubble (Morris & Alam, 2012).  

The first published experiment that collected data via the internet was published shortly 

after the emergence of the internet 2.0 (Welch & Krantz, 1996). This number snowballed until 

2003 when there were 150 experiments listed (Birnbaum, 2004). However, this still remained 

small in comparison to other areas of research. These experiments did not regularly translate 

into publications. Only 22 papers (1.6%) of all papers (1401) in APA journals were collected 

via the internet (Skitka, & Sargis, 2006). Services like Mechanical Turk (mTurk; Amazon 

2022) introduced in 2005 will have helped reduce or completely remove the barrier for entry 

to conducting experiments online. In 2011 61 papers were published using mechanical Turk 

but in 2015 this was 1200 (Bohannon, 2016). Psychologists represented the largest publisher 

of academic papers which utilised mTurk among all other disciplines. This shows that technical 

barrier to entry is an extensive obstacle for psychological research and this could well be an 

issue for adoption of psych apps as a method in psychological research.  

 

1.1.1.3 Novel Experimental Procedures: Video games and Virtual 

Reality 

Going further, video games have long been identified as a useful tool for psychological 

research (Jones, 1984). Early research into video games were identified generally for their 

potential as tools regarding performance and motivation to play the game (Arnold, 1976) 

related to how they recalled their success on the game (Isen, Shalker,Clark, & Karp, 1978). 

The first set of simulations of tasks would be programmed into a video game (Jones, Kennedy, 
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& Bittner, 1981) as a method of getting pilots experience without risking a plane crash and 

costing fuel. Then the concept of simulation as a method of practice spun out of this idea. Video 

games were also explored as a therapeutic intervention for patients with brain damage (Mickel, 

1982). But there was a changing trend in the subject of interest for video games. From 1983 

video games were primarily focused on video games as a learning aid. In 1994 video games 

were most commonly used as a tool for assessing bahviour, but into the 2000s psychologists 

were primarily studying the effect of video games on aggressive behaviour (Washburn, 2003).  

There is still much interest in the utilisation of video games as an educational tool and 

much about research into gamification is underway. Additionally, the usefulness of educational 

video games has been shown as a useful tool for encouraging learning of languages such as 

Chinese (Rawendy, Ying, Arifin, & Rosalin, 2017), English vocabulary (Andreani & Ying, 

2019), Spanish (Rachels & Rockinson-Szapkiw, 2018) and languages in general (Azzouz 

Boudadi, & Gutiérrez-Colón, 2020). Other skills include learning to program (Mi, Keung, Mei, 

Xiao, & Chan, 2018) and many subjects in education (Kusuma, Wigati, Utomo, & 

Suryapranata, 2018).  

Research designs which were previously completely impossible were made possible by 

the increasing processing power of computers. Virtual Reality (VR) for example allows for 

complete control of what is presented to the visual and auditory fields (VR with haptic feedback 

has also recently been developed; BHaptics, 2021) of a participant while capturing the motions 

of the participant (Gaggioli 2001). The medium allows for psychological researchers to 

develop immersive virtual worlds for their participants (de Gelder, Kätsyri, & de Borst, 2018) 

where the laws of biomechanics (Linkenauger, Bülthoff, & Mohler, 2015) and physics (La 

Scaleia, Ceccarelli, Lacquaniti, & Zago, 2020) can be completely be rewritten. This singular 

ability to manipulate reality can permit participants to explore foreign virtual worlds and 

generally allow researchers to better understand how we navigate our daily lives. The method 
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also offers precise monitoring of various behaviour: motion and eye-tracking (Yaremych, & 

Persky, 2019). Such areas of research that VR can explore include how participants would 

perceive their environment if their bodies were altered so that their ability to impact the 

environment was distorted (Linkenauger, Bülthoff, & Mohler, 2015)? For example, 

Linkenauger et al (2015) demonstrated that perception is impacted by the individuals' ability 

to interact with the environment through in/decreasing the size of the virtual arms of 

participants as a result their perception of their distance being narrowed or lengthened 

respectively. Other questions include: if a person was to live the life of another person would 

they be more ready to empathise with that person (van Loon, Bailenson, Zaki, Bostick, & 

Willer, 2018)? What impact does gravity have on visual perception (La Scaleia, Ceccarelli, 

Lacquaniti, & Zago, 2020)? Without VR and computers, we might struggle to ask such 

questions, let alone provide answers. 

 

1.1.1.4 Reliability and Replication 

While other aspects of psychological research may benefit from increasing in 

processing power of computers, for this area of research there are potentially new obstacles for 

replication. For context, the video game industry continually pushes what is possible for the 

newest game console. Indeed, each generation of console increases of the processing power of 

the last. This can be shown by considering the PlayStation from the classic PlayStation (Sony, 

1994), PlayStation 2 (Sony, 2000), PlayStation 3 (Sony, 2006), PlayStation 4 (Sony, 2013) and 

PlayStation 5 (Sony, 2020).  
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Figure 1.2 The difference of processing power for various PlayStations across metrics 

of CPU Speed, TFLOPS, RAM & GPU clock speed (Versus, 2022b). The TFLOPS of the 

PlayStation 1 are unknown as are the GPU speed of the PlayStation 3.  

From the above it is clear that the processing power of the PlayStation 1 or PlayStation 

2 hardly registers compared to the newest PlayStation 5 (What underpins this need for continual 

increasing capability of technology is addressed in a later section). This has real implications 

for the experience of the video game player. The games of even a decade years ago may not be 

sufficiently engaging for players to consider the experience immersive. The sophistication of 

image quality, game mechanics and virtual characters in the game are all directly linked to the 

performance power of the console. The power for each of these features all come from the 

same resources. An example of this was from the game Horizon Zero dawn (Guerilla Games, 

2017), designers of the game had to cut features like the ability to have two players operate the 

game in order to make it visually appealing (O’Dwyer & Jayne, 2017). In summary, the more 
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processing power relates to the more sophistication the medium across all aspects of the game. 

This has interesting implications for the replicability of experiments with VR and video games.  

What is expected for a video game by an audience is continually changing and this may 

mean that the medium is difficult to research. Is there a problem for researchers looking to 

replicate findings with video games that there is a roughly 6 year pattern before a new console 

is brought out and the capability of the new generation of video games is revolutionized? Can 

this pattern limit the ability to replicate the findings from earlier studies? Certainly, studies like 

Arnold (1976) that report on asking undergraduates to use “complex video game” (Arnold 

1976, p. 275) that graphically simulates a battle in Star Trek may not be consider complex in 

2022. Therefore, the use of the same materials to investigate intrinsic motivation may result in 

a floor effect as participants generally are not intrinsically motivated to engage with the game.  

The changing processing power required by video games can be shown with the 

contrast between final fantasy 7 (Kitase, 1997), the second most popular video game for the 

PlayStation 1 (Sony 1992) and then the remake 20 years later (Nomura, Hamaguchi, & 

Toriyama, 2020). The original was a super popular game and largely identified as a master 

piece of its time, the murder of the highly pixelated homunculus heroine is routinely rated as 

the most emotional scene by video game players (Russo, 2016; Dhar, 2020; Lykins, 2019). But 

the directors of the video game company must have decided that it was worth the time to make 

a whole new game from scratch with significantly improved graphics, more action in battle, 

and adding in audible dialog. Whereas simply converting the original game to being playable 

on modern consoles represents the smallest fraction of the costs of developing the remake. This 

suggests that modern young audience would no longer find the original engaging, the 

development of new content and not simply rebooting the original, supports this logic. 
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1.1.1.5 Transparency in Research 

Blockchain technology is a promising technology for increasing transparency across 

research. Blockchain is generally a type of database which means that any changes to the 

underlying database is well documented (Nakamoto, 2008). Utilisation of cryptographic 

techniques ensures that every individual can only perform permitted functions. E.g. a person 

can transfer their digital assets but not others individuals’ assets. Because of the clever 

utilisation of cryptographic concepts in this software the likelihood that an author of a change 

in the database is not actually that author is astronomically small: 1/2256  otherwise expressed 

as 1 in 115 with 75 trailing zeros. This database can also be distributed so that no centralised 

database exists but all individuals using the database can agree easily on which is the 

appropriate version of the database.  

A smart contract (Zou, et al., 2019) is a program that runs within the blockchain 

database. It specifies conditions for what behaviour can happen within the database. Behaviour 

can include changes to the database, and values returned from the database. How this is 

different to any other program is that the program can  be edited only once (when it is first 

uploaded to the blockchain) but anyone can read it. This is a digital version of terms and 

conditions of the program which are immutable.  

Already, companies are springing up to offer blockchain based solutions for issues of 

transparency in academia (Mackey, Shah, Muyachi, Short, Clauson, 2019). Powering the 

blockchain technology is the bloxberg (Vengadasalam, Kleinfercher, & Lawton, 2020) 

becoming the standard blockchain for academic research. It has an interesting method of 

verifying that every change to the database is valid, which keeps the costs of changes to the 

database minimal. Essentially, as administrators’ names are held in the public domain, if they 

attempt to manipulate the blockchain for private gain then their reputations will be tarnished 
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(Proof of authority consensus). This may be particularly effective consensus method in 

academia when the value of great academic work is often only fully understood after many 

years. However, request to designate authorship of work ideas occurs rapidly with this 

technology and therefore the value cannot be assessed before the transaction occurs; whereas 

with other blockchains, the value of a bitcoin or other cryptocurrency is immediately obvious. 

Typically, methods of developing consensus on cryptocurrencies are extremely resource 

intensive. The bitcoin uses proof of work consensus and relies on pure computing power for 

validation of transactions which is hugely resource expensive (Aste, 2016). Certain programs 

have been able to leverage the technology of bloxberg and build their own apps, which allows 

for collaboration between academics and version control of projects better documenting 

individual contributions of work (ArtiFacts, 2022). But generally, this only scratches the 

surface of issues with transparency in psychological research.  

There are wide spread concerns in science with regards to reproducibility of science. 

Multiple landmark studies in psychology have been besmirched. Milgram (1978) omitted in 

his study of obedience that 72% of the participants were certain that they were not actually 

harming anyone (Hollander, & Turowetz, 2017). The study On Being sane in insane places 

(Rosenhan, 1973) was the subject of investigation (Cahalan, 2019) of an investigative journalist 

who raised serious doubts if the study was not an outright fabrication that extended out of only 

Rosenhan’s experiences. Documents have emerged that suggest that Zimbardo and his research 

assistant had taken extensive steps to illicit violence and extreme behavior from their 

participants (Lapin, 2018; Blum, 2018). During the Stanford prison study (Zimbardo, Haney, 

Banks, & Jaffe, 1971) it has been alleged that Zimbardo pushed them to perform outrageous 

and horrific behavior indeed the designer of the experiment operated as a participant in the 

experiment.  Others have been able to get away with careers of falsifying data (Marc Hauser - 

Carpenter, 2012; Diederik Stapel – Bhattacharjee, 2013). Largely, these are the scandalous 
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cases relating to the lack of replicability and transparency of psychological research. Can 

blockchain systems exist to limit researchers’ ability to game the academic system? 

A concept of a blockchain based psych app is conceivable. Such a system may operate 

as follows: an app offers a platform for multiple different smart contracts that detail 

experiments. Such details include: experiment rational, what data is to be collected, the type of 

demographics of the participants, how many participants will data be collected from, and all 

the other usual considerations of the experiment. The researcher will have to submit a method 

for analysing the data prior to the experiment being launched. Once these elements have been 

submitted data from participants are collected as a part of the service. The data collected from 

participants is stored on the blockchain, but in an encrypted method (a side chain; Singh, et al 

2020) to protect their data. Once the quota of data has been collected then the analysis is carried 

out and returned to the researcher. The analysis is also made publicly available but the raw data 

is not. The research is also provided a link to pass on to peer-reviewers where they can review 

how the app operates, the data collected and details of the underlying rational. If the underlying 

logic that runs all of these technologies is determined by smart contract then there is not a need 

to trust the developer of the software as the underlying code will be publicly accessible.  

Generally, the exponential increase in computing power has been a liberating tool 

within psychological research, but has also brought some challenges. The devices have allowed 

for advancements in statistical arguments and from this theoretical freedom. The psychologists’ 

laboratory experiment was initially enhanced by the involvement of computers. Then research 

was taken out of the laboratory and allowed recruiting people across the web. Advancements 

in VR allowed researchers to place participants into immersive virtual worlds and conduct 

research in such worlds, an impossibility without VR. Interestingly, computers historically 

have been unable to record real-world behaviour due to portability issues and a lack of sensors, 

which has created a disconnect between the digital world and the “real”/analog world. The 
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static/virtual nature of computers is no longer a limitation however, due to the invention of the 

smartphone. Observational studies could completely be revolutionised if the data is generated 

by smartphone and not be labour intensive note taking of individuals’ actions. The unavoidable 

interaction between observer and participant may be removed and thus demand characteristics 

minimized. One of the major questions that this thesis intends to answer is: Will insights 

delivered from smartphones come all at once or, as with previous evolutions, will there be a 

gradual growth as other areas of research come together? 

 

1.1.2 Computational social science in psychological research 

 Computational social science involves using digital traces to study human behaviour 

(Conte, et al., 2012). Digital traces are generally any record that is stored electronically about 

persons’ behavior either electronic or otherwise. The data employed by this method can be very 

diverse: phone records, bank records, public transport logs, health records, electoral records, 

social media data, google analytics, etc. This data is analysed by academics and data analysts 

within across multiple sectors and has also become fundamental to the modern economy. The 

data returned closely resembles what psychologists have been generating and analysing for the 

longest time: records of behaviour for a population or data describing the population. The 

methods allow for such large numbers of people to be sampled that inferences can be made 

about larger phenomena including spread of disease (Funk, Salathe, Jansen, 2010; Balcan, et 

al., 2009) and large-scale communication (Karsai, et al., 2011). This method does allow for 

analysing data about people’s behaviour in the real world and perhaps has improved ecological 

validity compared to traditional experimentation.  For example, researchers could capture the 

general sentiment of people tweeting through analysing a large number of twitter feeds and 

how the information spreads across networks by web scrapping a large body of tweets and 
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analysing the results (Lerman, Ghosh, & Surachawala, 2012). This data was later used to 

generate effective predictions of general stock movements (Bollen, Mao, & Zeng, 2011). A 

Granger causality analysis was employed to infer a relationship between the general sentiment 

in the group and changes in the markets resulting in a suggesting that mood sentiment could 

predict with 87% accuracy if the market price would move up or down by end of trading on 

that day (Capelle-Blankcard, & Coulibaly, 2011). Note this data only tested the hypothesis 

from days on February 28th and December 19th 2008, these dates were during the great 

recession (Grusky, Western, & Wimer, 2011) and it was likely that the mood and stock market 

would be depressed. But computational social science replicated this data to detect an increase 

in liquidity in the housing market from 2008 to 2009 by measuring the frequency that people 

were using google to search for houses (Wu, & Brynjolfsson, 2015). Kosinski, Stillwell & 

Graepel (2013) demonstrated that Facebook likes could be used to accurately discriminate 

across certain groups based on sexual orientation in men (88% accuracy), racial background 

(95% accuracy) and political affiliation (85% accuracy). 61 million Facebook users (Bond et 

al., 2012) participants were either provided a list of their friends who had previously voted or 

not. If the list was provided then 0.39% more likely to vote than those who had not1. Evidence 

provided supported the idea of emotional contagion operates over social media like Twitter 

(Ferrara, & Yang, 2015). However, this next section will review the ongoing limitations that 

prevent the field from moving forward productively unless researchers take advantage of the 

humble smartphone, which can act as a hub for data transmission and collection.  

1.2 Limitations of secondary data sets 

 Databases may not be easily repurposed by computational social scientists to 

adequately test new theories. For instance, psychologists have been interested in reviewing if 

 
1 It is unclear that such a small effect would have been identified as significant unless the 

study sample was so large. 
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more agreeable individuals have a greater number of friends. Agreeableness has been a long-

standing trait in personality scales and captures the degree that others generally like an 

individual and therefore it would be reasonable to assume more likable people have a greater 

number of friends. Indeed, past studies show a link between number of friends and 

agreeableness in adolescents (Jensen-Campbell, et al., 2002). For more agreeable adults their 

friendship group consisted of non-biological relations (Wagner, Lüdtke, Roberts, & Trautwein, 

2014). Indeed, a review of personality and peer relations found that agreeableness was 

associated with more friends, higher relationship quality and the agreeable individual was 

generally well liked (Harris, & Vazire, 2016). 

 Yet, when generating a model to predict agreeableness of Facebook (Facebook, 2021a) 

users, number of Facebook “friends” did not contribute to a model of agreeableness (Bachrach, 

Kosinski, Graepel, Kohli, & Stillwell, 2012). Indeed, while multiple features of a persons’ 

Facebook profile were used to build models for predicting personality, only around one percent 

of the variance of agreeableness could be predicted. From this we may well question if 

Facebook “friends” are actual friends. Instead, Facebook friends would be better defined as a 

group of users who are designated with higher access (dependent on that person’s privacy 

settings) to another user’s data. Contradictory findings from virtual and non-virtual networks 

calls into question if findings from social media research can be generalised to non-virtual 

networks. Indeed, social media has been hailed as a platform for individuals to put themselves 

in the most favourable light and therefore may be difficult to discern what is contrived content 

from revealing of the individual (Stephens-Davidowitz, & Pabon, 2017). But researchers and 

analysts frequently to use such datasets not for their appropriateness to answer questions but 

their ease of access and use (Silver, 2011).  

 For instance, attempts have been made to try and analyse where people with types of 

personality typically spend their time by using the smartphone app FourSquare (Chorley, 
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Whitaker, & Allen, 2015; Fouresquare, 2021; Noe, Whitaker, Chorley, & Pollet, 2016). This 

allowed for a list of locations that a person had documented accessing previously to be supplied 

to the researcher. The methodological problem involved the incentive structure involved of the 

app (West & Bergstrom, 2020). Participants would receive either financial or social rewards 

for accessing prestigious areas like fashionable restaurants. Participants would game the system 

and declare that they had accessed an area when they had simply walked past. Relying on social 

media apps for data sources ignores the interaction with the participant and social media site.   

 Previously, I have referenced a smartphones ability to act as a bridge between the 

virtual and non-virtual worlds. However, due to reasonable privacy concerns the user of the 

smartphone can act as a manager of what is recorded about themselves publicly. In the above 

examples, users of social media may well have inaccurately reported who their "friends" were 

(probably overreporting the size) and where they spend their time. There is much demand for 

providing the most flattering view of themselves on social media (Stephens-Davidowitz, & 

Pabon, 2017). Indeed industries are emerging which better empowers people to provide the 

most flattering view of themselves. B612 (Snow Inc. 2021a) a photo editor which can edit an 

individual's appearance (London, 2020) has been downloaded over 500,000,000 times on to 

android phones, the app is also used on apple (Snow Inc. 2021b) but the number of iPhone 

downloads is not published. Additionally, there can be real financial consequences for an 

unfavourable social media presence. Social media has been reported as a source of information 

used to determine credit score (Whateley, 2018). Individuals are also manipulating their social 

media to be perceived as desirable by potential employers (Roulin, & Levashina 2016).  

1.3 Limitations when creating suitable measures 

 When a dataset offers significant detail, creating sensible measures remains 

challenging. For example, a person may enjoy watching a very specific set of films. As a result 



32 

 

of this, making inferences about one person’s experience and applying that to another can be 

notoriously difficult. Can the viewing history of individuals with similar tastes in cinema help 

make recommendations for other movies. For companies like Netflix (Netflix, 2021) it is a 

million-dollar question, literally! They hosted a competition for developers to build a better 

film-recommending algorithm and the prize money was $1 million (Netflix, 2009). The third-

place algorithm pioneered an interesting approach by a solo developer who publicly shared his 

solution (Funk, 2006). Their solution was to take 8.5 billion rankings of every type of movie 

(supplied as part of the competition) on the database for the degree that it belonged to a genera. 

Then, they built an algorithm from the genre of the movie that the person typically watches 

and recommended other films in the same genre. This approach requires all data points (film) 

being understood as on a certain point on a number of different scales. To do such a task 

requires a huge amount of manual work from others to be successful (many reviews of each 

data point) or with Spotify (Spotify, 2021) a program is utilised to analyse every sub-aspect a 

song. Spotify for instance uses Echonest (2021) to extract over 500 features of a song. This can 

be added to a database to power a recommendation for what next to listen to. If a tool does not 

exist to make datapoint comparable then extrapolating data from them may be quite difficult. 

Again, when dealing with secondary data source, it may be very difficult to establish a scale 

which meaningfully allows all data to relate to all other points. For psychological science, we 

often don’t have access to huge amounts of secondary data that can be repurposed in a way that 

suits our requirements. As before, when large volumes of data are available, they often require 

considerable unpacking before they can be useful and tables which join the data before it can 

become useful.  

Smartphones however often allow a researcher to establish a meaningful relationship 

linking their datasets. A smartphone app used for psychological research for example, can 

retrieve extensive data about all installed apps including what permissions an app requests 
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(Android, 2021a). Permissions are the protected types of data that an app must request the user 

permit access to. An app is fairly academic if it does not request permission, it cannot access 

the internet, it cannot send texts or interact with another device, interact with any sensors (with 

the exceptions of some low-level sensors - e.g. accelerometer which in isolation reveals very 

little) or any data other that was not included in the app download, it is also unable to share any 

data with other apps. As an app without permission is extensively restricted, permissions are 

somewhat a declaration of what the app intends to achieve (Android, 2021b). As users can 

withhold some permission requests and still engage with an app, the capability of an app for 

one person may be different for another user. Messenger (Facebook, 2021b) may allow for 

calls to other Facebook users for some users but not others, therefore we can establish the 

affordances offered by a particular app for an individual user. This data can be used to quantify 

app functionality and group apps together. This ultimately quantifies what the app is capable 

of and the affordances that it offers to the user relative to other apps.   

 Comparatively, a social scientist may only be able to seek out public databases and 

search out attempts to group apps. Therefore, there may not be any datasets that provide 

effective context on the significance of the data and how different data points relate. For 

instance, attempting to understand what an app offers a participant may be unclear from the 

tags that are supplied on app stores.  They may use an API (MightySignal, 2021) to get lists of 

how apps present themselves on App Stores but the public presentation of apps may have a 

tenuous link with what is actually offered by the app. The radically different apps: Tinder 

(Tinder, 2021), Subway (Subway, 2021), Tesla (Tesla, 2021), H & M (H&M, 2021) are all in 

the same category - Lifestyle. Therefore, such genera categorization of apps could not 

distinguish between someone looking to date, use a car or have a sandwich. Indeed, branding 

may change independent of changes in the affordances that an app offers.  
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 This can also occur when making sense of smartphone sensor data. Computational 

social science may possess the transport logs of an individual. However, smartphone data 

would be able to better explain the context of each time a person used public transport. What 

localities were they accessing to get to public transport, was it part of a longer journey, do they 

typically use a car, is the area they access more lively/noisy than they usually access 

(established through a microphone), is it busier (through utilising Bluetooth) etc. (A 

demonstration of this is provided in the conclusion). Therefore, the ability to make sense of 

data goes far beyond what is typically possible with computational social science. 

 

1.4 The potential contributions of smartphones to 

psychological research 

1.4.1  Characterisation of a smartphone 

 The iPhone was perhaps the first smartphone as we currently recognise them. Phones 

which connected to the internet had existed before (indeed 1992 saw the first mobile phone 

which was capable of connecting to the internet and therefore a mobile phone with the “smart” 

component; Merchant, 2017), but they lacked key features which meant that the phone was not 

really a smartphone as we now understand it. The iPhone pushed the extent that phones were 

reprogrammable. Given that a physical keyboard was not required on a device meant that 

developers could utilise the entirety of the screen (this was spelled out in the iPhone release; 

Jobs, 2007). Everything on screen could be altered dependent on what the user’s purpose was 

and the apps they downloaded. Third-party developers were invited to develop apps which 

could be used on the iPhone. This drastically lowered the bar for requirements in order to 

produce apps for phones. Prior to the iPhone, only organisations producing apps would be 
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companies which built the phones. While these companies all seemed capable of building a 

monochrome snakes moving around the screen, they did not seem to want to deliver anything 

much more innovative and this really limited the extent to which the devices were actually 

reprogrammable. Now, content for smartphones would be produced by entities which were not 

well-established smartphone producers. All of this together decentralised the development of 

smartphone apps. Anyone could build an app, which anyone could use anywhere. Although, 

issues of infringements of competition law are currently being debated (BBC, 2021). 

Demonstrations of the issues regarding competition and gatekeeping of content are apparent as 

the video game Fortnite (Epic Games, 2021) was banned across smartphone platforms after 

trying to sell virtual currency independent of the smartphone vendors (Paul, & Sweney, 2020).  

 Another significant feature of the iPhone is the in-built sensors that can communicate 

real-world information about the status of the user and allowed for the blending of digital and 

real-world interaction through using sensors like GPS sensors, accelerometers & geomagnetic 

field sensor. Google Maps (Google, 2021a) demonstrated the new affordances were offered by 

the smartphones. The development of Google Maps was heavily influenced by a developer 

who previously pioneered methods of information integration and data visualisation for 

generals in the military (Merchant, 2017). As the smartphone could access data on network 

connections, WiFi or GPS; Google Maps could quickly get the user’s location (Packages made 

this simple for developers, see chapter II). Therefore, a smartphone for the most part would 

immunise the user from getting lost. But the affordances that this offered quickly multiplied. 

Third-party apps could programmatically establish location meaning calculations could be 

carried out regarding the space between the devices of users, this allowed for connecting people 

in new ways. Early third-party apps which based on the location started to emerge early on 

with FourSquare (2021), Grindr (2021) later apps would also utilise the location sensing 
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capabilities as central to their program: Pokemon go (2021), MapMyRun (mapMyfitness, 

2021) & Detour (2021).  

The smartphone generally is now quite a powerful device and could easily achieve 

historical computational achievements. The code for the apollo space guidance system is 

publicly available (Iravania, 2019) and easy enough to implement with an android. Similarly, 

the code to the generate enigma level encryptions and crack the code is available here (Pound, 

2021). Similarly, the new Microsoft Lumina 950 XL (Versus, 2022c) a very phone with a very 

powerful processor for a smartphone. As we’ve established, the IBM 704 could build a neural 

network in 183 years, a new Xbox can do it under 6 seconds and the new Microsoft phone can 

do it in just over 3 minutes. 

1.4.2 Smartphone’s promise of access to real world data 

 Smartphone apps that are designed to conduct psychological research/interventions are 

called “psych apps” (Miller, 2012, p 221). They can perform ecological momentary assessment 

by providing questionnaires to the participant in a real-life setting. While this has its place in 

the methodological toolbox for psychologists, the full potential of smartphones is further 

realised when continual observations of a user’s actions are monitored during the research 

without intervening in the participants life and collecting behavioural data in the background 

(Miller, 2012). Cattell (1958) argued that people always try to appear in the best light. Very 

few people would be comfortable allowing negative impressions of themselves being 

scientifically established (no one wants the conclusion of an empirical investigation to be that 

they are not a nice person!). Therefore, the best evidence for identifying aspects is where the 

participant has least control over how they appear to the experimenter. He suggested that 

questionnaires are simple to manipulate, as ticking one box is as easy as ticking another. 

Laboratory experiments were generally harder to manipulate as the dependent variable or 
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independent variable were not generally easy to ascertain. Cattell considered observational 

studies the hardest to manipulate as behaviour had to be changed in the real world. Behaviour 

would have to be added to or subtracted from. A person attempting to appear dedicated to 

exercise may have to increase their time spent in the gym and subtract the time on the couch. 

While, this is possible, it requires far greater effort than declaring being athletic via ticking a 

box. Further, athletic ability maybe objectively assessed through a smartphone by monitoring 

speed of running/cycling and objectively testing behaviour. This is exactly what social 

psychology could benefit from.  

 Social Psychology’s preferred method to study behaviour has morphed from observing 

behaviour in the real world to having participants complete self-report scales. This has not 

escaped the notice of researchers (Baumeister, Vohs, & Funder, 2007; Cialdini, 2009; Doliński, 

2018). Their work charts the increasing absence of behaviour being studied in the landmark 

journal - Journal of Personality and Social Psychology. The proportions of papers that reported 

actual behaviour examination plummeted from a high of roughly 80% in 1976 to 2.6% in 2006 

and 0.3% in 2017. It is worth noting that 2000-10 was designated the decade of behaviour by 

the American Psychological Association (Kendall, 2000)! Baumeister and colleagues in their 

paper postulated that the origins of this decline were due to multiple influences. First, the 

journal begun to require researchers to report multiple studies. Self-report methods would 

require a more manageable workload than behavioural methods. Second, ethics committees 

were suggested as having played a role. They would push psychologists to collect data that was 

less invasive and directed them towards methods that would ask people about their behaviour 

rather than monitor the behaviour of interest. Third, if a researcher used the same number of 

participants for an observational study as a questionnaire study they could have greater 

statistical confidence in the associated inferential statistics due to the nature of the data 

involved.  This is because data returned from observing behaviour is frequently dichotomous 
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or ordinal; however, self-report data is frequently interval (or at least treated as such regardless 

of the statistical appropriateness) and less participants are required as a result. If a researcher 

wants 80% confidence in the results of an experiment, they require different levels of evidence 

depending on the type of experiment. If they are studying a medium effect size in an experiment 

with two conditions, they would require either 64 participants if the data collected is interval 

or 107 if the data is dichotomous.  

 Interestingly, there is good evidence to suggest that calls for social psychologists to 

refocus their efforts on observing behaviour is not effective. Baumeister, Vohs, & Funder, 

(2007) attempted to do so (with a discrediting tone), but there was no change following the 

next time the journal was studied. In fact, rate of behaviour found in the Journal of Personality 

and Social Psychology may have become slightly worse (Doliński, 2018). However, this may 

have been due to the type of call made to researchers. Their attempt to shame researchers into 

good behaviour ignored some of the substantial incentives that exist, despite highlighting the 

incentives themselves. Nor, the reasonableness of using self-report data in science was 

acknowledged: for the researcher to be more efficient and ethical/non-invasive. However, these 

benefits are exactly what smartphones offer while also returning a much higher quality of data.  

 Calls for psychologists to begin to benefit from smartphones in their research have been 

made multiple times (Miller, 2012; Harari, et al., 2016). But unfortunately, psychologists’ 

attention seems to centre on researching one aspect of the smartphone - the degree that 

smartphone use harms the mental and physical health of people. This was very predictable, 

smartphones are the most recent technology to be scrutinised by social psychologists for its 

potential negative impact on children and other marginalised groups in society (Orben, 2020) 

past focus of such concerns have included novels, radio, television (Bandura, Ross & Ross, 

1963) and video games (Etchells, 2019). Some psychologists have conceptualised smartphone 

usage as negative because it reduces time spent other healthier pursuits, e.g. socialising, 
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sleeping (Neuman, 1988). Others postulate that smartphones interfere with the healthy social 

interactions (Kushlev, & Dwyer, & Dunn, 2019). Indeed, this theory is not very original, as 

this concern has been documented 100 years prior to the development of the iPhone. In a 1906 

magazine called Punch an illustration presented the question would wireless radio impact the 

family. The illustration captured a man and a woman sat together but listing into separate 

devices, the caption read: “These two figure are not communicating with one another. The lady 

is receiving an amatory message, and the gentleman some racing results” (Merchant, 2017, p. 

44). The title of the image reads “Forecasts for 1907”. The magazine puts forwards the concern 

that when people can get updates of interest remotely will they fail to attend to their 

relationships? But pretty damming evidence has shown that the engagement in a digital world 

is not necessary any more or less healthy than our analogue world. When reviewing the data 

from over 355,000 adolescent participants digital device usage and their wellbeing researchers 

concluded that “between digital technology use and adolescent wellbeing is negative and small, 

explaining at most 0.4% of the variation in well-being [and]… these effects are too small to 

warrant policy change” (Orben, & Przybylski, 2019, para. 1). 

Beyond the above, there are multiple sensors included in the smartphone which hold 

promise for psychological research including location tracking sensors.  

1.4.3 Data gathered by smartphones 

Miller (2012) reviewed the sources of data that were available to psychological 

researchers. However, 10 years has passed since his article and his assortations can be reviewed 

with the benefit of seeing how technology has changed. Specifically, are there new 

unanticipated capabilities, were their heights anticipated for technological achievement 

reached and what predictions would not come to pass?  
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1.4.3.1 Data from Precursors to smartphone 

Prior to smartphone research, mobile phones were used for psychological research. 

Researchers would send text messages to the participant with questionnaire items. These 

questions would be typically pointed at getting insights regarding recent time. For instance, 

Schnall and colleagues (2013) asked what health related questions did they have and what 

sources had they used to ask their questions. This method was simple, but allowed for 

questionnaires to be posed while participants were in an ecological setting and the recency of 

the subjects meant recall was far less of an issue than with typical questionnaires. But the re-

programmability of these devices was limited and questionnaires needed to be administered 

over text messages. Surveys administered via text message were found to be responded to more 

reliably and more promptly than pen and paper alternatives (Berkman, Giuliani, & Pruitt, 

2014). Past research has found that teenagers were willing to report accounts of their health via 

text messages (Schnall et al., 2013). It is argued (Mehl, Robbins, & große Deters, 2012) that 

with these ecological momentary assessments typically fails to provide data which is 

appropriately framed. The question is posed “how much less time does a person with a 4 on a 

social integration [out of 5] scale spend alone compared with a person with a 2?” (Mehl, 

Robbins, & große Deters, 2012, p. 414). Furthermore, is there consensus for what amount of 

time required to spend on social interactions in order to achieve a 5? Is there an interval 

difference between these features?  

Electronically activated recorded (EAR) methodology is aimed at establishing the 

degree of socialising that an individual engages in (Mehl, Robbins, & große Deters, 2012). 

This methodology involves a participant having an audio recorder on their person when they 

go about their day. The device will record audio for a few seconds at regular intervals , later 

these recordings are used to make inferences about the participants’ behaviour. From these 
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recording a number of aspects will be inferred (Mehl, Gosling & Pennebaker, 2006): the type 

of activity the participant is engaging in, interaction with others, and emotional expression 

during this activity or interaction. 

This methodology interestingly has demonstrated long ago that there is a trade-off 

between participant privacy and data quality. For the duration the period of recording that 

occurs during an EAR study linearly relates to the likelihood of mischaracterizing the degree 

of psychosocial activity that is occurring. A small snippet may simply catch a gap in 

conversation: type 2 error. Alternatively, a person may be ordering a coffee or having other 

mundane transactional conversation, this may not represent a meaningful socializing and cause 

a type 1 error. A similar relationship exists to the smartphone. Also, the accuracy of inferring 

activity and location seems low.  

A next generation of EAR studies which offers a better balance of data quality and 

privacy may be a psych app. A psych app can run in the background and record the sounds 

which is occurring (possible in android), and then in real-time run an algorithm which 

recognizes speech and that of the participant specifically. Then every second (or other suitable 

duration) where speech is detected then is recorded. Then the sound is never recorded and 

deleted as a result. Therefore, there is no possibility for the content of the speech to be divulged 

to the researcher but the likelihood of the type 1 and 2 errors is minimised. There would 

however be concerns regarding the battery consumption of this app. Additionally, other 

sensors’ location (GPS) and activity (accelerometer) may be better inferred. 

1.4.3.2 Location data 

GPS was used to record the location of the smartphone and this would return “±10 m 

for latitude and longitude, ±15 m for altitude, ±10 nanoseconds for time” (Miller, 2012, p. 225). 

GPS coverage is far greater and in rich nations there is up to a 5 meter accuracy. Yet, Miller’s 
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prediction that GPS precision could reach 1 meter was not necessarily inaccurate, such high 

level of accuracy is achievable. While this is typically not the case with smartphones, this is 

due not to signal from the satellites which can be used to measure within centimeters (Space 

Force, 2022), it is the limitations associated with the smartphone battery as simply the 

processing required for such accuracy would be too great. Additionally, Wi-Fi triangulation is 

available. The phone can source location from multiple separate Wi-Fi routers and then use 

this information to get accuracy of the person at about 1 meter (Android, 2022). This informs 

researcher not only which building they are in but researchers should be fully capable of 

knowing about the length of time that a participant spends in the each room of the house, given 

a layout design of the house.    

Effective location tracking can provide a researcher with insights on where someone 

spends their time over a lengthy period, the duration of time that they spend in a locale, the 

adherence to a daily commute, the entropy of their movements, areas which are avoided and 

much more. Such metrics have been employed to make many different types of inferences 

about individuals' personality. For instance, the time dedicated to areas spent for socialising is 

larger in extraverts than introverts (Matz, & Harari, 2020). Interestingly, research into 

identifying personality from location tracking may suffer recruitment bias, likelihood to permit 

location sensing in a smartphone has been identified as being impacted by personality (Junglas, 

& Spitzmuller, 2006). Agreeable, conscientious and open to experience individuals are 

typically more willing to provide access to their smartphone location sensing. As a result, are 

only people who are open to experience, conscientious and agreeable applying to participate in 

studies that track location? Or is this no longer a methodological issue as attitudes may have 

been forced to change in a socially distant world? Many individuals have been pushed to use 

socially distant methods of consuming via hospitality sector mobile apps;  some of which rely 
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on location sensing (Mariano, 2020). Additionally, the wide use of apps that rely on location 

sensing have become much more common place for ordering food, hailing a taxi or even dating.  

 

1.4.3.3 Visual input and recording data 

Miller (2012) hypothesized that smartphones would accurately capture eye gaze. This 

has been attempted multiple times in last 10 years, but development and adoption of these 

devices has been fraught (Gvora, 2022, Stein, 2021). While, there are high quality solutions 

being developed of glasses which can achieve this with impressive results, glasses are being 

sold which track saccades without set up or calibration (Pupil labs, 2022). Additionally there 

are add-ons to VR and augmented reality (AR) set ups to allow for recording of saccades 

without setup being required. However, their core product is an expensive price tag currently 

associated with them of around £5000.  

Visually capturing data regarding the surroundings has extensive potential. Building 

algorithms for computer vision is widely done. An object recognition algorithm that runs in the 

background could be employed. . Whenever a phone is in use or being held, recording of the 

environment and cataloguing what is in the presence (capable in android) can be done. Such 

abilities would be interesting in reporting the environment when phones are in use: Is the 

individual commonly surrounded by others, how frequent is the person around gym equipment, 

how frequently do they use public transport? Facial recognition could also be integrated into 

the analysis allowing for the identification of the social network. Interestingly, there may also 

be a potential for interaction between sensors and the visual inputs of the smartphone. A 

limitation of this suggestion is that images would only be captured when smartphones are to 

be used.  
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Other experiments are possible through using the smartphone camera and associated 

algorithms. A psych app could be designed that is used to capture the relative biometrics of an 

individual and then their food and drink intake then make estimates of what relative food would 

mean for their health. 

1.4.3.4 External sensors 

Miller (2012) commented multiple times on the possibilities of incorporating multiple 

sensors with the smartphone. While, Miller (2012) stated that biosensors would be common 

place either “wearable, implanted or injected” (p. 225) by 2025. This seems to be generally an 

over-estimation of the adoption of technology capable of measuring our biometrics.  

One major roadblock is the health consequences associated with tech being implanted 

or injected. When invasive medical devices are implanted into an individual, they can 

potentially create a port of entry for pathogenic microorganisms, thereby increasing the risk of 

infection drastically (Safdar, Crnich, & Maki, 2001). Some examples of currently in use 

invasive medical devices include orthopedic or cardiac prostheses, vascular catheters, urinary 

catheters, and endotracheal tubes. Taking the example of prosthetic joint replacements, overall, 

1%–1.5% of all patients who had hip or knee replacements suffered implant-related infections 

(Taylor & Webster, 2011). Moreover, this infection incidence rate is even higher when the 

device is implanted in immune-privileged sites, such as the central nervous system, the heart, 

and the eyes, where the immune response is less prominent. For instance, the frequency of 

infection is up to 27% with External Ventricular Drainage (a device inserted into the brain to 

directly monitor intracranial pressure) (Beer, Lackner, Pfausler, & Schmutzhard, 2008; Lozier, 

Sciacca, Romagnoli, & Connolly, 2002). Furthermore, such device-related infections are often 

tougher (more persistent) and total eradication is extremely hard to achieve due to the formation 

of biofilm.  
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Biofilm is a community of microorganisms that live in an extracellular matrix formed 

on the device surface, which protects them from antimicrobials and host immune attack(Jana 

Jass, Susanne Surman, & Walker, 2003; Taylor & Webster, 2011). Indeed, experiments 

demonstrated a five- to eight-fold increase in drug resistance to all antifungals relative to the 

same fungal pathogen in a non-biofilm state (Hawser & Douglas, 1995), the mortality is nearly 

doubled when infections are caused by biofilm-producing fungal pathogens versus non-biofilm 

producers (Vitalis et al., 2020). Besides this enormous risk of infection, other risks such as 

haemorrhage (bleeding), host rejection response (also called biofouling) to the implanted 

device, and pain or discomfort are all to be considered before committing to an invasive device 

(Harding & Reynolds, 2014). As such, inserting an external device into a person’s body 

requires adequate justification, like monitoring health or replacing body functions, when less 

invasive routes are not available. It is also necessary to  obtain regulatory body approval.  

Hence, general scientific curiosity like Millers is generally not sufficient justification 

for exposing individuals to such risks. Potentially contributing to the skepticism is the scandals 

that have arisen with the development of medical devices such as blood monitoring devices 

designed by Therenos (Carreyou, 2019). Here,  a startup company had engaged in wide scale 

fraud, including using medical devices to test for cancer when there was no justification to 

believe this was possible. Additionally, more recently, NeuralLink (2022) decided to develop 

a device that measures electrical activity on the brain from inside the skull. On advice from 

veterinarians 6 of the 23 monkeys in this experiment needed to be euthanized because of how 

the device had affected them (Ryan, 2022). Other reports have suggest that actually 15 out of 

23 were killed due to extreme suffering (Graves, 2022).  

However, electronic watches that capture biometrics are quite commonly used, at the 

end of 2018, 1 in 6 US adults had smart watches (Whitwam, 2019). This does limit the actual 

biometrics to heart rate sensor and blood oxygen sensor (Mills, 2020).  
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The smartphone does offer a very suitable platform for collecting and managing 

external devices. Such as the Electroencephalogram (EEG), portable versions of this device 

have been constructed which can run in tandem with the smartphone phone and psych app. 

Examples include EEGs (Pinho, Cerqueira, Correia, Sousa, & Dias, 2017; Boquete et al., 2012; 

Park, Myung, & Yoo, 2013), galvanic skin response (Navea, Buenvenida, & Cruz, 2019), but 

generally any sensor can be integrated with a smartphone. For example, smartphones are being 

used to sense the need for irrigation in crops using moisture detection (Jagüey, Villa-Medina, 

López-Guzmán, & Porta-Gándara, 2015).  

 However, what seems like it would have been surprising to Miller was the development 

of the internet of things (IoT). This allows for connection between external devices all over the 

internet. With a smart house, it would be capable for knowing the content of a participant’s 

fridge (Samsung, 2022a), when a TV is switched on (Samsung 2022b), how regularly their 

house is heated, when it was occupied, when it clothes were washed, (Samsung, 2022c) and 

even how often they make toast (Deorsa, 2022) etc. But this of course is only an option when 

studying the very well off (especially with increasing electricity prices). Additionally, 

information about how frequent items are bought online including for weekly shopping 

(Barber, 2022) could be available.  

The issue of the external sensors seems to raise issues of truly capturing what a 

smartphone is capable of, or what it is not. If data about a person or their actions is captured 

electronically and that individual has ownership of the data, this should be accessible to the 

smartphone and this may then be accessible to psychological research. Miller (2012) asserts 

that data from functional magnetic resonance imaging (FMRI) could not be captured by a 

psychological researcher because an FMRI will weight more than many cars (and many other 

reasons). But if the FMRI allows for the data to be shared with a psych app is this obstacle still 

a problem?  
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1.4.4 Examples of previous apps collecting data in ecologically 

valid settings 

There has been multiple attempts to develop ‘psych apps’ These apps have been 

developed in order to research what can be inferred from smartphone data regarding experience 

of mental health illness and personality. 

 Much work has been done establishing what can be inferred about mental health from 

a user’s smartphone. Experience of stress as established through reporting of stress scales 

across a two week period could be predicted with 72.28% accuracy by utilizing location data 

subsequently used to identify the weather in combination with Bluetooth and communication 

logs (Bogomolov, Lepri, Ferron, Pianesi, 2014). Sleep duration, variability in movement and 

amount of daily-movement could be utilised to inference experience of stress (Ben-Zeev, 

Scherer, Wang, Xie, & Campbell, 2015). Through establishing where a person spends time, 

and when they used their smartphone, Saeb and colleagues (2015) could predict with 

participants reporting of their sub-clinical depression (as established as a result of the patient 

health question-9; Kroenke, Spitzer & Williams, 2001)  with 86.5% accuracy their experience 

of symptoms of depression within a healthy cohort of participants. Location can also be used 

to establish levels of social anxiety (Huang et al., 2016). By building machine learning models 

to understand experience of sub-clinical depression Ware and colleagues (2020) could very 

accurately predict self-reported experience of mental illness in non-clinical populations. 

Indeed, a meta-analysis recently found that smartphones may be useful for identifying 

experience of mental health problems (Weisel, Fuhrmann, Berking, Baumeister, Cuijpers,& 

Ebert, 2019). Indeed, another review found that smartphones can measure properties of 

behaviour relevant to mental health but the literature has yet to advance to demonstrate the 

ability for these apps to actually positively impact mental health (Aledavood, et al., 2019). The 
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irregularity of a person's movements, the unpredictability of their movements and the distance 

travelled related to the individual's general well-being (Müller, Peters, Matz, Wang, & Harari, 

2020). Indeed, the amount of activity and the degree that the person was moving related to their 

reported happiness (Lathia, Sandstrom, Mascolo, & Rentfrom, 2017).  

Smartphones have also been employed to study personality. By monitoring a person for 

two separate weekends, the participants data (light data, noise level, battery level, 

accelerometer, call history, screen on/off, pedometer and location) could be used to predict 

personality with a high level of accuracy (between 66 and 71%; Khwaja, & Matic, 2019). 

While, data minimisation was attempted in this last study, extensive amount of data was 

captured from separate data sources. But this paper signifies the times when the participant’s 

actions are a product of their own decisions - the weekend rather their action being influenced 

by other’s choices (employer, school, etc.). Another study (Stachl, et al., 2017) showed that 

that reviewed the degree that an app usage related to multiple facets of personality. Participants 

who used their phone more to actively engage with apps (opposed to having the smartphone 

perform functions in the background like play music) were found to be less extraverted, 

conscientious and agreeable. Personality scores have been predicted from a combination of 

sensors such as Bluetooth and app usage (Chittaranjan, Blom, & Gatica-Perez, 2013).  

 

1.5 Issues related to using smartphones in psychological 

research 

 Maintenance will always be an issue for software developers however it is a challenge 

which psychologists are also now having to deal with as part of their research. Beyond ensuring 

that code involved with analysis or stimulus creation remain functional to allow for replication, 

apps also pose similar concerns. For example, psych apps which are no longer available on the 



49 

 

Google Play store include: ContextSense (Chen, et al., 2014), Aware (Ferreira, Kostakos, & 

Dey, 2015) (source code is hosted publicly). Whereas Purple Robot (Saeb, et al., 2015), Funf 

in a Box (Aharony, et al., 2011), Soundsense (Lu, et al., 2009) & Studentlife (Wang et al., 

2014) cannot be downloaded from app stores and code is not publicly accessible. Available 

apps that rely on servers are also particularly difficult to maintain. Even well-funded 

organizations like the New York Times do not find it practical to maintain an app that logged 

location and reports this to a server (New York Labs, 2011). Many experiments using a 

smartphone app for monitoring behavior do not make the app publicly available or the code 

and therefore it is very difficult to perform any sort of systematic review into unmaintained 

psych apps.  

 Laws (or rules) have been suggested which govern software maintenance (Lehman, 

1980). Three of these laws were that software must continually update or it risks becomes 

irrelevant, software increases in complexity as it upgrades & the quality of the code depreciates 

as the development cycle continues. Indeed, when analysing the development of the Linux 

kernel (Israeli, & Feitelson, 2010) it was found that there was support for all of these laws. 

However, there were two laws which were not supported: that all updates to the code were 

small (occasional changes to code base were persuasive and profound) and changes to the 

organisation supporting the code change would be minor (the volunteer/open-source 

production of Linux meant that individuals would join and leave casually – this set up was far 

outside of what Lehman will have been exposed to).  But importantly, the most supported law 

was that software updates were required to stay competitive. It may not be initially obvious 

why academic building psych-apps are subject to competition with other software, but this is 

because academics building apps for smartphones will always rely on the operating system, 

which itself is subject to regular upgrades.   
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Developers of psych apps therefore need to respond to how the operating system 

matures/changes there might be sufficient changes that means that the underlying software 

must be updated to keep it operational. In the Android system, an app must routinely be updated 

and published to the Google Play store to comply with the newest versions of the android 

system or the smartphones which use the newest versions of the android cannot install the app. 

Even if the app can be installed much functionality may be removed. The developers of the 

architecture are also required to judge which feature are worth maintaining based on popularity 

of the feature and this changes overtime (e.g. android architecture developers have done 

multiple U-turns for example when determining how androids can communicate to other 

devices via near field communication (Android, 2021c)). Therefore, apps developed need to 

make maintenance as simple as possible to minimise the cost to doing so, but future-proofing 

an app is very difficult.  

 Operating systems manage all interactions with a participant, the sensors, and third-

party apps. The operating systems rules are subject to change and adapting in response to 

shifting cyber security concerns, legal regulation, world events (Covid pandemic; Apple, 

2020), market pressures and many other factors. Designing the function of an operating system 

is a very difficult task, which requires maturation and slow growth. The immature operating 

system can be exploited for nefarious purposes at the expenses of the user. While platforms 

like Facebook & Android were immature, they typically provided great freedom to the 

developer at the expenses of the users (Cambridge Analytica is an example of this; Wylie; 

2019). However, this resulted in widespread bad behaviour by the app developers, they would 

typically not consider how their apps was harming how the platform was operating (Android 

Developer, 2017) and would prompt restrictions being introduced to the operating system. 

Apple’s iPhone operating system may have extracted lessons from developing computers for 

over 20 years at the point of the iPhone development. Perhaps for this reason, we do not see 
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the same maturation process that Google and Facebook needed to undergo with regards to 

developer behaviour. 

 Operating systems therefore have to several roles to play. One important role is to 

ensure the health of the phone overall. How the operating system achieves this adapts over 

time. The Android system began to restrict the degree that a program can run in the background 

(Android Developer, 2017). This was to overcome the issue of apps running excessively in the 

background and significantly reducing the battery life of the apps and therefore keep the 

android smartphones competitive against iPhones and Blackberrys. The operating system does 

metaphorically take on the role of an immune system in a human body. An android app prior 

to 2017 could have acted like a parasitic tape worm and consume the resources without 

providing anything of value to the host. To combat this, Android implemented something 

called doze mode that pauses all processes running in the background unless it is essential for 

the function of the app. If it was essential, then the app would need to inform the user that 

operations were being carried out & allow the user to cancel the operations. Later, more 

sophisticated battery resource allocation was introduced subsequently, apps which the user 

engaged with regularly would be able to run for longer in the background. But the doze mode 

remained. But this is not the only issue for interacting with smartphone operating systems. 

Continuing with the immunity metaphor, the smartphone operating system was concerned that 

a virtual virus and therefore stopped passive across Bluetooth connectivity and thereby 

increased the likelihood of users acquiring a real virus (covid-19; Sabbagh, & Hern, 2020). 

 Apple had particular problematic levels of functioning because the iOS stopped 

Bluetooth being used by apps running in the background (Sabbagh & Hern, 2020) for covid-

19 track and trace apps. A hack to this problem was implemented, where the app would wake 

itself up if encountered with another user. The hope was that the Apple smartphones would be 

kept awake sufficiently by Android phones being nearby and waking up the Apple phone. This 
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did not happen, only 4% of the time did the apple app function properly. The same issue 

undermined android as 75% of the time did it work. Under normal circumstances having 

Bluetooth run in the background is a needless security risk as multiple phones based cyber-

attacks can occur via Bluetooth (Melamed, 2018). However, android and apple released a 

system that was exempt to the usual operating system provided a registered healthcare provider 

published the app this therefore could radically increase the accuracy for Covid track and trace 

apps (Sabbagh & Hern, 2020). The limitations of the operating system plagues entire countries 

never mind small research labs. Regardless, we will explore if there is some method that apps 

can be better designed to best avoid clashing with the smartphone operating systems.  

 Operating systems are clearly a significant factor in the development of apps. To ensure 

this thesis remains manageable, we will be ensuring all construction of software relies upon 

one operating system – Android. Androids offer far more affordances to developers than 

iPhones. Androids allow for almost free distribution across their play store (Google, 2021c) 

and do not suffer from a notoriously strict and secretive app review procedure (Leswing, 2021). 

Android software can also easily be distributed outside of the play store but there are extensive 

limitations for this on an iPhone like limiting the number of apps which can be developed 

(Apple Developer, 2017). Android represent 80% of the smartphone market (Keil et al., 2020) 

therefore more participants can be reached via Androids.   

 Indeed, multiple other issues exist within smartphone psychological research including: 

developing applications which are overly invasive (commonly done in this research area), 

software that is participant-unfriendly and limited sharing of technical solutions, etc. However, 

these challenges within psychological research are specifically related to the culture adopted 

by researchers. Some of these challenges are beyond the remit of this thesis. Instead, I intend 

to focus on overcoming the technical limitations for smartphone based psychological research. 

However, providing high quality methodological guidelines and publicly available open-
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source software will also peripherally contribute to improvements in psychological science 

more generally.  

1.6 Aims of the Thesis  

This thesis aims to :  

1. Develop psych apps capable of being used by psychologists. These must meet 

the following criteria: One -  There must be a very low or no barrier to entry to employ 

the software. The adoption of websites for psychological research did not truly begin 

until Amazon Mechanical Turk reduced the technical skills required to set up the 

system (see above). Two - many psych apps have historically been too expensive to 

maintain as they relied upon servers. Build software which does not need to rely upon 

such infrastructure to function. Three -  to ensure that the apps can be customized for a 

range of experimentation and that this process is as straightforward as possible. 

Develop this software for two separate types of digital traces: 

a. Develop software capable of effectively capturing the context of 

behaviour.  

b. Develop software that captures behaviour. 

2. Establish if there is a theoretical grounding for the use of psych apps relative to 

conventional methodologies 

3. Employ psych apps in empirical research 

1.7 Thesis outline 

 Collectively, this thesis will enhance our understanding of digital traces by first 

developing apps that are suitable for psychological research. Through this process, I intend to 

outline an effective method for developing apps for psychological research and provide 
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working code that can be developed further. The thesis will then document the findings of 

subsequent psychological research that has utilised these apps.  

Part 1 – Building Apps  

Chapter 2 – Documenting context [published in Behavior Research Methods] 

 This chapter outlines the development of an app that was developed and published for 

Android smartphones to log location by using multiple sources. Past research utilising location 

sensing is also reviewed. This represents a first attempt in developing an app which can be 

readily used by psychologists for passively logging rich behavioural data.  

Chapter 3 – Documenting digital behaviour [published in Behavior Research Methods] 

 Technology usage remains a controversial topic in cyber psychology. I take the 

lessons learnt from developing the previous two apps and use this to build an app which is 

highly customisable and can deliver high quality insights into how participants are using their 

smartphones. Ultimately, providing a new tool which may contribute to ongoing debates 

regarding the impacts of general and specific smartphone use.  

Part 2 – Using Apps  

Chapter 4 - Subjective reports overstate the relationship between screen time and 

mental health [published in the International Journal of Human-Computer Studies] 

 Previous methodologies (self-report) have implied that there is a link between general 

smartphone use and negative health outcomes. We use objective measures of screen usage 

via the apps previously developed and demonstrate that the self-report measures lead 

researchers to falsely conclude that there is a strong link between screen time and poor 

health. 

Chapter 5 – Quantifying smartphone ‘use’: Choice of measurement impacts 

relationships between ‘usage’ and health [published in Technology, Mind and Behavior] 
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 This paper reports on evidence which suggests when using smartphone scales to 

identify using a smartphone on physical and mental health are overestimated when 

unobjective measurements of smartphone use are employed. Additionally, the methodology 

expands beyond the use of Apple screen time to give a more in-depth account of smartphone 

usage by using a version of the android app developed previously.   

Chapter 6 - Conclusion 

 The conclusion will review the novel contributions of the thesis and combine these in 

a demonstration of how smartphones can supply data about context/environment, biometrics 

and behaviour of individuals simultaneously. After reviewing limitations of the thesis, I will 

make the recommendations for research in the field and suggest how further research should 

be conducted into “mini-psych apps” to overcome existing limitations.  
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Chapter Publication status: 

Geyer, K., Ellis, D. A., & Piwek, L. (2019). A simple location-tracking app for psychological 

research. Behavior Research Methods, 51(6), 2840-2846. 

Chapter I provided an overview of the disruptive potential of smartphones in psychological 

research. Part 1 of this thesis (Chapters II-IV) involves the development of apps. 
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Specific aim 

1a. Develop software capable of effectively capturing the context of behaviour.  

 My contribution 

I developed the Android app, the associated scripts for analysis and was the primary writer of 

the article.  

According to Miller (2012) smartphones can provide insights into three areas. Chapter II 

specifically attempts to generate data to support two of these areas: context & behaviour. 

Logging location captures two aspects relevant about a participant: movement and 

surroundings. An open-source location logging android app was developed which allowed 

participants to continually log their location. The app utilised high-level security (the 

participant would be informed about what the app did & the app would only export the data to 

the researcher after continual compliance by the participant). Additionally, the accuracy of 

every data point was reported which allowed for researchers to subsequently identify time spent 

in specific locations with a relative degree of confidence. Finally, significant efforts were made 

to ensure that the data collection was as reliable as possible. Ultimately, this chapter attempts 

to answer the question - can an ethically-based open-source smartphone app be developed for 

use in psychological research?  

This development went on to inform the software in Chapters III that can monitor other 

behaviours. After publication, the article attracted interest from researchers in Singapore which 

resulted in a further collaboration that led to a more sophisticated and customisable version of 

the app (Geyer, 2020; description in app store contains link to accompanying websites). 

Improvements involved building a app that would be more easily customisable by the 

researchers (like in Chapters III), improved security and the code changed from Java to Kotlin 
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(embracing Android's new preferred language). A R package has specifically been constructed 

by other researchers to aid with the analysis of the location data generated by the App (Zipert, 

de Vries, & Ufkes, 2021). The article has been cited 11 times and accessed 5604 times at the 

time of writing.  
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Abstract 

Location data gathered from a variety of sources is particularly valuable when it comes to 

understanding individuals and groups. However, much of this work relies on participants’ 

active engagement to generate and regularly report their location. While commercial 

smartphone applications are available, these are often expensive and not designed with 

researchers in mind. In order to overcome these and other related issues, we have developed a 

freely available Android application, which logs location accurately, in real-time, and 

requires no active participation once installed. Further recommendations and R code are 

provided to assist with subsequent data analysis. 
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2.1 Introduction  

Where a person spends their time can provide numerous insights into their behaviour, 

personality and mood (Chorely, Whitaker, Allen, 2013). For example, location measures 

derived from a smartphone can be predictive of depressive symptoms and levels of social 

anxiety (Huang, et al., 2016; Palmius et al., 2017). Other research has also shown that 

individuals with comparable personalities report accessing similar locations (Noe, Whitaker, 

Chorley, Pollet, 2016). While these studies remain important, critics have argued that 

comparatively little research has actually been conducted regarding what drives peoples’ 

movements, and what is psychologically important about the locations that people choose to 

occupy (e.g., Rauthmann et al., 2014). While smartphones provide huge potential in this regard 

with almost every device containing a GPS sensor, there remains a lack of suitable software 

that is freely available for those working within psychology and the social sciences more 

generally (Piwek & Ellis, 2016). Researchers struggle find appropriate alternatives from 

commercial application repositories, such as Google play store (Google, 2017a) or the app store 

(Apple, 2017). This is largely because these applications have not been developed with social 

research in mind. Many commercial applications, for example, often struggle to strike a 

suitable balance between high levels of accuracy and duration of logging, which are 

methodologically important for location based research (Palmius et al., 2017).    

Researchers unable to access location data via smartphone applications have instead 

relied on other innovative methods. For example, location databases harvested from social 

media websites have demonstrated that it is possible to predict personality from where a person 

chooses to spend their time (Chorley, Whitaker, Allen, 2015; Noe, Whitaker, Chorley, Pollet, 

2016; Song, & Lee, 2015). However, this method presents new limitations because using social 

media to sample multiple locations is likely to only include the reporting of socially desirable 

locations (Schwartz, & Halegoua, 2015). This effect may be magnified further as social media 
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users are motivated to selectively report their location in order to maintain or boost their social 

status (Fitzpatric, Birnholtz, & Gergle, 2016; Guha, & Birnholtz, 2013; Schwartz, & Halegoua, 

2015). Other correlational designs have relied on self-report via experience sampling 

smartphone applications (e.g., Sandstrom, Lathia, Mascolo, Rentfrow, 2017). Like social 

media capture, the reporting of every location that an individual visits requires an extensive 

amount of effort. Further, the accuracy and resolution of the data is often poor. As a result, data 

generated from either method provides a patchy account of where a person spends their time.  

2.1.1 Implementation 

In order to overcome previous methodological limitations, we have developed a freely 

available application (PEG LOG) that records the location of an Android smartphone. This is 

an attempt to enhance the quality and quantity of data that is available to researchers studying 

the significance of individual and group movements. Additionally, we wish to prompt 

transparency and replication by making the source code and supplementary materials freely 

available. The application was built to require minimal effort from participants while remaining 

more informative than any self-reported measure. 

Summary of application architecture  

The application runs on Android devices and available from Google Play store 

(https://play.google.com/store/apps/details?id=com.location.android.peglog&hl=en). It was 

designed in order to provide regular updates while acknowledging the limitations of location 

measures. For example, GPS signals are typically inaccessible from inside a building, but the 

application can switch to rely on other available sources that report location, e.g., Wi-Fi and 

Network signals. However, it should be noted that both these signals remain less accurate than 

GPS (Canzian, & Musolesi, 2015). 

https://play.google.com/store/apps/details?id=com.location.android.peglog&hl=en
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 [Figure 2.1: demonstrating the foreground and background operations of the 

application. The only aspect of the application accessible by participants is the main activity 

page, which requests the relevant permissions (location and external files), and allows 

participants to delete and/or email files. After the application is opened for the first time (1) a 

user will be prompted to give location permission. If the participant refuses to provide 

permission they are prompted again (2). If location permission is granted then background 

operations (3) are initiated. Background operations include: storing location data if other 

applications are accessing within 15 seconds of the last location update (4), retrieving a location 

reading after 60 seconds (5), and checking every five minutes when location permissions 
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remain granted. If the permissions are no longer enabled, the participant will receive a 

notification (7) prompting them to re-enable location permissions. Notifications will lead 

participants to a screen where they can re-enable the permissions, which will re-start 

background services (8) when enabled. After location permission is granted, the foreground is 

loaded (9) and participants can email raw data as an attachment (10) or delete the stored file 

(11).]  

Installation 

The installation process was designed to be straight-forward and requires almost no 

time or commitment from participants.  In order for data collection to begin, participants are 

required to access the application on the Google Play store. Following installation, they will 

then be required to open the application. An additional step is required if the participant possess 

an Android smartphone with an API of 23 or higher. These participants will be prompted to 

give explicit permission that the application can access location services. Once the application 

is installed participants simply have to open the application and confirm that data collection 

can commence. It is advisable that all participants send some pilot data to the researcher at the 

beginning of the study to ensure location tracking is underway as expected.  

2.2 Foreground operations 

2.2.1 Data storage and export 

Data is stored locally and in a manner that ensures that only the specific application can 

access this information. If the participant chooses to withdraw from the study they simply have 

to uninstall the application and data collection will cease, however, data already collected will 

remain on the smartphone. To export data, participants can select ‘email’ and then enable 

permission for the application to write in external memory (Figure 1). They can then use any 
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email account to send the file with their data stored in an attachment. The file returned is a 

lengthy string, which comprises of latitude, longitude, accuracy (the size of the radius if 

researchers are to have 68% confidence that the smartphone is inside the area) and a timestamp 

(UNIX time – amount of milliseconds to elapse since midnight 1st January 1970; see 

Supplementary Materials for an example of raw data). This will be labelled at the top of each 

data file and will repeat each time the application is restarted. If the phone is restarted this will 

also be recorded on the data file. Very little processing of the location data is carried out within 

the application itself order to maximise battery life. To illustrate some simple data processing 

and analysis operations, the included R-script can be used to process raw data and generate 

basic visualisations. For example, heat maps can illustrate where a person has spent the 

majority of their time (see Supplementary Materials).  

2.2.2 Deleting files 

If the participant forgets about the study, or does not wish to proactively comply with 

the requirements of the study then researchers cannot retrieve these data. This was a conscious 

decision in to order to comply with standard ethical guidelines.  

However, following data collection, a participant can then delete files from their device. 

This is done by clicking the delete button and removes data from both external and internal 

memory. A password is required to complete this operation (“oeg”; all lowercase). This 

function is password protected to ensure that accidental deletion is not possible. The result of 

this operation will be confirmed via a textbox (Figure 1).  
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2.3 Background operations 

2.3.1 Accessing location data 

The application relies on the FuseLocationProvider (Google, 2017b). This provides 

access to GPS, Wi-Fi, and Network analysis in order to retrieve latitude, longitude, accuracy 

in meters with regards to the radius of confidence and a UNIX timestamp. The application is 

considered high priority meaning that the most accurate reading available is provided 

regardless of battery expenditure. The order of favourability of trace (in relation to accuracy) 

is therefore: GPS, Wi-Fi followed by network analysis (Canzian, & Musolesi, 2015). A 

location update is requested by default every 60 seconds. If another application requests a 

location reading from the smartphone after 15 seconds of PEG LOG receiving a location update 

then the PEG LOG will also store this information. It is worth noting that retrieving data from 

other applications that request location data improves battery life. However, other applications 

may not have access to an equivalent resolution of location data and this may reduce overall 

accuracy. Similarly, PEG LOG can be combined with a variety of other applications or 

methodologies that extract information from a smartphone (e.g., experience sampling 

applications) and continue to run in the background. 

Customisation 

Which location data source (GPS, Wi-Fi, etc.) is used by default, and the frequency of 

location updates can be customized by following a simple modification to the original source 

code. This is outlined within one non-expert friendly file: Constants (this file explaining the 

project structure is available via the associated GitHub address). Following customisation, the 

application can then be redistributed on the Google Play store. 
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2.3.2 Resilience of the application 

We have identified five potential ways that the application could be prevented from 

functioning. Participants could inadvertently stop data collection by: (1) closing the 

application, (2) clearing tasks running in the foreground, (3) turning off the phone, (4) forcing 

closure of all running applications, or (5) uninstalling the application. Addressing these issues 

in order, if the foreground section of the application is closed then the background service will 

continue to run or restart if it has also been closed. If all foreground applications are closed, 

then the background service will automatically restart. If the phone is turned off, upon 

restarting, the application will automatically resume and continue running as a background 

operation. This will, in turn, be documented in internal memory and mark an interruption of 

data collection due to a restart event. However, if a force closure of all applications occurs then 

the participant will be required to open the application again in order to continue with data 

collection. Uninstallation is interpreted as a desire to withdraw from the study and uninstalling 

the application has been maintained will stop data collection. Finally, if a participant does not 

have location permissions enabled for a period of 5 minutes the application will send the 

participant a notification. This will notify them that the location permissions should be enabled. 

This also informs the participant that if they click on the notification, it will take them to 

relevant settings where they can enable location permissions.  

2.4 Results & Discussion 

A complete review concerning how location data can be analysed is beyond the scope 

of this paper. However, broadly, there are two key ways or analysing real-time location data. 

Firstly, location points can be placed into topologies such as: café, library, nightclub, etc. 

Locations via this method can be further characterised based on how they relate to other 

geographic databases, e.g., census records, crime statistics, foursquare database (Canzian, & 
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Musolesi, 2015; Chorley, Whitaker, & Allen, 2014; Rauthmann, et al., 2014). Secondly, the 

movements a person engages can be characterised in a number of ways (Canzian, & Musolesi, 

2015). This can include information relating to: distance travelled, radius of gyration, etc. For 

example, recent psychological research has shown that an analysis, which includes information 

relating to both journey and destination, is incrementally more valuable (Huang, et al., 2016). 

This combines both approaches outlined above, however, there remains potential for these 

simple analyses to develop further as real-time location data continues to become easier to 

collect. We have therefore provided additional supplementary R-code to assist with these 

developments. This marked-up code will process raw location data, prepare data for analysis, 

and generate some basic visualisations (Figure 2).  

 

Figure 2.2: A simple visualisation from a single day of location tracking. This includes a heat 

map (A) to illustrate where a participants spent the majority of their time and (B) a path map 

were movement has been plotted over the course of 24 hours 
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2.5 Conclusion 

Researchers who have collected location data from smartphones and other digital 

devices have previously found this digital trace to be both predicative of future movements and 

a variety of other individual differences (Chorely, Whitaker, Allen, 2013). However, research 

has often drawn conclusions based on incomplete recordings of location and these remain 

problematic. Overcoming these limitations for social science remains important in order to pre-

empt the well-documented issues with self-reported data, especially when recording location 

information in real-time. In summary, we have presented a freely available location tracking 

application and analysis code, which will allow many researchers across a variety of disciplines 

to conduct rigorous research into individual and group movements.  
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Specific aim 

1b. Develop software capable that captures behaviour.  

 My contribution 

I developed the Android app, the associated scripts for analysis, created the validation 

app, associated websites for the customization of the app and was the primary writer of the 

article.  

 

Chapter II reported on the development of a smartphone apps which reliably logged 

the location of an Android smartphone and monitored neurological activity. From our efforts 

with PEG log much was learnt, and the poor design decisions could be avoided. For instance, 

customisation was done via scanning of a QR code making the app more responsive to the 

needs of the researchers. Again, better design decisions were identified through the 

development of past apps. For example, there were issues associated with passively recording 

behaviour. When the phone is inactive the continual logging of behaviour is sometimes 

restricted. However, for monitoring other types of digital behaviour this may not necessarily 

be affected by this problem. Developing a psych app that monitors screen usage would be an 

effective exploration of what smartphones allow developers to monitor conveniently, is virtual 

behaviour easily monitored comparative to non-virtual behaviour? Additionally, a tool to 

accurately record smartphone behaviour would be very useful for researchers interested in 

smartphone ‘addiction’. 

 In this chapter, I designed another android psych app that recorded smartphone usage. 

Therefore, I developed an app which can both passively monitor smartphone usage and also 

query a database that holds high resolution details about how the smartphone was previously 
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used. This chapter also attempts to understand if apps that monitor digital behaviour require a 

different design to other passive sensor designs (e.g., location).  

Ultimately, this app becomes core to later research documented within Part 2 of the 

thesis because it can be customised to fit multiple research requirements. It removes the 

involvement of demand-characteristics in experiments by gathering smartphone usage data 

collected up to five days prior to the experiment starting. After the recent publication, this app 

has been cited 4 times and downloaded 268 times, at time of writing. The capabilities of this 

work has prompted much collaboration with other researchers internationally including Japan, 

Nigeria and Spain.  
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 Psychological science has spent many years attempting to understand the impact of new 

technology on people and society. However, the frequent use of self-report methods to quantify 

patterns of usage struggle to capture subtle nuances of human-computer interaction. This has 

become particularly problematic for devices like smartphones that are used frequently and for 

a variety of purposes. While commercial apps can provide an element of objectivity, these are 

‘closed’ and cannot be adapted to deliver a researcher-focused ‘open’ platform that allows for 

straightforward replication. Therefore, we have developed an Android app, which provides 

accurate, highly detailed, and customisable accounts of smartphone usage without 

compromising participants privacy. Further recommendations and code are provided to assist 

with data analysis. All source code, materials and data are freely available (see links in 

supplementary materials section). 
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4.1 Introduction 

Human-computer interactions have become ubiquitous and continue to shape 

individuals and society (Ellis, 2019). For instance, many people in the general population will 

interact with their smartphone over 80 times a day in order access a variety of online services 

(Andrews, Ellis, Shaw, & Piwek, 2015; Ellis, Davidson, Shaw, & Geyer, 2019). As a result, 

the way in which individuals and groups use these technologies has provided new opportunities 

for research. Psychological science has specifically focused much of its efforts on 

understanding how technology use may impact our health, social processes, and cognitive 

functioning (Ellis, 2020). For example, general smartphone use has been associated with a 

variety of negative outcomes including depression (Elhai, Dvorak, Levine, & Hall, 2017), 

anxiety (Richardson, Hussain, & Griffiths, 2018), disrupted sleep (Rosen, Carrier, Miller, 

Rokkum, & Ruiz, 2016), cognitive impairment (Clayton, Leshner, & Almond, 2015), and poor 

academic performance (Lepp, Barkley, & Karpinski, 2015). This repeats a pattern of research 

priorities, which previously focused on the negative impacts of many other screen-based 

technologies, systematically moving from television and video games, to the internet, and 

social media (Rosen et al., 2014; Davidson & Ellis, 2019). In contrast, pre-registered studies 

have suggested that technologies, which were previously deemed problematic including social 

media and video games have negligible or positive associations with well-being (Orben & 

Przybylski, 2019a; Johannes, Vuorre & Przybylski, 2020).  

The majority of research in this area shares a similar methodology when capturing 

technology usage. This typically relies on asking participants for a duration estimate or a 

qualitative reflection concerning their own experience rather than objectively measuring 

behavior from a device (Ellis, 2019). For example, requests for single duration estimates might 

ask: ‘how much time do you spend on your smartphone per day?’. Psychometric scales that 

are also common and include a range of items that attempt to quantify ‘problematic’ or 
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‘addictive’ patterns of usage (Ellis, 2019). While such measurements are typical across social 

psychology, they have well established limitations when attempting to describe behaviors or 

understand related psychological impacts (Baumeister, Vohs, & Funder, 2007; Doliński, 2018; 

Hinds & Joinson, 2019; Sassenberg, & Ditrich, 2019). Single duration estimates are unable to 

capture the range of experiences provided by modern technology and survey instruments 

poorly correlate with a variety of objectively measured behaviors (Boas, & Ling, 2013; Ellis 

et al., 2019). For example, picking up a smartphone is habitual and often occurs unconsciously 

throughout the day making it difficult to self-report accurately (Andrews, Ellis, Shaw, & 

Piwek, 2015; Ellis, Davidson, Shaw, & Geyer, 2019; Ellis, 2019).  

Researchers have suggested that the automated tracking of technology related 

behaviors are valuable, but remain technically challenging to collect (Orben & Przybylski, 

2019b, Johannes, et al., 2019). However, a number of commercial apps can now quantify 

high-level aspects of smartphone usage including total daily usage and number of pick-ups 

(Ellis et al., 2019). These include pre-installed tools: digital health (Google LLC, 2019) for 

Android systems, and Apple’ Screen Time for iOS devices (Apple, 2019). While these apps 

can provide a more objective account of a person’s smartphone usage, they have several 

limitations. First, data is of a low resolution and only provides daily metrics of usage. In 

order to answer specific research questions, hourly or minute-by-minute metrics are essential 

however, the majority of third-party apps (e.g., Moment, App Usage) are, at the time of 

writing, unable to report the distribution of smartphone use durations across multiple 24-

hour periods. Second, commercial apps cannot be re-configured to provide additional 

functionality. For example, there is often no way to export raw data, requiring participants 

to manually transfer statistics into survey responses (e.g., Ellis et al., 2019). As a 

consequence, commercial apps are ‘closed’ to the extent that researchers are unable to access 

source code, making it difficult to assess the reliability and validity of data collected.  
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In an attempt to circumvent some of these limitations, researchers have developed 

programming frameworks (e.g., Funf in a Box and Aware), which can facilitate the 

development of specific apps that could record technology-related behaviours (Aharony et 

al., 2011; Ferreira, Kostakos & Dey, 2015). However, these frameworks were predominantly 

designed to capture data from a variety of smartphone sensors. While the extensive APIs and 

associated libraries provide many data collection possibilities, this will always require 

significant development and customisation before it becomes useful for researchers and safe 

for participants (Piwek, Ellis & Andrews, 2016). For example, a server will often be required 

to receive data remotely and researchers must implement sophisticated network protocols to 

maintain the security of data during transfer. Creating research-orientated applications from 

these frameworks therefore remains challenging for researchers who are unfamiliar with 

mobile app development and who wish to ensure data succinctness.  

To mitigate these issues and allow the research base to engage with objective 

methods, we present a customisable Android smartphone app – Usage Logger; and its 

associated R scripts, python notebooks (Jupyter), and websites (see supplementary 

materials). Together, these resources provide researchers with a succinct way to capture a 

variety of smartphone usage behaviors. This includes the quantification of time spent on a 

device, specific app use and notification activities.  

Usage Logger timestamps every interaction the user has with their phone, which can 

generate a sophisticated understanding of general and specific technology usage. In addition, 

it can also extract historical data from the device, which addresses concerns of social 

desirability. As a result, the tools described here will help contribute to existing and new 

avenues of research. Specific research designs might consider, for example, if there are 

points in time where a participant’s usage is habitual or more entropic (Aledavood, Lehmann 

& Saramäki, 2018) or if usage was prompted by a notification or goal-directed. Given long-
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standing concerns regarding the impact of new technology, these resources will also allow 

researchers to better understand if certain patterns of usage have disproportionate 

associations with different psychological process and outcomes (Ellis, 2019). The rest of this 

article provides a comprehensive overview of the app and details how researchers can 

customize its operation, understand the data collected and generate (or replicate) usage 

variables. All analysis scripts and associated software are freely available. 

 

4.2 Summary of Architecture 

The overall aim was to develop an app and supporting resources that will allow 

psychologists and others within the social sciences to conduct research that involves measuring 

smartphone technology interactions. The first step in the development of such a tool was to 

define the basic criteria that it needed to fulfil. For the aims of this project, these resources 

should: (a) provide open source code so resources can be scrutinised and/or developed by other 

researchers.; (b) record a variety of technology interactions, while ensuring data succinctness 

(i.e., only data required is collected); (c) remain intuitive, practical, quick, and easy to use for 

groups of researchers who vary considerably in their computational literacy and finally (d) 

ensure data remains secure and protect participant’s privacy with the opportunity to withdraw 

during any study (data remains on a device until participants wish to share it with researchers). 

A variety of models have been proposed concerning software development lifecycles 

(Van Vliet, 2008). During development, we predominantly relied on a prototyping model 

because the system was developed alongside end users (researchers and participants) to 

improve each iteration of the software. As with related developments, Android was chosen as 

the initial development OS, as it offered technical and methodological flexibility at the best 

cost–performance ratio (Geyer, Ellis and Piwek, 2019; Keil, Koschate & Levine, 2020). 80% 

of the worldwide market also run Android related software (Keil, Koschate & Levine, 2020).  
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The system consists of four major elements: a website to customise what data the 

smartphone app collects and/or retrieves, a Usage Logger app that enables data collection, a 

second website to assist with data processing, and a series of R scripts and python notebooks 

(Jupyter) that contain live code and visualisations to help with analysis (Figure 1). In line with 

our first aim (a) concerning open science, all 3rd party open-source libraries, which are 

essential to the functioning of the presented resources are freely available (Table 1). As a result, 

researchers can take any single element, or combine materials as they wish and customize them 

as necessary. In the following sections, we describe each in detail.  

 



 

98 

 

Library name Element Link Version Function 

JQuery Customisation website https://blog.jqueryui.com/2015/03/jquery-ui-1-11-4/ 1.11.4 Succinct javascript 

Canvas2Image Customisation website https://github.com/hongru/canvas2image NA Converts QR code to png image 

Qrcode Customisation website https://davidshimjs.github.io/qrcodejs/ NA Generates QR codes 

Timber App 
https://github.com/JakeWharton/timber 

4.7.1 
Facilitates communication between app and 

developer 

Dm77/barcodescanner App https://github.com/dm77/barcodescanner 1.9.13 Scans QR codes 

Code Scanner App https://github.com/yuriy-budiyev/code-scanner 2.1.0 Scans QR codes post Android 8.1 

Gson App https://github.com/google/gson 2.8.2 Convert Java objects to JSON  

Armadillo Encrypted 

Shared Preferences  
App https://mvnrepository.com/artifact/at.favre.lib/armadillo/0.9.0 0.9.0 Encrypts data  

SQLcipher App https://github.com/sqlcipher/android-database-sqlcipher 4.0.0 Constructs encrypted SQL databases 

Jabit Spongy 

Cryptography 
App https://mvnrepository.com/artifact/ch.dissem.jabit/jabit-cryptography-spongy 2.0.4 Facilitates cryptographic calculations 
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iText App https://github.com/itext/itextpdf/releases 5.5.10 Constructs encrypted pdfs 

PDF.js Data processing website https://mozilla.github.io/pdf.js/ NA Interacts with PDF via javascript 

 

 

[Table 4.1. A list of 3rd party libraries used by Usage Logger and associated websites.] 
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[Figure 4.1. Overview of Usage Logger: (a) specification of configuration capabilities online; 

(b) a QR code is generated by the website and the app generates a secure password to encrypt 

all information and commences data collection; (c) post-data collection, PDFs are generated; 

(d) these files can be exported via email, to another app or cloud service; (e) files can be 

decrypted via a second website; (f) this generates a .csv file, which can be processed using the 

provided R scripts and python notebooks. All software and materials are open source and freely 

available in line with recommendations outlined by the UK Reproducibility network (Turner 

et al., 2019)] 
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4.3 Data Sources and Customisation 

A researcher will first have to specify via the customization website (see supplementary 

materials for web addresses) what data will be collected by the app. In line with our second 

aim (b), this ensures that researchers are only collecting data that is essential to their research 

question where ethical approval has been received by a relevant committee. The customization 

website allows for three different data sources to be collected: contextual, past usage, and 

continuous usage. We outline these in more detail below. These summaries are also available 

as part of our companion website (see supplementary materials).  

Contextual data sources provide information regarding the context in which apps are 

used. There are three sources of data that can be collected: installed apps, permissions 

requested, and response to permission requests. Installed apps have previously been found to 

offer insights regarding personality (Xu, Frey, Fleisch, & Ilic, 2016). However, permissions 

requested and granted may also provide insights about a person’s attitudes towards privacy 

(Reinfelder, Schankin, Russ, & Benenson, 2018). For example, a user with Facebook 

Messenger (Facebook, 2019) installed will be prompted to provide permissions that allow the 

app to access location sensing capabilities. This allows Messenger to send location updates to 

their friends and contacts. Responses to such requests also allows researchers to understand 

what data an associated app actually has access to via the smartphones operating system. Using 

the contextual capability, the app generates a file containing this data saved as“context.pdf”. 

Continuous logging collects information about multiple smartphone interactions as 

they occur after installation of Usage Logger. Researchers can decide what types of data should 

be collected including: when the phone is on/off, what apps are opened, if the apps list is 

updated (though installation or uninstallation) and when apps send notifications. The app will 

by default always document if a smartphone is restarted.  
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At a basic level, researchers are provided with information about when a participant is 

using their smartphone. This can be extended to include usage as it relates to specific apps and 

when these are installed or removed. Analysis of notifications can help researchers differentiate 

between smartphone interactions that have been directed by an individual versus notifications 

that drive usage. All events captured by the app are UNIX timestamped and placed in a file 

called: “continuous.pdf”.  

Past usage is based on how a participant has used their device previously, before 

installation of Usage Logger. Akin to an internet browser history, this data is stored and 

maintained by Android devices. Usage Logger in this instance queries the appropriate database. 

This data can be accessed after a participant approves a specific permission – package usage 

stats and provides information concerning usage events and statistics. Usage events document 

when a person had turned their screen on or off, switched app, switched their phone on/off, and 

details on how the operating system managed apps (Android, 2019a). Our testing as part of 

previous research (e.g., Shaw, Ellis, Geyer, Davidson, Ziegler and Smith, 2020) and reported 

validation suggests that this history typically extends to a period of seven days. This might be 

useful for a variety of studies as previous research suggests that only 5 days of retrospective 

data is sufficient to be representative of a person’s overall smartphone use (Wilcockson, Ellis, 

& Shaw, 2018). It also avoids social desirability effects because unlike continuous logging, a 

participant cannot change their behavior before data is retrieved. Usage Logger returns a UNIX 

timestamp of when an event occurred, which app was involved, and what type of event 

occurred. This data is supplied in a file called “usage.pdf”.  
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4.3.1 Order of Collection 

The customization website allows researchers to modify what data is collected by 

selecting specific sources. The order may be determined by dragging and ordering these 

sources accordingly. These decisions are likely to be driven by specific research question. For 

instance, if a researcher wishes to review the impact of participants having data collected 

continuously then they might collect five days of past usage and then contrast this with 

continuous data where a participant is aware that their usage is being recorded. Otherwise, if a 

researcher wants a higher degree of certainty regarding the collection of suitable data, they can 

collect up to seven days of data prospectively and retrospectively query the same period 

afterwards. This will ensure that if prospective data logging was paused at any point in time, 

higher-level missing data should be available via a retrospective trace as it relies on a different 

method of collection. It should be noted that participants have to trigger the switch from one 

data source to another (e.g. continuous logging to past usage). This feature was added to ensure 

that participants remain in complete control of the data collected from their device (see consent 

and data security).  

 

4.4. Installation and Operation 

In line with our third aim (c), Usage Logger aims to be straightforward to use by 

researchers and participants. Following installation by participants, which can be accomplished 

via the Google Play Store (see supplementary materials), the app (~10.6 MB in size) will 

request permission to access the camera so it can scan QR codes. After researchers specify 

their requirements (via tick boxes), QR codes are generated by the customisation website. 

These QR codes contain all the details Usage Logger needs to configure itself and perform the 

desired data collection. This method of configuration was selected because it allows 

researchers to request that participants download an identical app, which can be customized 
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quickly and accurately without having to rely on further input from end users. This also 

removes the need to modify source code and, in turn, reduces the possibility of programming 

errors. QR codes also provide additional flexibility for researchers as they can be quickly made 

available to participants as part of physical research materials or placed online. 

Once a QR code has been scanned, participants will encounter four dialog boxes 

containing information on: the purpose of the app, the type of data being collected, and 

security/data protection measures. These messages also invite participants to review the app’s 

privacy policy (see supplementary materials). A password is then generated and participants 

are asked to approve several additional permission requests (dependent on data sources 

collected). These include, usage access, which allows the app to query a database that is 

maintained centrally by android devices about what apps were previously used. In addition, 

notification access allows the app to detect notifications. After suitable permissions are 

provided, the app will begin data collection in line with what was assigned during 

customisation. Finally, a number of background processes that collect data will begin.  

 

4.5 Data Security and Consent 

Previous work by the authors has focused on the transmission of highly sensitive 

location data (Geyer, Ellis, & Piwek, 2019). Following suit, the security and safety of 

participant’s data again remains paramount (aim (d)). Usage Logger has been developed to 

ensure that participants have control over their data while it is collected. However, we would 

not recommend running Usage Logger on any device that has been rooted because this may 

undermine data security protocols 

In the first instance, Usage Logger generates a password to protect data files. Relying 

on participants to generate passwords to protect their own data is notoriously difficult (Nelson 

& Vu, 2010) as these are often vulnerable to cracking. Hence, we elected to generate passwords 
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automatically. Our solution was to utilise ‘user-generated-randomness’ (Alimommeni, 2014), 

which is the insignificant elements of participants actions that can be employed to seed a 

random generator. In usage logger, the app uses a UNIX timestamp, which is generated from 

each of the four times a participant confirms that they have read a message about how the app 

functions. These values are then stored in a random order. A value is randomly queried from 

this list and used to seed a random character generator to create a password. The random nature 

of these passwords makes them less vulnerable to dictionary attacks, which rely on databases 

of previously leaked passwords (Bellovin & Merritt, 1992). A variety of characters also make 

the password more resistant to brute-force attacks (Pliam, 2000). Participants do not have to 

remember this password, but can recall it from the app at any time. Of course, this layer of 

security relies on the Android device itself remaining secure and participants not sharing their 

password. We therefore recommend that participants have a screen-lock or related system 

enabled on their device to prevent unauthorised access. 

Data collected by Usage Logger is then stored in a SQLcipher database (Android, 

2019b), and only Usage Logger can access the database provided normal security protocols are 

not extensively compromised. To protect users further, data is protected by The Advanced 

Encryption Standards (AES) 256-bit block cipher in a SQLcipher database (Zetetic, 2019; 14 

rounds of substitution and permutation utilized in order to encrypt the data). Data also remains 

secure while being exported by being inserted into an AES 256-bit encrypted pdf-file after 

being extracted from the encrypted database. The pdf is then supplied to the app (Android, 

2019c), which is capable of exporting data over an email or an alternative method.  

The decision to develop an app with email capabilities to export the files ensures that 

researchers do not need to set up a cloud-based storage system. Our source code could of course 

be modified or incorporated into any cloud-based development in the future. In the provided 

system however, participants can straightforwardly remain in control of their data during 



 

106 

 

collection. Presently, participants can withdraw before providing any data to researchers. In 

order for participants to pass their data onto the research team they must; install the app, read 

the instructions on how the app works, approve permissions, allow time to pass while data 

collection occurs, manually export their data, and provide their password to a researcher.  

This password handover process aims to strike a balance between providing 

functionality (so researchers can actually use the tools) and security (so data is remains safe). 

It also has to be considered alongside how damaging a data breach might be for the individual. 

There are therefore several options when securely transferring a password from participant to 

researcher, which are ordered from most to least secure. First, participants could simply read 

out their password to a researcher in a secure laboratory environment. Second, peer to peer 

encryption could be utilised using Telegram or similar apps, which sit outside an email 

ecosystem, to transmit passwords (Barthelmäs, Killinger & Keller, 2020). Finally, participants 

could send their password in a separate email that does not include raw data.  

At any point in this process, a participant can uninstall Usage Logger and all data will 

be erased. Researchers should request that participants uninstall the app after emailing data 

unless they wish to collect more data for personal use as continuous logging, if enabled, will 

resume. Beyond this, the user experience of the app has remained minimalistic to discourage 

excessive interaction with the app and reduce the likelihood of demand characteristics 

impacting behavior. However, to ensure that participants are always aware that their behavior 

is being tracked during continuous logging, a notification will indicate data collection is 

ongoing. This notification also allows background data collection to run reliably (Geyer, Ellis 

and Piwek, 2020).  
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4.6 Reliability 

Usage Logger has been designed to sustain continuous logging for substantial periods 

of time. The amount of data that can be logged will be limited to the free space available, 

however the storage capacity of most modern smartphones is unlikely to impose any limits on 

how much data could be collected. However, some situations or actions will naturally impede 

data collection. For example, a participant might refuse or revoke permissions, force the app 

to close or uninstall the app during the data collection process (Geyer, Ellis and Piwek, 2020). 

Usage Logger can generate crash reports (via PDFs that are exported with raw data) that 

include details regarding of the manufacturer/type of phone, the section of code that caused the 

error and a timestamp. Following a crash, the app will restart and ask participants if they are 

willing to continue. This feature is included to ensure that the app does not keep repeatedly 

crashing and instead requests that participants should contact the researchers or developers in 

the first instance if problems persist.  

 

4.7 Validity 

While it is not feasible to test software on every version of Android OS running on a variety of 

physical devices, throughout development we wanted to ensure that Usage Logger can accurately 

collect data from the majority of smartphones in circulation.  In line with our aim to ensure that Usage 

Logger is straightforward to use and collects data as intended, we engaged with three separate strands 

of validation that transition from qualitative logging and real-world user testing to the development of 

highly controlled, automated systems to confirm accurate logging. The information gathered throughout 

supported the development and optimization of the app and additional resources. 

 

1. Log Books 
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Throughout development and testing, researchers used pen and paper logbooks to ensure 

that actions performed on a given device were recorded by Usage Logger as expected. This 

process was repeated with each iteration of development to ensure functionality remained 

consistent. 

2. Real-world Testing with Participants  

An earlier version of Usage Logger (Activity Logger) was tested in the field to ensure usability 

and validity. The resulting data from these tests are reported as part of Shaw et al. (2020). Using similar 

techniques, the app was set up to listen to three specific events: a phone being turned on, the screen 

being activated, and the screen being turned off. Participants who completed this earlier study (N=46) 

reported no issues when installing or using the app and were asked to keep their phone switched on for 

the duration of the study (several days)2. Participants were also provided with visualisations of their 

usage patterns after taking part and were able to recognise repetitive patterns of daily usage. For 

example, when using their smartphone as an alarm clock, a regular marker of usage was repeated at the 

same point in time every day. 

3. Software Validation 

Finally, we conducted a series of automated validations with additional software. This 

involved running a separate app (Psych Validator – see supplementary materials for link), 

which programmatically causes a smartphone to perform specific actions (e.g., change app, 

send notification) or prompts a user to perform a particular action (turn on/off screen, un/install 

app). This app also documents the time at which these actions occur. For actions that were 

automated, Psych Validator listens in the same fashion as Usage Logger and performs an 

additional check to confirm an event has occurred. To assess if the app was accurately 

documenting the un/installation of apps, it would recount the number of apps which are 

 
2 As a further sense-check, Shaw et al., (2020) observed similar relationships between high-level objective usage 
(e.g., total smartphone time) and health assessments (e.g., depression) irrespective of whether technology use 
was extracted from an early version of Usage Logger (N=46) or using Apple Screen Time (N=199). 
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installed after the un/installation and check if the anticipated number of apps matched previous 

records. Usage Logger was customized so that the retrospective logging occurred after 

continuous logging so both the types of data can be assessed against the validation data. 

 

4.8. Method 

4.8.1 Procedure 

We tested three popular Android smartphones from different manufacturers (Nokia, 

Huawei, & Google), which were running version 8 or later of the Android operating system. 

Usage Logger was installed and permissions were enabled so that continuous logging would 

be running the background. We then installed and started the validation app (Psych Validator). 

This app automatically ran a set number of events: 20 screen ON/OFF’s, two identical 

app installations and two app un-installs. App events were also initiated by the validation 

application: 10 notifications would be pushed and removed, and a new app was opened 20 

times. Data was then exported from Psych Validator and Usage Logger to the researcher’s 

email. Time stamps of events prompted by the validator were aligned with recorded events 

from Usage Logger. The differences between average time stamps were then computed. 

 

4.9 Results 

Our results confirm accurate functionality of the app to within a few seconds (Tables 2 

and 3). All actions were correctly detected, but not all the attributes were captured at the exact 

time they occurred. Errors are reported in milliseconds.  
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[Table 4.2. Descriptive statistics showing discrepancies (in milliseconds) between Usage Logger (continuous logging) and Psych Validator [Usage 

Logger Timestamp-Psych Validator timestamp]] 

 

Device       Nokia       Huawei       Pixel   

              

Event n 
 

M   SD 
 

M   SD 
 

M   SD 

Screen off 10   -732.8   21.5   342.9   24.37   -523.1   93.4 

Screen on 10   -476.2   9.5   342.1   15.39   -502.2   157.4 

App change 20   563.6   406.9   -557.4   334.1   523.6   253.1 

Notification generated 10   114.9   22.1   184.6   10.58   332.9   589.3 

Notification removed 10   12.5   14.7   227.8   13.17   34.5   91.5 

App installed 2   -665   1652   -636.5   121.5   -2302.5   1371.5 

App uninstalled 2   2182   1117   907   19   -1578.5   1368.5 

 

 

M = mean, SD = standard deviation 
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[Table 4.3. Descriptive statistics for discrepancies (in milliseconds) between Usage Logger (retrospective logging) and Psych Validator [Usage 

Logger Timestamp-Psych Validator timestamp] 

Device       Nokia       Huawei       Pixel   

              

Event n 
 

M   SD 
 

M   SD 
 

M   SD 

Screen off 10 
 

1666.4 
 

1662.8 
 

-1026.4 
 

28.7 
 

-2535.1 
 

2145.2 

Screen on 10 
 

-313.9 
 

1066.8 
 

-617.2 
 

46.3 
 

1217.9 
 

1118.2 

App change 20   316   148.9   57.4   18   -470.6   1101.3 

 

 

M = mean, SD = standard deviation 
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 At a millisecond time resolution, it appears that some actions were actually detected a 

fraction of a second before they occurred. In these instances, Usage Logger appears to be 

predicting the future. Of course, this is not possible, but a consequence of how Android and 

other operating systems run multiple programmes across physical processors (Novac, Novac, 

Gordan, Berczes and Bujdosó, 2019). While it appears that multiple programmes are operating 

in unison this is an illusion. Android maintains a list of all programs currently running and 

swaps between them quickly so that users perceive them to be running simultaneously. 

Programs swap in and out of being executed in the order of every few milliseconds, but the 

order in which programs are swapped in and out of being executed will vary depending on a 

variety of other factors including task priority, which will be determined based on other 

background and foreground processes (He, Chen, Wang, Wu and Yan 2019).  

 When an event occurs that Usage Logger records, it is possible that Android will let 

Usage Logger know the event has happened before it lets another app deal with the event itself. 

For example, when a "screen on" event occurs, the first part of Android to know that "the screen 

is going to be turned on" is called the Kernel. The Kernel does two things with this information: 

1) it adds the "screen on" event to the list of logged events which need to be processed; 2) it 

adds the command "turn on the screen" to another list of things it needs to do in the near future. 

Having logged what has occurred the Kernel then decides what to do next. It could choose to 

actually turn on the screen, or to swap in the Usage Logger application (which will record the 

event) or do something else entirely. There are no guarantees about what happens first and so 

the "screen on" event could be recorded before the screen actually turns on, or vice versa. This 

effect also varies across devices. However, this variance operates in a fashion that will not 

affect the results of any investigation. If we removed some of the precision from our timing 

measurements, the effect would disappear completely however, we feel it is important to 

acknowledge these limitations here as part of a complete validation.  
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Overall, the quality of the data is high and suitable for the majority of research purposes 

that do not rely on millisecond level accuracy. We recognize that this specific form of 

validation represents a very small number of smartphones across a few Android operating 

system versions. Researchers can of course conduct their own validations as we have provided 

access to the source code of Psych Validator and made the app available via the Google Play 

Store (see supplementary materials). Alternatively, participants could, at random intervals, 

report what they were last using their device for via ecological momentary assessment, which 

could be compared with objective logs. However, this again relies on participants correctly 

remembering individual technology interactions, which previous research suggests is far from 

accurate (Andrews et al., 2015).  

4.10 Data Processing and Analysis  

After reliable and valid data has been collected, a second website (see supplementary 

materials) has been developed to help researchers decrypt participant data easily. These tools 

are also open source and can be developed further by other researchers. JavaScript, run from 

within the provided website enables the decrypting of pdfs using pdf.js (Mozzila 2019), which 

allows for the rendering of text within while retaining its position. This helps produce an easily 

interpretable .csv file.  Alternatively, data can be decrypted without this website for example, 

by using the pdfTools package in R (Ooms, 2020) however, some tools can occasionally 

struggle to separate different cells in a PDF table.  

This remainder of this section will walk through the process of analysing example data 

provided in our supplementary materials. The data will be processed, informative variables 

computed and a simple data visualisation generated. The included python notebook (Jupyter) 

and R scripts replicate these calculations and visualisations.  

4.10.1 Data processing  
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Many data processing decisions that relate to collected data will be dependent on 

specific research questions. First, the researcher must choose which events are relevant. These 

can include: app moved to foreground, app moved to background, user interaction occurred, 

etc. (Android, 2019a). We have left space for researchers to dictate this in the included scripts. 

Recorded events can include actions which a participant had no control over (e.g., 

configuration changed, flush to disk, standby bucket changed). A second stage of processing 

involves removing any duplications (if required). Duplications are more likely to appear in 

retrospective datasets (not during continuous logging) where the Android operating system is 

responsible for developing and curating the dataset. However, if the same event was 

documented as occurring twice within a few milliseconds, we can be certain that the 

duplication is a simple double count issue. We also note that in most other instances, repetitive 

behaviour is common for the majority of smartphone users in the general population (Shaw et 

al., 2020). Following this processing, multiple types of interaction can be extracted into a single 

data frame. Researchers can also remove (or flag) events that appear to be the result of a 

participant simply leaving their phone on rather than actively using their device. For instance, 

a participant having a clock app in the foreground for multiple hours may be due to a participant 

having their device’s screen set to remain on during charging (note: duration of event must be 

established before this processing can occur). After cleaning retrospective data specifically, it 

should be in a relatively similar format as continuous data and can be utilised to compute 

identical variables.  

4.10.2 Establishing informative variables 

The sheer number of potential variables is beyond the scope of this article. However, 

the supplementary code extracts a commonly referred to, but rarely measured metric, 

specifically, total time spent using a smartphone. Unix time stamps can be compared between 

a ‘Screen On’ event and ‘Screen Off’ event to calculate the duration of smartphone use. By 
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selecting specific time frames, a variety of descriptive statistics can quantify hourly, daily, and 

weekly use. Similarly, establishing which apps a participant has spent more time using can be 

quantified by extracting app event logs, calculating the time differences between consecutive 

events and summing those durations independently.  

There are several other are instances where it may be advantageous to combine 

contextual information with usage logging. By iterating through similar subsets of contextual 

data, a researcher can review when an app requested specific permissions and if they were 

approved. This alone would provide multiple insights into understanding privacy and security 

from the perspective of apps or participants (Ellis 2020). Specifically, the extent to which 

participants approach permissions across all or specific apps installed on the phone can be 

explored dynamically over time.  

4.10.3 Visualisation 

Visualisation provides an improved descriptive understanding of usage that has been 

deployed as part of previous research designs (e.g., Andrews et al., 2015; Wilcockson, Ellis, & 

Shaw, 2018). Here we provide code to produce bar-code like visualisations. Figure 2 illustrates 

how much time an individual has spent using different apps over time. Figure 3 captures how 

a device was used across the day alongside the first author’s ongoing battle with mild insomnia. 

Visualisations like this also help ensure an accurate representation of records and identify any 

errors. Figure 4 captures similar data showing the five most used apps, with the reported 

duration reflecting only those apps involved. These can be customized further using the 

provided scripts. However, the potential for other visualisations remains vast particularly in 

terms of identifying different patterns of use at specific points in time or understanding the 

flow of habitual patterns that may be goal directed or absent minded (Marty-Dugas, Ralph, 
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Oakman & Smilek, 2018). These alone may help identify behaviors that are associated with 

positive, negative or neutral psychological processes and outcomes.  

 

[Figure 4.2. Average durations of usage from frequently used apps in a single 24-hour period 

with error bars for the standard deviation.] 3 

 

 

 

 
3 Note that the error bars are demonstrating the large variance. No negative values were recorded. 
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[Figure 4.3. Usage of a smartphone over a 24-hour period. Time and duration are reported. 

Black bars represent periods of consistent use.] 

 

 

[Figure 4.4. Usage of specific apps over a 24-hour period. Colors represent different apps 

including: WhatsApp (Black), Quickstep (Red), TikTok (Green), YouTube (Yellow), and 

Google Play Store (Blue).]  

 

4.11 Discussion and Conclusion 

When it comes to understanding the impact of mass communications technology on 

individuals and groups, psychology’s current conclusions are only as strong as the 

measurements that underpin any design. The same notion applies to large swathes of research 

that aims to understand the predictive properties of technology use across psychological 

science (Ellis et al., 2019; Ellis, 2020). Existing measures have been more informed by concern 

around technology use (e.g., smartphone ‘addiction’) rather than making the most of 

technological resources at the disposal of behavioral scientists (Ellis, 2020). Several indications 

suggest that the relationship between smartphone usage and well-being has been overestimated 

when relying on objective data (Ellis et al., 2019; Katevas, Arapakis & Pielot, 2018; Shaw et 

al., 2020).  

The method documented here securely and accurately provides detailed accounts of 

smartphone usage We acknowledge that further work could ensure that the security of 

participant data is enhanced further. For example, emailing a password to a researcher is only 
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as secure as a researcher’s email account. However, it is worth noting that while high-level raw 

data (e.g., total smartphone time) in this instance is unlikely to compromise an individual’s 

safety or security if it were widely available, data regarding specific apps could be used to 

make inferences about individuals that they may wish to keep private (Ellis, 2020). Researchers 

should be especially mindful when linking digital traces like these with other psychological 

assessments or sensitive demographic variables. As a consequence, additional security 

procedures might include uploading data to a secure server or existing cloud service, but this 

might increase the technical threshold for adoption. Our decision to make Usage Logger 

serverless was also to ensure that researchers can use the app and comply with open science 

practices from the outset, but we acknowledge these benefits can generate conflicts with 

privacy requirements (Dennis et al., 2019). If Usage Logger was developed purely from a 

software security perspective then its architecture would be very different however in this 

instance, security and privacy decisions meet our original aims and ensure participants remain 

in control of their data (Dennis et al., 2019; Geyer, Ellis & Piwek, 2020). This is similar to how 

Apple allow iPhone users to export all their Health app data in the form of Extensible Markup 

Language (XML) file. However, unlike Usage Logger, the data is extensive, sensitive, and not 

encrypted.  

In many respects, Usage Logger is really only the start of a code base that could be 

diversified further in order to collect data across multiple devices and services that capture 

technology-related behaviors. In addition, the digital data generated from related methods has 

many more applications beyond those already discussed. This includes researchers going 

beyond device or application-level metrics. For example, Meier and Reinecke (2020) consider 

different types of interaction, the device level (e.g., time spent on a smartphone), the 

application level (e.g., time using a specific app), or the feature level (e.g., using specific 

features within Twitter). Our tools allow for a complete analysis at a device and application 



 

119 

 

level. Some feature level analysis is possible based on specific app notifications. However, 

while measuring technology behaviors on a more granular level will provide additional 

insights, technology companies will need to have transparent, accessible APIs and access 

points for researchers to investigate in-app behavior (Johannes, Vuorre & Przybylski, 2020). 

However, the tools reported here do provide access to metrics that will help researchers 

working across a variety of domains. This includes the ability to describe smartphones 

interactions and better understand their impacts. Enabling descriptive work at any level remains 

essential in order to aid with the development of well-grounded theory, which remains a long-

standing aspiration for those studying the causal effects of new technology on people and 

society (Ellis, 2019; Ellis, 2020; Miller, 2012).  

 These developments are not to suggest that there is no place for non-behavioral 

measures in this domain of research. On the contrary, if a research question aims to consider a 

persons’ thoughts, feelings, or attitudes towards a specific technology then other measures will 

remain essential. However, psychometric tools to support this endeavour should be developed 

and used with a clear appreciation of the specific questions they can (and cannot) answer. For 

example, many survey instruments are not an accurate reflection of objective usage despite 

often being used as a proxy for behaviors (Ellis et al., 2019). Assuming that technology use is 

the primary variable of interest, researchers may consider moving away from latent measures 

completely given that ‘use’ is directly observable (Ellis, 2020).  

When it comes to behavior, no self-report measurement will be perfect compared with 

ground truth (Orben, Dienlin & Przybylski, 2019). However, this ground truth is slowly 

becoming readily available and we would encourage scientists to adopt these methods 

alongside open research practices wherever possible. While not standard practice for those who 

often make sizable claims about the effects of technology on large swathes of the population, 

combing such an approach with novel analytical methods are essential for the field to progress. 
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Only then can an interdisciplinary endeavour deliver valuable insights for both scientists and 

policymakers (Ellis, 2020).  

 

 

Open Practices Statement 

All source code, materials and data are available (see supplementary materials)  
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 Ellis, D. A., Davidson, B. I., Shaw, H., & Geyer, K. (2019). Do smartphone usage scales 

predict behavior?. International Journal of Human-Computer Studies, 130, 86-92. 

Specific aim 

2. Establish if there is a theoretical grounding for the use of psych apps relative to 

conventional methodologies.  

 My contribution 

I contributed to discussions of the research and the general research design, conducted the 

statistical analysis in parallel with other researchers to ensure the accuracy of the findings, 

edited drafts of the work and added additional analysis such as controlling for multiple 

comparisons.  

The previous two chapters documented how multiple open-source Android apps can operate in 

a psychological context. The apps demonstrated that collecting different streams of data require 

different considerations for researchers and participants. Additionally, the inclusion of external 

sensors is complex but manageable.  

While these methodological contributions deliver insights about the development of new 

methods alongside logistical considerations, questions about their potential utility for 

psychological science remain. Can such apps provide meaningful contributions?  Does the use 

of such apps highlight limitations in long standing practices of social psychology? 

To explore this further, this Chapter compared 238 iPhone users’ estimates of smartphone 

usage and objective records of their own smartphone usage behaviour. We also make 

comparisons with validated scales of smartphone addiction to review if there is any relationship 

between amount of smartphone usage and the degree that scales reported participants being 



 

129 

 

addicted. This chapter begins to examine the question: are questionnaires about behaviour 

sufficiently accurate to be comparable with objective records of behaviour? Currently, we only 

use Apple screen Time to capture data on smartphone usage but Chapter VI then utilises an 

app which was the product of Chapter IV to far more transparently capture such data. As we 

were developing the psych apps, Apple released the screen time app. For this reason we used 

this system during this study. I encourage any researchers to take the publicly available usage 

logger and attempt to replicate our findings with android data.  

Questionnaires on smartphone addiction were found to have a very small correlation with 

smartphone usage. After the publication of this paper in 2019, the work was reported in New 

Scientist magazine (Chivers, 2018), and the New Statesman (Chivers, 2019). Findings were 

even mentioned as a part of the government investigation into smartphone usage (UK 

Parliament, 2019). This study is currently the 2nd most cited paper in the journal in the previous 

three years. It currently has been cited 146 times. The post-print has been downloaded nearly 

2,500 times.  
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Abstract 

Understanding how people use technology remains important, particularly when 

measuring the impact this might have on individuals and society. However, despite a growing 

body of resources that can quantify smartphone use, research within psychology and social 

science overwhelmingly relies on self-reported assessments. These have yet to convincingly 

demonstrate an ability to predict objective behavior. Here, and for the first time, we compare a 

variety of smartphone use and ‘addiction ’scales with objective behaviors derived from Apple’s 

Screen Time application. While correlations between psychometric scales and objective 

behavior are generally poor, single estimates and measures that attempt to frame technology 

use as habitual rather than ‘addictive ’correlate more favorably with subsequent behavior. We 

conclude that existing self-report instruments are unlikely to be sensitive enough to accurately 

predict basic technology use related behaviors. As a result, conclusions regarding the 

psychological impact of technology are unreliable when relying solely on these measures to 

quantify typical usage.  
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Introduction 

1.1Background 

Despite decades of progress, understanding the overall impact of technology on people 

and society remains a challenge (Shaw et al., 2018). Perhaps this is because such a topic 

naturally aligns itself with many disparate research questions. Investigations range from issues 

concerning problematic use (e.g., can smartphones disrupt sleep?), to the effects of engaging 

with feedback as part of a behavior change intervention (e.g., does monitoring physical activity 

improve health?) (Ellis & Piwek, 2018). Approaches to date in behavioral science have almost 

exclusively focused on asking people to consider their personal experience with a technology 

in order to better understand its impact (Ellis, Kaye, Wilcockson, & Ryding, 2018). This 

mirrors a general trend within social psychology as a whole (Baumeister, Vohs, & Funder, 

2007; Dolinski, 2018), but it is perhaps more surprising when applied to mobile and pervasive 

systems that can record human-computer interactions directly (Piwek, Ellis, & Andrews, 

2016). Smartphones have provided several new opportunities in this regard (Miller, 2012). For 

example, behavioral interactions can be measured ‘in situ ’with a variety of applications and 

those in computer science have been measuring these interactions for several years (Jones, 

Ferreira, Hosio, Goncalves, & Kostakos, 2015; Oliver, 2010; Zhao et al., 2016). However, 

methodological developments have had very little impact on how the majority of social science 

attempts to quantify, explain, and understand technology use more generally. 

Two common methods are often deployed by social scientists to capture technology 

usage ‘behaviors’. The first relies on participants providing estimates of frequency or duration 

(Butt & Phillips, 2008). However, this method has previously been described as ‘sub-optimal ’

when attempts are made to validate single measures against objective behavior (e.g., Boase & 

Ling, 2013). In addition, the use of multiple technologies simultaneously (e.g., a smartphone 
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and a laptop) mean that these estimates have become even more problematic due the level of 

cognitive burden required to quantify many different types of habitual behavior (Boase & Ling, 

2013; Doughty, Rowland, & Lawson, 2012; Jungselius & Weilenmann, 2018). In response to 

these critiques, a second method utilizes questionnaires that aim to quantify technology related 

experiences. Considering smartphones specifically, an abundance of self-reported measures 

have been created in an attempt to capture and predict actual behavior (e.g., Bianchi & Phillips, 

2005; Billieux, Van Der Linden, & Rochat, 2008; Csibi, Demetrovics, & Szabó, 2016; Kwon, 

Kim, Cho, & Yang, 2013; Rosen, Whaling, Carrier, Cheever, & Rokkum, 2013; Sivadas & 

Venkatesh, 1995; Yildirim & Correia, 2015). Following traditional methods associated with 

scale development, factor analyses ensure that such assessments are reliable, but less emphasis 

has been placed on establishing validity. This sets these scales apart from other areas where 

self-report has been rigorously validated against behavioral metrics (e.g., personality) (e.g., 

McCrae & Costa, 1987; Parker & Stumpf, 1998). The lack of validation and clarity regarding 

constructs and measurement is therefore detrimental to the sound utilization of these scales in 

subsequent research (Clark & Watson, 1995).  

Many measures are conceptualized around ‘smartphone behaviors’, and are used by 

many researchers to provide a proxy measure of usage (Ellis et al., 2018). Perhaps more 

importantly, research utilizing these assessments tends to use high-scores to correlate 

smartphone usage with a variety of negative outcomes (e.g., depression and anxiety) (e.g., 

Elhai, Dvorak, Levine, & Hall, 2017; Richardson, Hussain, & Griffiths, 2018) and provide 

evidence for the classification of a behavioral addiction (e.g., Tao et al., 2017; Wolniewicz, 

Tiamiyu, Weeks, & Elhai, 2018). This repeats a pattern of research priorities that previously 

focused on the negative impacts of many other screen-based technologies, systematically 

moving from television and video games, to the internet and social media (Przybylski & 

Weinstein, 2017; Rosen et al., 2014). However, the few studies that have measured behavior 
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directly, tend to demonstrate conflicting results. For example, Rozgonjuk et al. (2018) observed 

no association between smartphone use and severity of depression or anxiety. Further, higher 

levels of reported depression correlated with individual’s checking their phone less over a 

week. Therefore, the notion of reducing ‘screen time ’and technology may be counter-intuitive, 

as a sudden reduction in smartphone use may in fact be an early warning sign of social 

withdrawal (Mou, 2016).  

1.2 The Present Study  

To date, only a handful of small studies have attempted to validate these scales in small 

samples that focus on single measures with mixed results (Andrews, Ellis, Shaw, & Piwek, 

2015; Elhai et al., 2018; Foerster, Roser, Schoeni, & Röösli, 2015; Lin, Chiang, & Jiang, 2015; 

Rozgonjuk et al., 2018; Wilcockson, Ellis, & Shaw, 2018). Here, we attempt to compare the 

human accuracy of ten smartphone usage scales and single estimates against objective 

measures of smartphone behavior. This takes advantage of a recent iOS update from Apple, 

which automatically logs a series of behavioral metrics related to ‘screen time ’over a period of 

seven days. Data available includes the length of time users spend on their devices, the number 

of times the phone is picked up, alongside the number of notifications received daily. This 

allowed for several attempts at validation that includes correlations and cluster-based analyses. 

The latter of which compares the overlap between high-usage groups derived independently 

from self-report scores or behavioral metrics.  

Method 

2.1Ethics 

This study was ethically approved by the University of Bath School of Management (ID: 2392) 

and was conducted in accordance with guidelines provided by the British Psychological 

Association (BPS).  
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2.2 Participants  

Participants were recruited from within affiliated universities (Lancaster, Bath, and 

Lincoln) (23.12%), or using the Prolific Academic platform (76.89%). Participants were paid 

a small sum for their participation via Prolific Academic (£5.34/hr) and provided informed 

consent. 238 participants (124 female, mean age = 31.88; SD = 11.19) who owned an iPhone 

5 or above and had been running the latest version of iOS for at least one week were eligible 

to participate. Our sample size is comparatively larger than other studies that have previously 

attempted to validate these scales and includes data from a comparable time frame (Andrews 

et al., 2015; Elhai et al., 2018; Lin et al., 2015; Rozgonjuk et al., 2018; Wilcockson et al., 

2018). In addition, our sample is similar to studies that utilize these scales when making links 

between smartphone use and other correlates, for example, Wolniewicz et al (2018), N=296 

and Elhai, Levine, Dvorak, and Hall (2016), N = 308.  

2.3 Procedure and Materials  

All participants were directed to a Qualtrics survey hosted by the University of Lincoln. 

Participants first provided an estimate of how many hours and minutes they spend on their 

iPhone daily. They were also asked to estimate the number of notifications received daily, and 

how many times they pick up their device each day. The specific wording was as follows: 

“Please estimate how many hours and minutes you spend on your phone each day” , “Please 

estimate how many notifications you receive on your phone each day” and “Please estimate 

how many times a day you pick up and use your phone”. 

Next, they completed ten scales that aim to asses smartphone usage and/or associated 

constructs (Table 1). Scales were selected based on their popularity (generally operationalized 

as their citation count) and broad range of conceptualizations (e.g., attachment, fears, 

‘addictions’, etc.) and were presented at random within the survey. There are practical issues 
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associated with having participants complete an extensive amounts of questionnaires such as 

dropout rates. We aimed to include enough questionnaires to capture the most influential scales 

and get a representative view of the field as a whole, but not so many as to frustrate the 

participants. The degree to which a scale was selected related to the number of citations that 

the scale but also the amount of effort required to complete the scale. Thus our analysis could 

provide insights to the degree that the area of study suffers methodological limitations. Finally, 

participants transferred their latest Screen Time capture data from Apple’s Screen Time app to 

provide the actual number of hours and minutes spent on their phone, number of notifications 

received, and number of times they had picked up their device each day for a period of one 

week. Daily averages were calculated for all three behavioral metrics.  

Note the data is publicly available here (https://osf.io/3w74t/) to generate the complete 

scores of all of the scales simply sum the associated columns. The only exception is reverse 

code the first item in attachment scale (columns labelled “Attachment_1”), change all values 

in PMPUQ that are 5 to 0 and reverse code item 4 in PMPUQ.  

Mobile Phone Problem Use Scale (MPPUS)  

(Bianchi & Phillips, 2005) The MPPUS is a 27-item scale designed to assess 

problematic usage of mobile phones, with each item scored via a Likert scale ranging from 

‘Not true at all ’(1) to ‘Extremely true ’(10). Higher scores denote increased levels of 

problematic usage.  

Nomophobia Questionnaire (NMP-Q)  

(Yildirim & Correia, 2015) The NMP-Q is a 20-item designed to assess nomophobia. 

This is defined as a phobia of being separated from one’s smartphone. Each statement is scored 

using a 7-point Likert scale from ‘Strongly disagree ’(1) to ‘Strongly agree ’(7). Higher scores 

https://osf.io/3w74t/
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correspond to higher nomophobia severity, where scores of <20 denote an absence of 

nomophobia, >20 – <60 denotes mild nomophobia, >=60 – <100 denotes moderate 

nomophobia, with scores >= 100 suggesting severe nomophobia.  

Possession Incorporation in the Extended Self  

(Sivadas & Venkatesh, 1995) This scale comprises of 6-items that aims to determine 

the extent possessions have become incorporate into an ‘extended self ’originally defined by 

Belk (1988). Statements are scored using a 7-point Likert scale ranging from ‘Strongly 

disagree ’(1) to ‘Strongly agree ’(7). We used the specific-possession incorporation version, 

where the items were phrased as follows: ‘x helps me achieve the identity I want to have’, with 

x substituted as ‘my smartphone,’. Higher scores denote an increased integration of a 

smartphone an identity.  

Attachment Scale  

(Sivadas & Venkatesh, 1995) The attachment scale contains 4-items, which aims to 

assess the attachment to an object, in this case a smartphone, for example, ‘I am emotionally 

attached to my smartphone’. This used a 7-point Likert scale ranging from ‘Strongly disagree ’

(1) to ‘Strongly agree ’(7). Higher scores correspond to higher levels of attachment to the object 

in question.  

Smartphone Addiction Scale (SAS)  

(Kwon et al., 2013) The SAS is a 33-item scale designed to measure smartphone 

‘addiction’, with each statement scored via a 6-point Likert scale from ‘Strongly disagree ’(1) 

to ‘Strongly agree ’(6). It consists of six factors: daily life disturbance, positive anticipation, 

withdrawal, cyberspace-orientated relationship, overuse, and tolerance. These can be combined 

to provide a single score. Higher scores correspond to higher smartphone usage and ‘addiction’.  
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Smartphone Application-Based Addiction Scale (SABAS)  

(Csibi et al., 2016) We used the English version of the SABAS scale, which comprises 

of 6-items, with each item scored using 6-point Likert scale from ‘Strongly disagree ’(1) to 

‘Strongly agree ’(6). It aims to assess application-based addictions associated with 

smartphones. Higher scores correspond to higher smartphone (application) usage and 

‘addiction’.  

Problematic Mobile Phone Use Questionnaire (PMPUQ)  

(Billieux et al., 2008) The PMPUQ aims to assess actual and potential problematic 

usage of mobile phones. We used a short 15-item version, which concerned mobile phone 

usage when driving, forbidden use of mobile phones, and use of mobile phones in dangerous 

situations. The scale is traditionally a 4-item Likert scale from ‘Strongly disagree ’(1) to 

‘Strongly agree ’(4), however, we also included an additional ‘Not Applicable ’(5) for those 

who did not drive in our sample (coded as 0). Higher scores correspond with increased levels 

of problematic usage.  

 

Media and Technology Usage and Attitudes Scale (MTUAS)  

(Rosen et al., 2013) The complete MTUAS comprises of 66-items that aims to assess 

technology and media use more widely. However, here we used 9-items from a subscale, which 

focuses on smartphone use (items 9-17). Each item is scored on a 10-point scale from ‘Never ’

(1) to ‘All the time ’(10), where the mean measure is taken for each participant. Higher means 

correspond to higher smartphone usage.  

Smartphone Use Questionnaires (SUQ-G&A)  
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(Marty-Dugas, Ralph, Oakman & Smilek, 2018) SUQ-G&A seeks to distinguish 

general smartphone usage and absent-minded smartphone usage. This provides scores from 

two 10-item scales: general (SUQ-G) and absent-minded (SUQ-A). Both use a 7-point scale 

from ‘Never ’(1) to ‘All the time ’(7). SUQ-G focusses on specific uses, e.g., ‘How often do you 

check social media apps such as Snapchat, Facebook, or Twitter’, and the SUQ-A asks 

questions regarding mindless usage, e.g., ‘How often do you find yourself checking your phone 

without realizing why you did it?’. Higher mean scores correspond to higher smartphone usages 

(general or absent-minded).  

2.4 Analysis Plan  

Scores for each scale were calculated (as detailed above), with manipulations for 

reversed items as necessary. Tables 1 and 2 provide descriptive statistics for all self- reported 

and behavioral metrics. Pearson’s Correlations (Table 3) were calculated between all self-

reported measures, single estimates, and objective behavioral metrics. The tests have been 

adjusted for multiple comparisons using the Benjamini-Hochberg (Benjamini, & Hockberg, 

1995) procedure. The associated false discovery rate has been set at .05 and therefore we would 

expect only 5% of the statistical tests carried out are incorrectly reported as significant. While 

we note that the average number of notifications is not strictly a behavioral measure, it is 

included here to provide context regarding how often a person may be expected to pick up or 

check their phone as notifications act as a request for user attention. Therefore, this provides 

an additional validity check as we expect to observe a positive correlation between the number 

of notifications and the amount of time a person spends on their phone. The overall 

performance of each self- report measure was derived from the mean correlation across all 

three objective behavioral measures (Figure 1). For example, the mean score for a single 

duration estimate was based on mean of three correlations between the estimate and behavioral 
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averages of (1) hours use, (2) pickups, and (3) notifications. Finally, a series of k- means 

algorithms considered overlaps in classification when participants were clustered using only 

self-report or objective behavior (Figure 2).  

 

 

3 Results 

3.1 Self-Reported Measures 

Table 1 reports the means, standard deviations, and internal consistency measures 

(Cronbach’s Alpha (α) for all self-reported measures.  

Self-report measures Items Min-max M SD α 

Single time estimate (minutes) 

(TEst) 

1 – 226.6 128.37  

Single pick up estimate (PEst) 1 – 45.69 42.16  

Single notification estimate 

(NEst) 

1 – 39.09 42.46  

Mobile phone problem use 

scale (MPPUS) 

27 27–270 111.9 43.12 0.94 

Nomophobia scale (NS) 11 20–140 82.57 25.76 0.96 

Possession incorporation in 

the extended self (ES) 

6 6–42 21.53 8.99 0.93 

Smartphone attachment scale 

(SAt) 

4 4–24 17.02 6.05 0.87 

Smartphone addiction scale 

(SAS) 

33 33–198 94.2 30.17 0.95 

Smartphone application-based 

addiction scale (SABAS) 

6 6–36 15.83 5.89 0.81 

Problematic mobile phone use 

questionnaire (PMPUQ) 

15 15–60 27.54 5.85 0.72 
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Media and technology usage 

and attitudes scale (MTUAS) 

9 9–90 6.24 1.33 0.84 

Smartphone use questionnaire 

(general) (SUQ-G) 

10 10–70 48.45 8.89 0.78 

Smartphone use questionnaire 

(absent minded) (SUQ-A) 

10 10–70 45.6 14.37 0.95 

 

 

Table 4.1. Descriptive Statistics (means (M) and standard deviations (SD)) for single 

estimates and self-report assessments. Highest and lowest possible scores for each measure 

are provided for reference.  

 

3.2 Behavioral Metrics  

Table 2 presents means and standard deviations from objective behavioral measures. 

Data were available for the previous seven days, however, the day of data collection is naturally 

incomplete, so all behavioral metrics are based on an average from six complete days of data 

from each participant. Previous research has suggested that identical smartphone usage 

collected for a minimum of five days will reflect typical weekly usage, with habitual checking 

behaviors (pickups) requiring a minimum of  

two complete days of collection irrespective of weekday (Wilcockson et al., 2018). A 

series of one-way ANOVAs confirm that no weekday differences were present in any of our 

behavioral data (all p’s > .2). Finally, we note that participants, on average, pickup their phones 

fewer times when compared to the number of notifications received (1:1.05 ratio of pick ups 

to notifications).  
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Behavioral 

Measure 

M SD 

Time 

(minutes) 

232.66 119.44 

Pickups 85.84 53.34 

Notifications 90.13 88.86 

 

 

Table 4.2. Descriptive Statistics for Behavioral Measures (means (M) and standard 

deviations (SD)). These are in line with previous research considering smartphone behaviors 

in smaller samples (e.g., Andrews et al., 2015).  

 

3.3 Correlations  

Pearson’s correlation coefficients were calculated across single estimates, self- reported 

scales, and behavioral data (Table 3). All self-reported scales positively correlated with 

objective time spent on a smartphone (ObjT). These varied from .40 to .13. However, a single 

estimate of time (TEst) was a better predictor than any self- report scale [r =.48].  

Average number of objective pickups (ObjP) modestly correlated with the Smartphone 

Usage Questionnaire - General (SUQ-G) [r = .31] and Smartphone Usage Questionnaire – 

Absent Minded (SUQ-A) [r = .30]. Weak correlations were observed between the Smartphone 

Addiction Scale (SAS) [r = .22], Mobile Phone Problem Use Scale (MPPUS) [r = .18], and 

Media and Technology Usage and Attitudes Scale (MTUAS) [r = .15]. Again, a single estimate 

of pickups (PEst) was a superior predictor in comparison to any self-report instrument [r = .32].  
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Average number of notifications (ObjN) weakly correlated with most self-reported 

scales (exceptions are the Extended Self (ES), Smartphone Application Application- Based 

Addiction Scale (SABAS), and the Problematic Mobile Phone Use Questionnaire (PMPUQ)). 

These varied from .28 to .15. A single estimate of daily notifications received (NEst) correlated 

moderately with the objective counterpart (ObjN) [r = .53].  
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Table 4.3. Pearson’s correlations between single estimates, self-reported scales, and objective behavior. 

  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1. Age                

2. TEst −0.22⁎⁎               

3. PEst −0.10 .22⁎⁎              

4. NEst −0.15* .30⁎⁎ .32⁎⁎             

5. MPPUS −0.08 .28⁎⁎ .14* 0.06            

6. NS −0.03 .22⁎⁎ 0.08 0.06 .74⁎⁎           

7. ES .14* .14* 0.07 0 .53⁎⁎ .56⁎⁎          

8. SAt 0.02 .21⁎⁎ 0.04 0.03 .46⁎⁎ .54⁎⁎ .69⁎⁎         

9. SAS −0.08 .29⁎⁎ 0.09 0.06 .82⁎⁎ .75⁎⁎ .62⁎⁎ .59⁎⁎        

10. SABAS −0.03 .21⁎⁎ 0.13 0.05 .77⁎⁎ .68⁎⁎ .55⁎⁎ .52⁎⁎ .76⁎⁎       

11. PMPUQ −0.04 .27⁎⁎ .17⁎⁎ .14* .55⁎⁎ .46⁎⁎ .38⁎⁎ .37⁎⁎ .56⁎⁎ .48⁎⁎      

12. 

MTUAS 
−0.26⁎⁎ .28⁎⁎ .24⁎⁎ .22⁎⁎ .36⁎⁎ .38⁎⁎ .23⁎⁎ .32⁎⁎ .34⁎⁎ .25⁎⁎ .37⁎⁎     

https://www.sciencedirect.com/science/article/pii/S1071581919300473?casa_token=AyRPEv8lee8AAAAA:O-FvFn6cJKq3wQlYa2HzrVP5UsNRpBGcboLA3-LlUp09Qmvnku2DcAm5VY2Ebwhe2UWu5-NsgbA#tb3fn2
https://www.sciencedirect.com/science/article/pii/S1071581919300473?casa_token=AyRPEv8lee8AAAAA:O-FvFn6cJKq3wQlYa2HzrVP5UsNRpBGcboLA3-LlUp09Qmvnku2DcAm5VY2Ebwhe2UWu5-NsgbA#tb3fn2
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13. SUQ-G −0.28⁎⁎ .36⁎⁎ .14* .24⁎⁎ .56⁎⁎ .54⁎⁎ .39⁎⁎ .41⁎⁎ .57⁎⁎ .43⁎⁎ .42⁎⁎ .60⁎⁎    

14. SUQ-A −0.26⁎⁎ .24⁎⁎ .14* 0.04 .66⁎⁎ .58⁎⁎ .35⁎⁎ .40⁎⁎ .62⁎⁎ .53⁎⁎ .47⁎⁎ .45⁎⁎ .69⁎⁎   

15.ObjT −0.20⁎⁎ .48⁎⁎ 0.1 .13* .33⁎⁎ .32⁎⁎ .21⁎⁎ .32⁎⁎ .40⁎⁎ .26⁎⁎ .27⁎⁎ .26⁎⁎ .34⁎⁎ .36⁎⁎  

16. ObjP −0.32⁎⁎ .23⁎⁎ .23⁎⁎ .32⁎⁎ .18⁎⁎ .16* −0.01 0.1 .22⁎⁎ 0.12 .15* .24⁎⁎ .31⁎⁎ .30⁎⁎ .39⁎⁎ 

17. ObjN −0.35⁎⁎ .27⁎⁎ .13* .53⁎⁎ .14* .19⁎⁎ 0.05 .15* .18⁎⁎ 0.08 0.12 .22⁎⁎ .28⁎⁎ .21⁎⁎ .37⁎⁎ 

 

 

TEst = Single time estimate, PEst = Single pick up estimate, NEst = Single notification estimate, MPPUS = Mobile phone problematic use scale, NS = Nomophobia scale, 
ES = Possession incorporation in the extended self, SAt = Smartphone attachment, SAS = Smartphone addiction scale, SABAS = Smartphone application-based addiction 

scale PMPUQ = Problematic mobile phone use questionnaire, MTUAS = Media and technology usage and attitudes scale, SUQ-G = Smartphone use questionnaire (general), 
SUQ-A = Smartphone use questionnaire (absent minded), ObjT = Objective average daily screen-time, ObjP = Objective average daily number of pickups, ObjN = Objective 

average daily number of notifications.  

⁎ Correlation is significant at a 0.05 level (2-tailed). 

⁎⁎ Correlation is significant at a 0.01 level (2-tailed). 
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In order to assess which estimates or measures performed the best when predicting 

behavior in general, we calculated the average correlation from all three objective measures 

(average time spent on their smartphone, average number of pickups, and average number of 

notifications), for each self-reported measure, and the three single estimates. From this, we 

note that the notification (NEst) [r = .33] and time (TEst) [r = .33] estimates had the highest 

average correlation with the three objective behavioral measures, closely followed by the 

Smartphone Usage Questionnaire – General (SUQ-G) [r = .31] and Smartphone Usage 

Questionnaire – Absent Minded (SUG-A) scales [r = .29] (Figure 1).  

Figure 4.1. Average r value for each subjective measure across all three objective 

behavioral measures. Error bars illustrate standard error. Red indicates a single behavioral 

estimate. Dotted line represents mean correlation across all measures. Refer to Table 1 for 

abbreviations.  
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3.4 Cluster Analysis  

Many conceptualizations of smartphone use focus on a binary classification whereby 

‘addiction ’or ‘problematic ’usage are either present or absent. This is also important from a 

clinical standpoint as these scales are often referred to as having a (potential) diagnostic ability 

(Lin et al., 2016). Therefore, our final analysis considered if behavioral and self-report 

measures could classify identical participants. While several unsupervised methods can cluster 

participants, k-means is widely used in behavioral analytics (e.g., Arazy et al., 2017; Jackson, 

Østerlund, Maidel, Crowston, & Mugar, 2016; Wang, Brede, Ianni, & Mentzakis, 2018) 

because it can handle a variety of dataset sizes and produce straightforward outputs (Wu et al., 

2008). The unsupervised nature of such an approach also removes any researcher bias.  

Participants were clustered into two groups (high and low) twice with different input 

variables used for each classification. The first cluster analysis used only the three objective 

behavioral measures (time spent, notifications, and pickups). As expected, fewer participants 

scored highly in all three objective behavioral measurements. Figure 2 illustrates the means of 

high and low clusters for the objective behavioral measures.  

 

 

 

 

Figure 4.2. Means of high (N = 92) (cluster 1) and low users (N = 146) (cluster 2) 

derived from objective data following a k-means cluster analysis. Error bars denote standard 

error.  



 

147 

 

 

A second cluster analysis used only self-reported scales (excluding single estimates) to 

make a similar distinction. Classifications for each participant were then compared. A large 

level of agreement between self-report and behavior would lead to identical participants being 

classified as high in both analyses. However, when comparing classifications between the two 

data-sets, only 52 of 92 (56.52%) participants identified as high users based on behavior, were 

also classified as high-users from self-report data.  

As expected, the behavioral cluster analysis identified a large percentage (38.66%) of 

our sample as ‘high ’users. However, this may lack any meaningful specificity given that 

comp14aratively few participants are likely to demonstrate exceptionally high usage patterns 

(Wilcockson et al., 2018). As a result, research relying on self- report alone has considered 

non-binary approaches by adopting a three-cluster approach (Lepp, Li, Barkley, & Salehi-

Esfahani, 2015). We therefore replicated our previous procedure with a three-cluster solution 

(k = 3), which separated users into low, medium, and high usage groups. Again, we compared 
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clustering decisions derived from self-report and objective behavior. In this instance, the 

overlap of high users appearing in both clusters fell to 32.36% (10 out of 31). Here, we observe 

that moving away from a binary classification does not improve performance.  

4 Discussion  

To date, no systematic approach has attempted to behaviorally validate the growing 

number of psychometric instruments, which aim to capture technology related behaviors and 

experiences. Here, we demonstrate that smartphone related assessments are no better than 

single duration estimates when predicting subsequent behavior. However, as observed 

elsewhere, even single-item measurements fail to explain much of the variance associated with 

comparable behaviors (Boase & Ling, 2013). This has wide-ranging consequences for the vast 

number of studies that rely on these self-reported measures as a proxy measure of behavior.  

Every psychometric scale correlated with at least one objective measure, but the 

strength of these relationships is far from convincing. Existing smartphone ‘addiction ’scales, 

for example, correlated poorly with the ‘rapid checking ’behaviors that one would associate 

with a behavioral addiction (Andrews et al., 2015; Rozgonjuk et al., 2018). As these scales 

struggle to capture simple behaviors, it remains questionable as to how they could effectively 

measure habitual, atypical, and more complex behavioral patterns. Further, combining multiple 

scales did not assist in the identification of participants with high usage patterns derived from 

behavior alone. As a consequence, our results have implications for studies that attempt to 

understand the impacts of smartphones and other screen-based technologies on health and 

wellbeing. These issues extend to research that has attempted to link a variety of individual 

differences (e.g., personality) with technology use (e.g., Butt & Phillips, 2008; Horwood & 

Anglim, 2018; Takao, Takahashi, & Kitamura, 2009). Errors of measurement here are so large 
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that small effects detected in large-scale research involving estimates may be a component of 

statistical noise or a weak proxy for other psychological constructs (Ellis, 2019).  

While the scales under investigation were developed in an effort to capture specific 

constructs (e.g., addiction or nomophobia), they are frequently used to quantify usage in the 

general population. This appears to be in direct conflict with a conceptual framework that 

problematizes usage without considering how typical these behaviors are within the general 

population. However, recent conceptualizations of usage perhaps hold some promise. The 

Smartphone Usage Questionnaires (SUQ) (Marty- Dugas & Ralph, 2018), provided the 

strongest correlations across the board. These consider everyday smartphone use in the context 

of attentional lapses and mind wandering instead of conceptualizing everyday behavior as 

‘addictive or ‘problematic’, which demonstrates the strength in focusing on cognition directly 

(e.g., attention to and distraction via technology) rather than addiction. These findings also 

align with recent theoretical models, which argue that technology use over time becomes 

habitual and more ‘absent-minded ’(Shaw et al., 2018). Indeed, a growing body of evidence 

now supports the notion that psychology should start to move away from a behavioral 

addictions framework when studying technology use (Panova & Carbonell, 2018).  

Broadly speaking, technology usage assessments, which vary from television, to 

internet, online gaming, and more recently, smartphones, rely on extraordinarily similar scales 

or estimates – substituting device for device as required (Rosen et al., 2014). This similarity 

problem can also be considered within smartphone usage scales specifically. Despite being 

developed years apart and around different frameworks or conceptualizations of use (e.g., fear, 

attachment, or problematic use, etc.), they appear to, in many cases, measure almost identical 

constructs. The majority of smartphone usage scales by their very nature likely overlap with 

higher levels of anxiety and depression rather than smartphone usage, as the item’s wording 
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tends to be conceptually similar to that of depression and anxiety scales. One future study may 

wish to compare how these measures correlate with anxiety assessments and objective 

behavior. Our results suggest that the correlation would be far stronger with the former than 

the latter.  

Given the complexities associated with studying the impact of technology on people 

and society, there is an urgent need for basic research to consider what this means for different 

individuals, devices, contexts, and in the case of smartphones, specific types of app usage 

(Jungselius & Weilenmann, 2018). The discipline may need to consider a paradigm shift, which 

would also help drive theoretical development and encourage a systematic shift away from the 

repetitive development of self-report assessments (Billieux, Maurage, Lopez-Fernandez, Kuss, 

& Griffiths, 2015). However, this may already be changing as Apple and Google are providing 

more of this data directly to all users, which provides a simple way to capture basic measures 

of objective behavior. We anticipate that this alone will lead to many other researchers making 

use of data derived from these screen time applications in the future. All this is not to suggest 

that there is no place for self-report or psychometric assessment in this domain of research at 

all. However, psychometric tools should be built around a concrete understanding of what (a) 

such measures can accurately assess and (b) what specific questions they can answer. For 

example, while functions of addiction can go beyond use (e.g., craving), the consumption of 

technology continues to be frequently referenced as a key metric by researchers in this domain 

(Dowling & Quirk, 2009). There are also certainly more specific behaviors, which might better 

map onto these psychometric scales, but research to date typically focuses on time spent on a 

device overall rather than specific sub-sets of behavior (Ellis et al., 2018). This has further 

implications for smartphone ‘addiction ’if it were to ever be included as part of the World 

Health Organization’s ICD-11 (2018) alongside gaming disorder, as any diagnostic criteria will 
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almost certainly have to focus on objective behavior, as well as thoughts, attitudes and feelings 

towards a technology (Lin et al., 2016).  

4.1 Limitations  

There are some limitations to note. First, while the behavioral measures utilized here 

are limited (e.g., this study uses daily tracking rather than finer grain temporal measurements 

based on hourly patterns of usage), we would argue that actually exploring interactions with 

technology directly provides a more suitable pathway moving forward. A second limitation 

concerns our specific use of Apple’s Screen Time because this system allows participants to 

view their own data in real-time, which may partly explain why self-reported estimates 

correlated more favorably with objective behavioral measures. For example, self-reported 

pickups have previously not shown a relationship with objective behavior in a smaller sample 

(Andrews et al. (2015). However, the consistency of our results coupled with reminding 

participants to not look at their devices when providing estimates suggests that an alternative 

explanation is unlikely. A related issue may concern the omission of Android users, and 

previous research has suggested that behaviors and personalities differ between iPhone and 

Android platforms (Shaw, Ellis, Kendrick, Ziegler, & Wiseman, 2016). However, Andrews et 

al. (2015) reported an almost identical number of daily smartphone pickups (84.68) with a 

small number of Android users, demonstrating that regardless of operating systems, the average 

number of pickups reported in our sample remain remarkably similar. Perhaps more 

importantly, our findings echo earlier validation concerns albeit on a larger scale (Andrews et 

al., 2015; Elhai et al., 2018; Lin et al., 2015; Rozgonjuk et al., 2018; Wilcockson et al., 2018).  
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5 Conclusions  

Here we attempted to validate smartphone usage scales against a handful of behavioral 

metrics. Our results suggest that the majority of these self-report smartphone assessments 

perform poorly when attempting to predict objective smartphone behaviors. Researchers 

should therefore be cautious when using these measures to link technology use with outcomes 

concerning health and psychological well-being. They also provide weak evidence to support 

the development of any diagnostic criteria (e.g., Lin et al., 2016; Tran, 2016). The issues 

highlighted here feed into a growing consensus that while psychology has acknowledged a 

problem with replication, the discipline also needs to address similar issues within 

measurement (Flake & Fried, 2019). Across psychological science, many self-reports remain 

insufficient for researchers who continue to make large claims, particularly those which pertain 

to the impact of technology on public health (Boyd & Pennebaker, 2017; Twenge, Joiner, 

Rogers, & Martin, 2017). We would encourage other researchers where possible, to 

complement these with objective measures of behavior in order to better understand the impact 

of technology on people and society more generally.  
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Specific aim 

3. Deploy a psych app that I developed within empirical research  

 My contribution 

I developed a specific version of an early psych app in order to conduct this research. Altered 

the design of the psych app in response to the results back from the pilot study. For study 2, I 

came up with the primary rational and specified what data should be collected. I edited drafts 

of the article and added additional analysis such as controlling for multiple comparisons.  

 

The previous chapter unequivocally demonstrated the limitations of self-report methods when 

compared to objective methods of measuring behaviour. There were negligible correlations 

between self-report questionnaires on smartphone usage and actual usage. This finding 

represents a substantial challenge to previous claims that smartphone ‘addiction’ is even a 

valuable construct. While there is more to an addiction than just behaviour, ‘validated’ 

questionnaires all performed worse than simply asking participants in a single question - how 

much do you use your smartphone. However, the study reported in Chapter V only used third 

party software which is not transparent in how it operates. The accuracy of this system is 

difficult to assess. Therefore, we used a previously validated psych app (Chapter IV) to see if 

the results can be replicated and extended.    

This chapter concludes that some psych apps can overcome limitations with applied methods 

in social psychology. Subjective methods such as questionnaires have been historically 

popular, especially within social psychology. Given the problems associated with these 

methods, questions emerge. Are the assertions of studies that rely upon questionnaires flawed? 
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Specifically, are smartphones at a general level having a negative impact on health and 

wellbeing.  

In this chapter, we report two studies. The first study involved 46 participants, who were 

extensively reviewed for their smartphone usage by using Usage Logger (outlined in Chapter 

IV) and also their physical health and mental health. We analysed if there was a relationship 

between the amount that the smartphone was being used and the participants’ physical and 

mental health. Study 2, again used a Apple Screen Time (Apple, 2019) that returned lower 

resolution data, but allowed for more participants (199) to be involved.  

This final contribution centred on the issues around how spurious conclusions can be drawn 

from employing flawed measures. When psychology employs inaccurate methods then the 

resulting theory, conclusions and policy implications become distorted. This published paper, 

suggested that moral panics regarding smartphone ‘addiction’ may be built around limited 

methodologies. Consequently, when appropriate methods are employed no public cause for 

alarm emerges when it comes to high-level measures of general technology use.  
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Abstract 

Problematic smartphone use scales and estimates of use dominate research that considers the impact of 

smartphones on people and society. However, issues with conceptualisation and subsequent 

measurement may obscure any genuine associations between technology use and mental health. Here, 

we considered whether different ways of measuring ‘smartphone use’, notably through problematic 

smartphone usage (PSU) scales, subjective estimates, and objective logs, leads to contrasting 

associations with both mental and physical health. Across two samples including iPhone (n=199) and 

Android (n=46) users, we observed that measuring smartphone interactions with PSU scales produced 

larger effect sizes with mental health than subjective estimates or objective logs. Notably, the size of 

the relationship was fourfold in study 1, and over twice as large in study 2 when employing a 

smartphone addiction scale in comparison to objective measures. Additionally, findings showed 

positive relationships between average daily steps and average daily walking and running distance with 

objective daily pickups. This questions whether all smartphone behaviors should be considered 

sedentary. To conclude, addressing people’s concerns about their usage is likely to have greater mental 

health benefits than reducing their overall device use, and should not be a priority for public health 

interventions at this time.  
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5.1 Introduction 

Smartphones are devices primarily used for connecting people in personal and 

occupational settings. Yet, much understanding of the relationship between smartphone use 

and health has been dominated by research which focuses on the ‘negative consequences’ of 

smartphone use and screen time with a strong focus on mental health (Elhai, et al., 2017), but 

also sedentary behaviour and physical activity (Zagalaz-Sánchez, et al., 2019). Coined 

‘problematic smartphone use’ (Elhai et al., 2017), these perceived undesirable side-effects of 

use are also mirrored in public discourse (Genc, 2014; Yang, Asbury, & Griffiths, 2019). 

However, there is now some acknowledgement that existing research linking any screen time 

behaviours to health outcomes are weak, which makes it difficult for governments to make 

policy decisions (Science-and-Technology-Commitee, 2019). Specifically, research needs to 

address issues with measurement (Ellis, 2019), theory (Orben, 2018; Shaw, Ellis, & Ziegler, 

2018), analysis choices (Orben & Przybylski, 2019), and prioritise high-quality designs to 

better understand genuine benefits or harms (Coyne, et al., 2019; Heffer, et al., 2019). In this 

paper, we specifically investigated whether the relationship between smartphone use and health 

changes noticeably as a result of measurement choices. This may in part explain the lack of a 

coherent academic position regarding the impact of smartphone use on wellbeing, whilst also 

having implications for those curating interventions.  

Existing survey research has linked increased smartphone screen time to lower 

psychological wellbeing (Twenge, Martin, & Campbell, 2018), yet research using objective 

logs suggests the opposite (Katevas, Arapakis, & Pielot, 2018). Therefore, the diverse range of 

methods used to measure technology use across research designs could explain conflicting 

results, ranging from duration and frequency estimates, to psychometric scales, and objective 

logs (Elhai, et al., 2017; Harwood, et al., 2014; Rozgonjuk, et al., 2018; Vahedi & Saiphoo, 

2018). One review (n=41) observed across disciplines that it was popular to measure 
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smartphone use by asking participants to estimate their usage frequency (40% of papers), 

estimates of durations of use (27% of papers) or through other forms of self-report measures 

(9% of papers) (Boase & Ling, 2013). In recent years, concerns regarding ‘overuse’ have led 

to an abundance of usage scales being created to measure new constructs, including: 

‘addiction’, ‘nomophobia’, and ‘problematic use’ (Ellis, 2019; Thomée, 2018). Others have 

noted an apparent absence of measuring smartphone use with direct and objective data 

available directly from devices themselves (Ellis, et al., 2019; Twenge, 2019). Whilst there is 

no consensus regarding how smartphone usage or screen time should be captured, many papers 

make claims suggesting that usage is the primacy variable of interest (Ellis, 2019).  

In line with this, research has attributed greater smartphone use to increased sedentary 

behaviours (Lepp, et al., 2013; Zagalaz-Sánchez et al., 2019). Accordingly, people report that 

87% of all phone use occurs whilst seated (Barkley & Lepp, 2016) and similarily, 90.9% of 

users report that they typically are sitting when using their smartphone (Xiang et al., 2020). 

Thus theoretically, it has been proposed that increased smartphone use lowers energy 

expendenture due to sedentary behaviours, and it is this mechanism which links increased use 

to greater body fat and obesity (Hamilton, Hamilton, & Zderic, 2007; Kim, Kim, & Jee, 2015). 

However, whilst 14 out of 9 articles in a recent systematic review showed a negative 

relationship between smartphone use and physical activity, none of the articles measured 

smartphone use objectively via logs from the device itself. Instead, people self-reported the 

duration and frequency of their smartphone behaviours, which is widely documented to only 

have moderate correlations with actual usage (Andrews et al., 2015; Boase & Ling, 2013; 

Parslow, Hepworth, & McKinney, 2003; Ellis et al., 2019; Kobayashi & Boase, 2012; Lee, et 

al., 2017; Vrijheid et al., 2006). Therefore, the research linking physical activity or sedentary 

behaviours to smartphone use is both scarce and yet to be examined precisely using objective 

smartphone behaviours. 
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When understanding mental health relationships, more nuanced approaches suggest 

that the way people appraise their smartphone use can be linked to wellbeing. Therefore, health 

outcomes might not necessarily be due to the physical use of the device itself. For example, a 

recent study found no robust evidence linking objective use of social apps to momentary 

wellbeing (Johannes et al., 2019). However, they did find that the more positively people felt 

about technology-mediated interactions in the past half hour, the better they felt in the current 

moment (Johannes et al., 2019). Furthermore, when assessing email use in occupational 

settings, stress occurs when a person perceives their usage to be in greater or lower amounts 

than is desired (Stich, et al., 2019). This is in line with the cognitive behavioural approach 

which suggests that our thoughts and beliefs can influence our emotions and behaviours, and 

when we have distorted perceptions of our experiences, this promotes negative mood states 

(Beck, 1967). Addressing negative thought cycles during cognitive behavioural therapy has 

been identified as an effective treatment for depression and generalized anxiety disorder, 

supporting the notion that these psychopathologies involve cognitive appraisals (Butler, et al., 

2006). Thus, it is plausable that the way people percieve their smartphone usage behaviours 

(e.g. a belief that their smartphone use is excessive) may drive the relationships with mental 

health, seperately from the usage itself.  

However, more often than not, researchers claim to be measuring smartphone usage, 

when instead they are measuring people’s appraisal of use. For example, defining or measuring 

problematic smartphone use (PSU) in relation to ‘overuse’ or ‘excessive use’ is prevalent in 

many recent articles (Elhai & Contractor, 2018; Elhai, et al, 2020; Kim, 2017; Yang et al., 

2019). This is arguably because it has foundations in the addiction framework whereby 

tolerance is a component (the need to increase use over time to get the same ‘fix’), and also 

because recent conceptualisation of PSU discuss the similarities between PSU and addiction 

(Billieux, Maurage, et al, 2015; Elhai et al., 2017; Kim, 2017). Consequently, it is not 
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surprising to find questions such as “Using my smartphone longer than I had intended”, and 

“Having tried time and again to shorten my smartphone use time but failing all the time” in 

problematic usage scales (Kwon et al. 2013). However, agreeing with these statements only 

shows that a person is negatively appraising their smartphone use, and is not a measure of 

frequency in itself. Correspondingly, research correlating problematic usage scales with 

objective smartphone usage show small to medium effect sizes (Ellis et al. 2019), and factor 

analysis research shows that PSU scores weakly load on factors representing actual usage 

(Davidson, Shaw, & Ellis, 2020). This evidence demonstrates how people’s appraisals of their 

smartphone use and actual usage should be understood seperately, which is not currently the 

case.   

In light of this unclear conceptualisation, it is important to distinguish between PSU as 

a psychological construct which appraises use, and smartphone usage as a behavioural variable, 

because it has implications for theory and treatment. For example, pop-up notifications 

containing usage statistics is one proposed PSU intervention that aims to reduce usage (Loid, 

Täht, & Rozgonjuk, 2020) and has recently been implemented by Apple in contemporary 

iPhone operating systems. However, if studies do not measure usage, then it might be incorrect 

and ineffective to promote this as a treatment option. For example, in a study linking greater 

fat mass, lower muscle mass, and lower daily step count to higher smartphone addiction scores, 

it was proposed that more time on smartphones equated to less physical activity (Kim, Kim, & 

Jee, 2015). However, usage was not measured in this study. To address this limitation, and the 

current research gap when investigating physical health outcomes, the present study measures 

body composition, body mass index and daily step count, as indicators of physical activity, to 

start understanding if this has relationships with objective smartphone use.  

Additionally, it is important to distinguish between PSU and smartphone usage, as the 

conclusions people make regarding the relationship between smartphone use and mental health 
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appears to depend on the measurement used (Vahedi & Saiphoo, 2018). In a systematic review 

of 23 studies, anxiety, stress, and depression were consistently linked with scores on 

problematic smartphone use scales (Elhai et al., 2017). However, when researchers measure 

smartphone usage instead of collecting PSU scores the relationships seem to diminish. For 

example, when using an online survey, Harwood et al. (2014) found that self-reported 

frequency of use was not associated with depression, anxiety or stress measures. Moreover, 

when using objective logs, Rozgonjuk et al., (2018) found that screen time minutes over a 

weeklong period was not related to depression and anxiety. In another study, intense objective 

smartphone use did not predict negative wellbeing (Katevas et al., 2018). Finally, a meta-

analysis of 37 studies found that when measuring smartphone use through scales such as ‘The 

Smartphone Addiction Scale’ (Kwon et al., 2013), associations between stress and anxiety 

were stronger when compared to self-reported frequencies of use (Vahedi & Saiphoo, 2018). 

Consequently, measuring associations between health and smartphone use in different ways 

appears to generate radically different results across three documented measures: subjective 

estimates, objective logs, and psychometric scales. If academics were to interpret all these 

studies as measuring smartphone use, instead of appraisals in some cases, then the collective 

message would be conflicting and misleading. Of importance to the present study, conclusions 

appear to be an artefact of the measurement used. 

Consequently, this paper aims to understand this issue by collecting subjective 

estimates, objective logs, and psychometric scales from the same participants, to systematically 

assess the above pattern. We therefore asked the question “Do scores on a problematic use 

scale have stronger relationships with health than measures of usage within the same users? 

Furthermore, we examined the notion of ‘overuse’, separately from people’s perceptions of 

their use, by exploring the size of the linear relationship between smartphone estimates, logs, 

and health. Therefore, we also ask “Does increased smartphone use relate to lower mental 
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wellbeing and poorer physical health?” This was to inform policy regarding setting screen 

time limits and evaluate treatments which advocate reducing overall usage. These ideas were 

first investigated during exploratory analysis of 46 adults who completed all three 

measurements, alongside an assessment of their body composition and anxiety, depression and 

stress symptomology. The results were then used to create hypotheses regarding the influence 

of measurement on effect sizes. A second study was then conducted as an upscaled replication 

of the first study but with increased statistical power, to allow for greater confidence in the 

conclusions being made.   

5.2 Study 1 

5.2.1 Methods 

5.2.1.1 Participants 

The sample consisted of 46 [12 male] participants that were staff and students from the 

University of Lincoln, UK. Power calculations determined that a total sample size of 44 was 

adequate to investigate two-tailed medium-to-large effect sizes (r > .4) with a power of .8 when 

 = .05. Age was skewed, as we tested predominately younger adults [M = 23.54, SD = 8.25]. 

All participants were Android smartphone users and stated they exercised less than 10 hours 

per week. There was originally 80 participants recruited but 36 of the participants had issues 

logging with the data logging on the psych app. This is a common occurrence with android 

psych apps (Saeb et al., 2015).  

The study was advertised around the University campus using posters, leaflets, subject 

pool systems, and social media channels during term time and during public engagement 

events. Therefore, the sample consisted of those who emailed the researcher in response to 

these advertisements. Participants were told they would receive a graph of their phone use and 
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a printout of their health analysis as incentives to take part. Those recruited through subject 

pool systems received course credit in compensation for their time.  

5.2.1.2 Measures 

Study 1 collected numerous variables to explore the relationships between individual 

differences and objective smartphone use. For brevity, the focus of this manuscript is to describe the 

body composition and mental health relationships with general smartphone use. Therefore, only the 

variables and data collection procedures related to this aim are described here. For further information 

on all the variables collected see supplementary materials. 

Objective Smartphone Use  

Objective smartphone data was collected using an app developed specifically for the 

project called Activity Logger (Geyer, 2018). This ran on Android devices and collected data 

to the resolution of one second. Activity logger was set up to listen to three events: the phone 

being turned on, the screen being activated, and the screen being turned off. Background 

operations then took this information, retrieved the current time stamp, and stored this in 

internal memory. This data file was then exported via the app and contained a list of records 

where a UNIX time stamp was paired with an event stating whether the screen was turning 

“ON” or “OFF”. Source code for the app is available to download (https://osf.io/a4p78/). Data 

was held in the apps’ specified internal memory on the participants phone and would be 

automatically deleted when the app was deleted.  

Estimates of Smartphone Use 

To measure people’s estimates of their daily smartphone screen time, participants were 

asked one question: “Think back to days 2 - 8 of the study. On average, how many hours a day 

did you spend on your smartphone?”.  Participants responded in hours and minutes. To 

measure people’s estimates of how many times a day they ‘picked up’ their device, participants 

https://osf.io/a4p78/
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were asked: “Think back to days 2 - 8 of the study. On average, how many individual times did 

you use your smartphone a day? Think of these as individual pick-ups.”  

Problematic Smartphone Use 

Smartphone addiction was measured using the Smartphone Addiction Scale (SAS), 

which contained 33 items (Kwon et al., 2013). Participants rated the extent to which they 

agreed to several statements, for example “Feeling pleasant or excited while using a 

smartphone”. Participants responded on a six-point Likert-Scale ranging from “Strongly 

Agree” (1) and “Strongly Disagree” (6). Higher scores indicated greater addiction risk. This 

scale was chosen because it is popular and widely cited and it correlates highly with other 

smartphone psychometric scales (Ellis et al. 2019; Thomée 2018). Additionally, it has been 

shown to be the prime example of a PSU scale when compared to other scales, represented by 

its high loadings on a PSU factor (Davidson, Shaw & Ellis, 2020). This measure was impart as 

utilized to see if the findings of a disconnect between objective use of smartphones and scores 

on questionnaires attempted to review smartphone use could be replicated in Android users 

(Ellis, Davidson, Shaw, & Geyer, 2019).  

Anxiety 

Symptoms of anxiety were measured using the GAD-7 (Spitzer, et al. 2006) and 

included 7 items. Participants were asked “how often in the last two weeks have you been 

bothered by…” and responded on a four-point scale whereby 0 = “Not at all” and 3 = “Several 

Days”. Using >10 as a cut-off point, the GAD-7 has been shown to have 89% sensitivity and 

82% specificity with a diagnosis of general anxiety disorder (Kroenke et al., 2007).  

Depression 

Severity of depression was measured using the PHQ-9 (Kroenke, et al. 2001). Each of 
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the nine questions related to a criterion mentioned in the DSM-IV for depression. Participants 

were asked “how often in the last two weeks have you been bothered by…” and responded on 

a four-point scale whereby 0 = “Not at all” and 3 = “Several Days”. Using >10 as a cut-off 

point, the PHQ-9 has been shown to have 88% sensitivity and 88% specificity with a 

diagnosis of major depression (Kroenke et al., 2001).  

Perceived Stress 

The Perceived Stress Scale (Cohen, Kamarck, & Mermelstein, 1983) had 14 items 

which measured ‘the degree to which situations in one’s life are appraised as stressful’. 

Participants responded how often they felt a certain way on a 5-point Likert scale whereby 0 = 

“Never” and 4 = “Very Often”. Participants were asked questions such as “In the last month, 

how often have you felt that you were on top of things?”. Higher scores indicated greater 

perceived stress.  

Objective Health Measures  

Height was measured using a meter stick, with age and gender captured via self-report 

questions. This data was inputted as controls in subsequent bioimpedance analysis. Body 

composition was measured using the eight electrode Tanita MC-780MA body composition 

monitor. This provided an estimate of a person’s body fat percentage, body mass index, and 

skeletal muscle mass percentage, using bioelectrical impedance measures. Bioelectrical 

impedance assessment using the Tanita MC-780MA was a good alternate to Magnetic 

Resonance Imaging and Dual Energy X ray absorptiometry (DEXA) which are costly, and 

time-consuming (Verney, et al., 2015). Notably, the Tanita MC-780MA produces body fat 

assessments which highly correlate with DEXA assessment (r = .852) providing concurrent 

validity (Verney et al., 2015).  
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5.2.2 Procedure 

The study lasted nine days. On day one, a lab session provided participants with study 

information, including example data, followed by a consent form and an online questionnaire. 

Participants answered questions, including date of birth, gender, and a few psychometric scales 

beyond the scope of this manuscript (see supplementary materials). Once completed, 

participants were guided through the installation of the activity logger, and the researchers 

documented the smartphone brand and operating system. All screen savers were set to turn off 

after 30 seconds, and the application was ‘white listed’ in the smartphones’ battery settings, 

ensuring that the phone would not ‘force quit’ some of the applications functions during low 

battery or processing power. Participants were then asked to keep their phone switched on for 

the duration of the study, and to keep the application running in the background. Whilst the 

application should re-start independently, as a precaution, if a participant’s phone was switched 

off or had depleted battery during the week, participants were instructed to re-open the 

application once the phone had restarted. Participants were then provided with information 

detailing how to prepare for the body composition assessment on day nine. To control for 

factors influencing body composition results, participants were asked to refrain from intense 

exercise and alcohol up to 12 hours prior to the assessment, to keep hydrated, to book a time 

in the afternoon that was three hours after lunch, and to go to the toilet before the session.  

Participants were then asked to use their phone as normal, and to carry on with their 

everyday activities across days two-eight of the study. This ensured that seven full days’ worth 

of smartphone data was collected for each participant. On day nine, they returned to the lab 

and upon arrival, emailed the data from the app to the researcher. Next, participants completed 

a questionnaire containing the stress, anxiety, depression, smartphone addiction scales, and a 

few other measures beyond the scope of this manuscript (see supplementary materials). They 
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were then asked to provide a daily average estimate of how much they picked up their phone, 

and the amount of time they spent on their phone across days 2-8. 

Height was measured for the bioimpedance assessment. Participants were instructed to 

remove any jewellery, items in pockets and metal accessories, and were then asked stand bare 

foot on the Tanita MC-780MA body composition monitor while holding the hand electrodes 

by either side of their body, without touching their legs. A 0.5kg clothing allowance was 

inputted into the Tanita software if participants were wearing light clothing (gym gear), and a 

1kg clothing allowance was inputted for heavy clothing (jumpers, jeans).  Upon completion, 

participants were given a printout of their body composition, a graph of their application use, 

and of their screen time across the week. Finally, participants were debriefed and thanked for 

their time.  

All procedures received ethical clearance by the School of Psychology Research Ethics 

Committee at the University of Lincoln and complied with British Psychological Society 

Guidelines (British Psychological Society, 2018). In the debrief, participants were told that the 

study would not offer any clinical diagnosis of any disorders and were provided with 

information about charities and services if they needed further support. The study also 

underwent a data protection plan. Participants had full control of their data as phone logs were 

stored solely on their devices and could be deleted by the participant at any point during the 

study by simply uninstalling the application. 

5.2.3 Results 

5.2.3.1 Data processing 

Data and analysis scripts for study 1 can be found here (https://osf.io/a4p78/). The 

median daily hours-of-use was calculated across days two-eight for each person to remove 

https://osf.io/a4p78/
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influence of extreme “Screen On” events that occurred if the phone battery depleted and the 

app did not log a ‘Screen Off” event. Daily pickups (frequency of use) were averaged across 

days two-eight, in accordance with recent work (see Ellis, et al, 2019). For the smartphone 

addiction scale, GAD-7, and PHQ-9, the responses were summed to create a total score for 

each scale. Specific questions within the perceived stress scale required reverse coding, and 

then an overall sum was created per person.  

5.2.3.1 Exploratory Analysis  

When collating all 46 participants’ data together, smartphone use was highly skewed, 

as 54.44% of uses were under 30 seconds in duration, and 43.54% of uses were under 15 

seconds in duration. Due to this skew, we followed Bishara and Hittner (2017) 

recommendations and conducted Spearman Rank order correlations with Fieller, Hartley and 

Pearsons (1957) variance when calculating 95 % confidence intervals as these are robust 

against non-normality. To explore how differences in smartphone measurement may influence 

the size of the relationships found with health, Spearman correlations were conducted between 

all the health and smartphone variables (see Table 2). Notably anxiety, depression, and, stress 

had significant positive correlations with smartphone addiction scores (all p’s <.01), which did 

not occur with any other smartphone measure.  

Multiple comparisons were also controlled for via the Benjamini-Hockberg procedure 

(Benjamini, & Hockberg, 1995) as Bonferonni corrections would have been excessively 

conservative and risked the type II errors (Field, Miles, & Field, 2012). A false discovery rate 

of .1 was used as the study is exploratory and generally this is an excepted rate for exploratory 

studies (McDonald, 2014). Meaning we would expect that 10% of all statistical test would 

falsely report a significant difference.  
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Smartphone addiction scores consistently had 𝑟𝑠  effect sizes larger than .39 with 

mental health, whereby estimates and objective variables were much lower (all 𝑟𝑠<.2) (see 

Fig. 3).
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Table 5.1: Descriptive statistics for study 1 variables. 

Health Measures Mean SD  Smartphone Measures Mean SD  

Body Mass Index 24.84 5.86  Median Daily Screen Time (hrs) 3.74 1.60 .90 

Body Fat % 26.97 8.86  Average Daily Pickups 133.18 63.52 .93 

Skeletal Muscle Mass % 41.35 6.40  Daily Screen Time Estimate (hrs) 5.08 3.36  

Anxiety 6.13 5.56 .92 Daily Pickups Estimate 48.74 39.96  

Depression 6.57 5.25 .85 Smartphone Addiction Scale 90.09 21.20 .90 

Stress 24.61 8.42 .87     
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Table 5.2. Results of the Spearman correlations between smartphone and health variables from study 1.  

 

Health Variable 

 

Smartphone Addiction 

  

Screen Time Estimate 

  

Pickups Estimate 

  

Median Daily Screen Time 

  

Average Daily 

Pickups 

Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠  

Spearman 95% 

CI 
 Spearman 

𝑟𝑠  

Spearman 95% 

CI 

Physical Health               

Body Mass Index -.25 -0.51, 0.05  -.10 -0.39, 0.21  -.14 -0.42, 0.16  -.32*n -0.57, -0.03  -.39** -0.62, -0.11 

Body Fat % .09 -0.21, 0.38  .18 -0.13, 0.45  -.01 -0.31, 0.29  -.01 -0.30, 0.29  -.12 -0.40, -0.18 

Skeletal Muscle Mass % -.06 -0.35, 0.24  -.14 -0.42, 0.17  .05 -0.25, 0.35  .06 -0.24, 0.35  .19 -0.11, 0.47 

Mental Health               

Anxiety .44** 0.17, 0.66  .11 -0.19, 0.40  .05 -0.25, 0.34  -.00 -0.30, 0.30  .11 -0.20, 0.39 
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Depression .39** 0.11, 0.62  .19 -0.11, 0.47  -.05 -0.35, 0.25  .05 -0.25, 0.34  .08  -0.23, 0.37 

Stress .53*** 0.27, 0.71  .18 -0.13, 0.45  .03 -0.27, 0.32  .00 -0.30, 0.30  .03 -0.27, 0.32 

 

Notes: * significant at p < .05, ** significant at p < .01, *** significant at p < .001, n not significant after controlling for multiple comparisons
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Figure 5.1. Scatter plots showing the linear relationships between median daily screen time 

(Hours) with six health variables; body fat percentage, skeletal muscle mass percentage, 

body mass index, anxiety, depression and stress. The red regression line represents the linear 

relationship between the two, and the surrounding grey area represents the 95% confidence 

interval.  
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5.3 Discussion 

In study 1, smartphone addiction was found to positively correlate with anxiety, 

depression, and stress measures. Pertinently, effect sizes quadrupled when measuring 

smartphone usage with a problematic usage scale in comparison to objective screen time and 

pickup measures. Therefore, even within the same participants, a researcher could make 

different conclusions dependent on the measurement used, especially if confounding the 

construct problematic smartphone use with usage. In line with prior work, people’s appraisals 

of their smartphone usage had stronger relationships with mental health than self-reported 

frequencies of use (Vahedi & Saiphoo, 2018) or objective logs (Rozgonjuk et al. 2018). This 

suggests people’s worries regarding their smartphone use is more pertinent to mental health 

symptomology than the actual use itself.  

Interestingly, we found that BMI reduced as daily screen time and pickups increased 

with significant effect. However, this finding was not deemed as reliable when the number of 

statistical comparisons were controlled for and the relationship was in the same direction, but 

much smaller when measuring body fat percentage. Our interpretation is that the study did not 

demonstrate evidence of a link between daily smartphone screen time and pickups on physical 

health. However, we marked these findings as tentative until they could be replicated on a 

larger sample. This was achieved in study 2, whereby we collected the same mental health and 

smartphone measures as study 1. We also re-assessed BMI via self-reports and took advantage 

of retrospective data collected on the user’s device, including daily logs of steps, and daily logs 

of walking and running distance. Taking inspiration from study 1 findings, we predicted that 

effect sizes of 𝑟𝑠 > .3 would be found when comparing mental health relationships with 

problematic usage scales, and that lower effect sizes of 𝑟𝑠  < .2 would be found when 

examining estimates of use and objective logs.  
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5.3 Study 2 

5.3.1 Methods 

5.3.1.1 Participants 

199 [137 women] participants, were recruited via Prolific Academic, from a subject 

pool of 24,117 iPhone owners. This pool contained predominately citizens from the United 

Kingdom and the United States. Participants had a mean age of 30.18 [SD = 9.46] and were 

paid £1.25 for their time. 42.71% of the sample were overweight or obese, and the average 

BMI across all participants was slightly higher than the recommended range [M = 25.17, SD = 

5.38]. This was to be expected in a representative sample, as 52% of people have a BMI over 

25 world-wide (WHO, 2018). A priori power calculation was performed which showed during 

two-tailed analysis a sample size of 192 participants was enough to detect small effect sizes of 

𝑟𝑠  .2 with a power of .8 when  = .05.  

 

5.3.2.1 Measures and Procedure  

Once clicking the link to access the online questionnaire, participants were presented 

with study information and a digital consent form. If participants agreed to take part, they were 

then asked; “Please estimate how many hours and minutes you spend on your phone each day” 

and answered in hours and minutes. In addition, participants were asked: “Please estimate how 

many times a day you pick up and use your phone”. After, smartphone addiction, anxiety, 

depression, and stress were then measured using the same scales as study 1.   

Objective smartphone usage data was retrieved by utilising the Apple Screen Time 

feature that resides in modern iPhones. We used the same methodology as Ellis et al. (2019) 
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and extracted data retrospectively from the past 7 days. In short, participants were prompted to 

find the ‘Screen Time’ graph and the ‘Pickups’ graph in Apple Screen Time settings and record 

for each day the number of pickups and screen time (in hours and minutes). For more details, 

see Ellis et al. (2019; or Chapter IV). 

After obtaining objective smartphone use data, the questionnaire asked people to input 

their health data. The Apple Health App automatically tracks users’ steps, walking, and running 

distances. This historic data is accessible on a user’s iPhone for the entire time they have owned 

their iPhone. When clicking on the ‘Today’ tab, participants had access to a calendar where 

they could view their activity for any past day. Daily steps were collected by asking participants 

to click on the calendar pages for dates in the past week and enter for each day the number of 

steps displayed. Daily walking and running distances were collected by asking people to click 

on the calendar pages for dates in the past week and report the documented distance in either 

kilometres or miles. Participants were also asked if they owned a fitness tracker or a smartwatch 

and specified whether this device was synced to the Apple Health App. Lastly, participants 

were asked to report their age, gender, weight and height. They were given the option to answer 

in either metric (meters and centimetres / kilograms) or imperial measures (feet and inches / 

stones and pounds). At the end of the questionnaire, participants were debriefed, thanked for 

their time, and were then re-directed back to the prolific academic website.  

All procedures received ethical clearance by the School of Psychology Research Ethics 

Committee at the University of Lincoln and complied with British Psychological Society 

ethical guidelines for internet mediated research (Hewson et al., 2013). Akin to study 1, the 

debrief provided websites where participants could get guidance on their mental health and 

were told details of 24-hour support lines. Participants could withdraw at any time before, 

during or up to two weeks after they completed the study by emailing the researcher.  
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5.3.3 Results 

5.3.3.1 Data removal  

Data and analysis scripts for study 2 can be found here (https://osf.io/a4p78/). The 

survey received 263 respondents. However, this became 207 after removing those who did not 

have iOS12 installed, did not have an iPhone 5 or later, did not have seven days of screen time 

data on their smartphone, or did not complete the survey or fill in the health questions. A further 

person was removed after being identified as an outlier when plotting data; they further had 

weight and BMI values more than three standard deviations from the mean. Finally, seven 

people were removed due to input errors (typos) in their health data. This left 199 participants 

in the following analysis.  

5.3.3.2 Data coding and processes  

Average daily screen time and average daily pickups scores were computed per person 

by taking the daily amount of screen time/pickups from the first six days and then calculating 

the mean. Six rather than seven days were used to compute this mean, as data from the seventh 

day did not represent a full day. Raw estimated number of daily pickups and estimated average 

daily screen time (in hours) were used in the analysis. Smartphone addiction and anxiety, stress 

and depression scales were all scored in the same way as study 1.   

The daily physical activity variables; average daily steps and average daily walking and 

running distance (km) were created by selecting the six days of data which corresponded to the 

same six days aggregated in the smartphone variables. The daily activity statistics from these 

six days were then averaged for each measure. If a participant reported their daily walking and 

running distance in miles, this was converted to kilometres by multiplying the value by 1.60 

before creating this average.  

https://osf.io/a4p78/


 

188 

 

Lastly, BMI was calculated per person. Imperial height and weight responses were 

converted to metric units (centimetres and kilograms respectively). Finally, body mass index 

(BMI) was calculated from these values using the formula below: 

Body Mass Index = Weight in kg / ((Height in cm /100) * (Height in cm /100)) 

5.3.3.3 Effect size analysis 

Shapiro-Wilk normality tests were conducted on all the study variables. Only 

smartphone addiction scores were normally distributed. Thus, to explore if differences in 

smartphone measurement influenced the size of the relationships with health, Spearman 

correlations were conducted between all the health and smartphone variables using Fieller, 

Hartley & Pearsons (1957) variance when calculating 95% confidence intervals (see Table 4). 

Spearman correlations were also conducted between all the smartphone measures to document 

differences between them (see Table 6). As in with study 1, the Benjamini-Hockberg 

(Benjamini, & Hockberg, 1995) procedure to control for multiple comparison. As this analysis 

is less exploratory the rate of false discovery is changed to reelect this and become more 

conservative, it is changed from 10% to 5%.  

Mirroring study 1, smartphone addiction scores consistently had 𝑟𝑠 effect sizes larger 

than .36 with mental health, whereby estimates and objective variables were much lower (all 

𝑟𝑠<.21) (see Fig. 3). This prompted additional analysis which assessed whether this effect 

size deviation across measures was statistically significant. To compare differences in the 

magnitude between the coefficients, we adopted Hittner, May, and Silver's (2003) modification 

of Dunn and Clark’s (1969) z test using the r package ‘cocor’ (Diedenhofen & Musch, 2015). 

This is suitable for the comparison of coefficient that are calculated from two dependent groups 

and share a variable in common (Diedenhofen & Musch, 2015). For example, it was possible 

using this method to compare whether the relationship between smartphone addiction and 
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anxiety (𝑟𝑠= .43) was significantly larger than the relationship between average daily screen 

time and anxiety (𝑟𝑠 = .16). We also calculated Zou (2007) confidence intervals which rejects 

the null hypothesis if the interval does not include 0 (Diedenhofen & Musch, 2015; Zou, 2007). 

Findings showed that when assessing the relationships with anxiety, depression and stress, that 

smartphone addiction had significantly higher correlation coefficients than any estimate and 

objective log variable (all p’s <.05) (see table 5).  When examining the relationships with 

anxiety, depression and stress, the size of the coefficients did not differ between screen time 

estimates and average daily screen time (all p’s >05). Finally, all the correlations between 

estimated number of pickups and the three mental health variables were negative. These were 

significantly different to the three positive relationships found with mental health when 

assessing average daily pickups (all p’s <.05) (see Table 5 and Fig. 3).  
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Table 5.3: Descriptive statistics for study 2 variables. 

Health Measures Mean SD  Smartphone Measures Mean SD  

Anxiety 7.35 5.85 .94 Median Daily Screen Time (hrs) 4.62 2.30 .93 

Depression 8.01 6.30 .90 Average Daily Pickups 85.76 39.94 .92 

Stress 26.57 8.23 .85 Daily Screen Time Estimate (hrs) 4.38 2.15  

Body Mass Index 25.17 5.38 25.17 Daily Pickups Estimate 47.14 39.81  

Average Daily Steps 5238.07 3345.92 .84 Smartphone Addiction Scale 105.80 24.36 .92 

Average Daily Walking and 

Running Distance 
3.77 2.67 .83     

 

 

 

 

 

 

Table 5.4. Results of the Spearman correlations between smartphone and health variables from study 2.  
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Health Variable 

 

Smartphone Addiction 

  

Screen Time Estimate 

  

Pickups Estimate 

  

Average Daily Screen Time 

  

Average Daily 

Pickups 

Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠  

Spearman 95% 

CI 
 Spearman 

𝑟𝑠  

Spearman 95% 

CI 

Mental Health               

Anxiety .43*** 0.31, 0.54  .21** 0.07, 0.35  -.08 -0.22, 0.07  .16* n 0.01, 0.29  .16* n 0.01, 0.29 

Depression .41*** 0.28, 0.52  .19** 0.05, 0.32  -.10 -0.24, 0.05  .16* 0.01, 0.29  .17* 0.03, 0.31 

Stress .36*** 0.23, 0.48  .21** 0.07, 0.34  -.10 -0.24, 0.04  .15* n 0.01, 0.29  .12 -0.02, 0.26 

Physical Health               

Body Mass Index -.07 -0.21, 0.08  .09 -0.06, 0.23  .11 -0.03, 0.25  .16* n 0.02, 0.30  .09 -0.5, 0.23 

Average Daily Steps -.16* -0.30, -0.02  -.07 -0.21, 0.08  .26*** 0.12, 0.39  -.07 -0.21, 0.08  .24*** 0.10, 0.37 

Average Daily Walking and 

Running Distance 
-.14* -0.28, -0.00  -.07 -0.21, 0.08  .19** 0.05, 0.33  -.09 -0.23, 0.06  .17* n 0.02, 0.30 
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Notes: * significant at p < .05, ** significant at p < .01, *** significant at p < .0, n not significant when controlling for multiple comparisons 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5.5. Test’s comparing differences in the magnitude of the coefficients when predicting mental health from varying smartphone variables. 
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Anxiety 

  

Depression 

  

Stress 

Variable one Variable two z Zou’s (2007) CI   z Zou’s (2007) CI  z Zou’s (2007) CI 

          

Smartphone Addiction Screen Time Estimate 3.14** 0.08, 0.36  3.11** 0.08, 0.36  2.10* 0.01, 0.29 

Smartphone Addiction Pickups Estimate 5.44*** 0.33, 0.68  5.40*** 0.33, 0.68  4.82*** 0.28, 0.63 

Smartphone Addiction Average Daily Screen Time 3.48*** 0.12, 0.42  3.20** 0.10, 0.40  2.65** 0.06, 0.36 

Smartphone Addiction Average Daily Pickups 3.16** 0.10, 0.43  2.80** 0.07, 0.40  2.74** 0.07, 0.41 

Screen Time Estimate Average Daily Screen Time 0.77 -0.08, 0.18  0.46 -0.10, 0.16  0.92 -0.07, 0.19 

Pickups Estimate Average Daily Pickups -2.86** -0.40, -0.08  -3.22** -0.43, -0.11  -2.61** -0.38, -0.06 

 

 

 Notes: * significant at p < .05, ** significant at p < .01, *** significant at p < .001 
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Table 5.6. Results of the Spearman correlations between all the smartphone variables from study 2.  

 

Smartphone Variable 

 

Smartphone Addiction 

  

Screen Time Estimate 

  

Pickups Estimate 

  

Average Daily Screen Time 

  

Average Daily 

Pickups 

Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠 

Spearman 

95% CI 
 Spearman 

𝑟𝑠  

Spearman 95% 

CI 
 Spearman 

𝑟𝑠  

Spearman 95% 

CI 

 

 

 

              

Smartphone Addiction    .44*** .32, .55  .05 -.09, .19  .32*** .18, .44  .17* .03, .31 

Screen Time Estimate .44*** .32, .55     .15* .01, .29  .57*** .46, .66  .21** .07, .34 

Pickups Estimate .05 -.10, .19  .15* .01, .29     .10 -.04, .24  .30*** .16, .42 

Average Daily Screen Time .32*** .18, .44  .57*** .46, .66  .10 -.04, .24     .37*** .24, .49 

Average Daily Pickups .17* .03, .31  .21** .07, .34  .30*** .16, .42  .37*** .24, .49    
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Notes: * significant at p < .05, ** significant at p < .01, *** significant at p < .001 
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Table 5.7. Results of linear regression models with health measures as the criterion variables, and smartphone measures as predictors. 

  B. with criterion variable  B. with criterion variable (only objective measures)  

Model  Anx Dep Stres

s 
BMI Steps Dist  Anx Dep Stres

s 
BMI Steps Dist 

               

Intercept  -

2.95 
-

3.65 
14.06

*** 
25.05

*** 
6061.8

4*** 
4.47

*** 
 5.46

*** 
5.55

*** 
24.15

*** 
23.40

*** 
4009.

15*** 
3.35*** 

Average Daily 

Screen Time 
 -

0.10 
0.04 0.07 0.20 -36.04 -

0.13 
 0.25 0.34 0.45 0.33 -

129.3

1 

-0.14 

Average Daily 

Pickups 
 0.01 0.00 0.00 -0.00 20.20*

* 
0.01

* n 
 0.01 0.01 0.00 0.00 21.29

*** 
0.01* 

Screen Time 

Estimate 
 0.14 -

0.03 
0.05 0.45*

n 

-44.14 0.07        

Pickups 

Estimate 
 -

0.01 
-

0.00 
-0.01 0.02 10.01 0.00        

Smartphone 

Addiction 
 0.10

*** 
0.11

*** 
0.12*

** 
-0.03 -

25.22* 

n 

-

0.02 
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𝑅2
  .18 .17 .13 .06 .10 .05  .02 .02 .02 .02 .06 .03 

𝑅𝐴𝑑𝑗
2   .16 .15 .11 .04 .08 .03  .01 .02 .01 .01 .05 .02 

 

 

Notes: 𝑅𝐴𝑑𝑗
2  = Adjusted𝑅2, B = beta estimates, * beta estimates significant to p < .05, ** beta estimates significant to p < .01, *** beta estimates significant to p < .001. Anx = 

Anxiety, Dep = Depression, Stress = Stress, BMI = Body Mass Index, Steps = Average Daily Steps, Dist = Average Daily Walking and Running Distance, All VIF scores 

between 1 – 2 and all tolerance scores > .59, n = Not significant when controlling for multiple comparisons.  
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Figure 5.2. Scatter plots showing the linear relationships between average daily screen time 

(hrs) with six health variables; body mass index, averaged daily steps, average daily walking 

and running distance, anxiety, depression and stress. The red regression line represents the 

linear relationship between the two, and the surrounding grey area represents the 95% 

confidence interval. 
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Exploratory analysis – Tests of difference between groups with low and high mental health 

symptomology.   

 

Measuring ‘percentage variance explained’ through the exploration of effect sizes has 

been criticised in recent work, advocating that significance testing between groups is a better 

indicator of whether screen time impacts mental health (Twenge, 2019). While this approach 

is in contradiction to many other statistical recommendations (Cumming, 2014), it was of 

interest to explore whether our conclusions would differ if we adopted this type of analysis. 

Consequently, as the GAD-7 and PHQ-9, have ‘cut off points’ which indicate if people are at 

risk of having each disorder, we used these to create two groups; a ‘low risk’ or a ‘high risk’ 

group. Meaning a GAD-7 score of 9 or higher and a PHQ-9 score of 10 or higher. These 

measures have high sensitivity and specificity (both > .80) when diagnosing depression and 

anxiety disorders (Kroenke et al., 2001; 2007). However, due to lack of further psychological 

assessment those who exceeded the defined cut-off points for each disorder were considered at 

risk, rather than defined as having the disorder. We then examined if people experienced 

different levels of daily smartphone use and PSU dependent on what group they belonged to.   

 

To create groups for the analysis, the 50 people who were considered ‘high risk’ for 

both anxiety and depression were collated into one group. This group used their phone for an 

average of 4.72 hours a day (SD = 2.27) and picked up their phone on average 84.20 times a 

day (SD = 37.98). Those who didn’t exceed the cut-off values for either condition (scored less 

than 10 on both scales) were placed in a ‘low risk’ group (n = 124). This group used their phone 

for an average of 4.41 hours a day (SD = 2.25) and picked up their phone on average 84.07 

times a day (SD = 42.55). Wilcoxon rank sum tests showed that the two groups did not 
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significantly differ in their amounts of average daily screen time [W = 3357, p = .39] or average 

daily pickups [W = 3216, p = .70]. This was mirrored when exploring differences in estimated 

daily screen time [W = 3489.5, p = .19] and estimated daily pickups [W = 2721, p = .20]. 

Therefore, those who were ‘high risk’ of having both general anxiety disorder and major 

depression did not use their smartphone’s differently to those who were ‘low risk’ for both 

conditions. However, a significant difference was found between the two groups on levels of 

smartphone addiction [W = 4505.5, p < .001], this was reliable even when controlling for 

multiple comparisons. Specifically, the ‘at risk’ group had higher smartphone addiction scores 

[M = 116, SD = 23.67] than the ‘low risk’ group [M = 98.91, SD = 21.91]. Consequently, if 

smartphone use is measured with subjective estimates or objective logs, we find no difference 

between ‘high risk’ and ‘low risk’ groups in terms of usage. However, if confounding usage 

and PSU, one would conclude the opposite if measuring ‘usage’, via a smartphone addiction 

scale, positing that those with mental health symptomology have higher usage.   

5.3.3.4 Exploratory analysis – Linear Regression Models 

Many researcher’s build regression models to investigate of there is a linear or 

logarithmic relationship between health and smartphone measures (Csibi, et al., 2018; David, 

Roberts, & Christenson, 2018; Kim et al., 2016; Regan et al., 2020; Richardson, Hussain, & 

Griffiths, 2018). Following suit, it was of interest to see whether models predicting mental 

health symptomology would be influenced by the type of smartphone variables included as 

predictors. Notably, when including all five smartphone measures in models, only smartphone 

addiction scores significantly predicted mental health scores (see Table 7). Furthermore, 

models which only contained objective smartphone measures showed no significant 

relationships with mental health (all𝑅
2
≤ .02, all p’s >.05). Finally, average daily pickups 
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significantly predicted average daily steps and average daily walking and running distance 

across models (see Table 7). 

 

 

 

Figure 5.3: Graphs showing how a change in measurement effects the relationships between 

smartphone use and depression, anxiety and stress across both studies. The top row 

represents how smartphone addiction scores compare to estimated and actual screen time 

when correlating with mental health. The bottom row represents how smartphone addiction 

scores compare to estimated and actual pickups when correlating with mental health.  
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5.4 General Discussion 

Here, we considered whether different ways of measuring ‘smartphone use’, notably 

through problematic smartphone usage (PSU) scales, subjective estimates, and objective logs, 

leads to contrasting associations with health. Across two samples including iPhone (n=199) 

and Android (n=46) users, we observed that measuring smartphone interactions with PSU 

scales produced larger effect sizes with mental health than subjective estimates or objective 

logs. Notably, the size of the relationship was fourfold in study 1, and over twice as large in 

study 2 when employing a smartphone addiction scale in comparison to objective measures. 

Moreover, 𝑟𝑠 < .17 was repeatedly found between objective smartphone use (daily pickups 

and screen time) and mental health symptomology (anxiety, depression, and stress), whereas 

bigger effect sizes were found with problematic usage scale (all 𝑟𝑠 >.36). Hence, decisions 

concerning definitions and subsequent measurements of ‘use’ can hugely influence the size of 

the relationships with mental wellbeing.  

Thus, it can be argued that existing conclusions linking mental health to general 

smartphone use are likely premature and overstated, given a recent review showed 70% of 

studies adopt PSU scales (Thomée 2018). Notably, this review concluded that intense or 

frequent mobile phone use was associated with greater mental health symptomology, yet this 

conclusion was based primarily on findings from PSU studies. It is this confounding between 

a person’s appraisal of their smartphone use and their actual usage which is troubling given 

they have vastly different relationships with mental wellbeing. To address this, we explored 

direct measures of usage and showed that the size of the relationships between objective 

measures and mental health is on average 𝑟𝑠= 0.15 (all <.17). To put into context, this is lower 

than the average effect size found across many psychology studies (r = .21), just less than the 

relationship between Nicotine patch (vs. placebo) and smoking abstinence (r = .18), and about 
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the same size as the relationship between post-high school grades and job performance (r = 

.16) (Funder & Ozer, 2019; Meyer et al., 2001). When adjusting for new recommendations that 

‘small’, ‘typical’, and ‘relatively large’ effects fall around r coefficients of ~.10, ~.20 and ~.30, 

respectively (Gignac & Szodorai, 2016), it has been suggested that if social media had 

“destroyed our lives”, then moderate to large effects would be found (r >.20) (Appel, Marker, 

& Gnambs, 2020, pp.62). Using this benchmark our findings suggest that general smartphone 

use does not have extreme or profound effects on wellbeing, against recent claims (Twenge, 

2017).  

This was further supported in our regression analysis which showed that average daily 

pickups and average daily screen time did not significantly predict anxiety, depression or stress, 

and explained ~2% of the variance. Additionally, those who exceeded the ‘cut off point’ for 

either general anxiety disorder or major depressive did not use their phone significantly more 

than those who scored below the threshold. Contemporary research is also showing similar 

findings. For instance, in a large sample of New Zealand adults (n = 19,075), the association 

between social media use and wellbeing was found to be very weak (Stronge et al., 2019). In 

another study, ‘intense’ general smartphone use did not predict negative wellbeing when using 

objective logs (Katevas et al., 2018). When using specification curve analysis to examine self-

reports from a large sample of adolescents (n = 355,358), the association between digital 

technology use and wellbeing was found to be small, explaining .4% of the variance (Orben & 

Przybylski, 2019). As we have also found that increased objective screen time and pickups 

explained 2% or less of the variance in mental health measures, it questions whether reducing 

smartphone use should be a priority for public health interventions.  

Existing research also coincides with our pattern of results which show that PSU scales 

have stronger relationships with depression, anxiety and stress than estimates and objective 

logs of use (Rozgonjuk et al. 2018; Vahedi & Saiphoo, 2018). In a similar study which 
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measured objective smartphone screen time over a weeklong period, findings showed that 

average daily depressive mood positively correlated with smartphone addiction scores, yet 

objective screen time minutes were not related to depression and anxiety (Rozgonjuk et al. 

2018). It can be speculated that scores from PSU scales have stronger relationships with mental 

health for several reasons. Firstly, in line with the cognitive behavioural approach (Beck, 

1967), one could argue that people’s negative appraisals of their smartphone use could 

influence their mood states, and that problematic usage scales capture these thoughts and 

beliefs. Mirroring this, a recent study showed that higher levels of the trait mindfulness (being 

aware in the present moment) was associated with lower rates of smartphone addiction and 

nomophobia scores but was not associated with objective smartphone logs (Regan et al., 2020). 

When conducting regression analysis, findings from study 2 showed that smartphone addiction 

was the only smartphone variable which significantly predicted anxiety, depression and stress 

when including all five ‘usage’ measures in the same model. This suggests that reducing 

people’s worries towards their smartphone use is likely to have greater mental health benefits 

than reducing the use of the device itself.  

However, some have argued that a very large effects of r = .40 in psychology studies 

are likely to be likely to be an overestimate, and warrant some scepticism (Funder & Ozer, 

2019). Following suit, a quick analysis of the data from study 2 showed that the relationship 

between anxiety and smartphone addiction was the same as the relationship between height 

and weight (both 𝑟𝑠= .43). This large relationship may be due to the overlap between PSU and 

mental health constructs, illustrated in recent factor analysis research (Davidson, Shaw, & Ellis, 

2020). Notably, individual questions in the SAS which enquired about emotive states appeared 

in factors with stress and depression items (Davidson, Shaw, & Ellis, 2020). Hence, it could be 

argued that these cross-loadings between PSU and mental health could artificially enhance 

relationships due to a lack of independence. It is further possible that ‘method bias’ influenced 
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the size of the correlation coefficients because the scales are similar to each other in terms of 

how the items are worded (Podsakoff, MacKenzie, & Podsakoff, 2012). Notably, every 

question in the SAS assesses a percieved problem, echoing mental health scales (Kwon et al. 

2013; Spitzer, et al., 2006; Kroenke, et al., 2001). However, this negative wording in itself 

could be a further source of bias. For example, it has been shown that correlations between role 

conflict, role ambiguity and other constructs reduced by 238% when controlling for wording 

effects, by balancing the number of positively and negatively worded questions. Thus, in line 

with recent criticims, issues with how PSU scales are developed and conceptualised could be 

inflating the relationships with mental health in comparison to objective usage measures 

(Davidson, Shaw, & Ellis, 2020). 

Furthermore, while some have found participants with higher smartphone addiction 

scores have lower muscle mass (Kim, Kim, & Jee, 2015), our findings derived from objective 

logs are less conclusive. Neither study found a relationship between body mass index and 

objective smartphone use is incoherent across studies when controlling for multiple 

comparisons. There initially appeared to be a positive relationship between average daily steps 

and average daily walking and running distance with objective daily pickups but when 

controlling for multiple comparisons this was deemed to be a spurious relationship. The 

portable nature of the smartphone may has been suggested as an advantageous to the health of 

the user. Arora et al., (2013) found that computer use, tv viewing and video gaming were 

associated with increased BMI, but conversely, did not find the same for mobile phone use. 

They stated, “the portable nature of a mobile telephone does not require the user to remain in 

one place during use, thus allowing movement” (Arora, et al. 2013, pp. 1258). This is in line 

with recent discussions that screen time is often conceptualised in absence of ‘exergaming’ and 

other activities which involve physical activity whilst engaging with the device (Kaye, et al., 

2020). Future research should therefore adopt a more nuanced approach and understand both 
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the costs and benefits of specific applications which can be monitored via newly developed 

apps (Geyer, et al., 2020). Recent work has shown that total time spent using smartphones had 

r = .16 effect sizes with anxiety and depression, but that certain categories of apps had 

beneficial relationships (e.g. time spent reading books) (David et al., 2018). Therefore, 

claiming all smartphone use as negative oversimplifies a very complex and multifaceted 

phenomenon. 

However, it can become difficult to objectively measure the use of a specific application 

across many devices (e.g. documenting time spent on Netflix across smartphones, televisions 

and tablets) (Kaye et al., 2020). In these cases, researchers may document estimates of use 

instead. Though importantly, our findings suggest there is a discrepancy between usage 

statistics documented from objective logs vs subjective estimates (see Table 6), which has been 

found repeatedly across many studies (Andrews et al., 2015; Boase & Ling, 2013; Parslow, 

Hepworth, & McKinney, 2003; Ellis et al., 2019; Kobayashi & Boase, 2012; Lee, et al., 2017; 

Vrijheid et al., 2006).. Across study 2 and previous work, estimated frequency of ‘pickups’ had 

greater deviation from its objective counterpart than daily estimates of screen time (Andrews, 

et al., 2015; Ellis, et al., 2019). In accordance, relationships between smartphone use and health 

significantly differed dependent on whether estimated pickups or objective pickups were 

measured. Thus, if subjective estimates are to be collected, it is advocated that researchers start 

factoring this measurement error into statistical models, as we have quantified here the size of 

this error, e.g. through regression calibration, multiple imputation or latent class analysis (Ellis, 

2019; van Smeden, Lash and Groenwold, 2019). That way, results are likely to be closer to 

what is found with objective measures and could act as a better proxy. 
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5.4.1 Limitations 

Both studies are cross-sectional; therefore, we cannot make any causal claims regarding 

the impact of smartphone use and mental health. However, by using a quasi-experimental 

approach in the exploratory analysis of study 2 and through analysing the naturally occurring 

levels of mental health symptomology in our sample, our findings cast doubt on the presence 

of causal relationships, as those in a high symptomology group did not have increased general 

smartphone usage. It is further possible that participants may have received feedback from 

Apple Screen Time prior to the study, which would have influenced their estimation of use. 

The size of the relationship between estimated screen time and actual screen time is larger in 

study 2 than previous work and may explain why effect sizes with mental health did not 

significantly differ between these measures (Andrews, et al., 2015; Ellis, et al., 2019). 

However, as this correlation is below an acceptable threshold of 𝑟𝑠=.8, there is still an element 

of error between actual and self-reported screen time, which requires controlling for in future 

analysis.  

In addition, by moving the study to an online platform, we achieved a larger and more 

representative sample. However, this meant losing some of the precision obtained using 

laboratory based bioimpedance measures when examining physical health. Nonetheless, as 

BMI scores in study 2 had large correlations with body fat percentage (𝑟𝑠 = .70) and skeletal 

muscle mass % (𝑟𝑠 = -.73) we accepted this as a relatively good proxy. Furthermore, as self-

reports of height and weight may also have measurement error, we analysed the ranges of BMI 

values that were reported in study 2. Findings showed that our sample had BMI values that 

were in line with what is expected in representative sample (WHO, 2018). However, future 

research would benefit from exploring ways to gather body composition such as body fat 

percentage in online settings.  
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5.5 Conclusions 

To conclude, choosing between measurement tools, and accepting the benefits and 

limitations of that choice is an unavoidable facet of all research. However, when understanding 

or making claims regarding the effects of a particular behaviour on health, the cost of this error 

can be considerable. Here we demonstrate that problematic smartphone usage scales have 

significantly larger relationships with mental health than objective logs of use. These are over 

twice the size in a large sample and over four-fold in a small sample. Thus, objectivity should 

not only be present in the way we measure health but should also reside in the way we measure 

usage (e.g. in neurological studies) (Hutton, et al., 2019). Without this, we risk perpetuating 

misleading conclusions into public understanding, which in itself may cause harm. 

Specifically, the concept of ‘problematic use’ requires stringent examination, given that 

increased objective screen time and pickups does not relate to mental health symptomology in 

regression analysis, and due to issues with conceptualisation and scale development. This is in 

agreement with recent arguments stating that ‘excessive ’smartphone usage does not neccesaily 

equate to ‘problematic use ’(Billieux, Philippot, et al., 2015; Panova & Carbonell, 2018). 

Consequently, PSU scales may only capture people’s appraisals of their smartphone use, rather 

than an underlying pathology. Our findings would actually favour addressing people’s 

concerns about their usage over reducing their overall device use, as this relates more strongly 

mental health symptomology. Thus, even if people do have specific worries in relation to their 

smartphone use, our data implies that limiting all smartphone use to only a certain amount per 

day is unlikely to have any demonstrable benefits and should not be a priority for public health 

interventions at this time.  
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Chapter VII 

 

Conclusion 

 

 

 

 

 

 

This thesis provides evidence that, to date, psychology has perhaps only scratched the 

surface when it comes to using smartphones within mainstream research. Smartphones can 

capture a variety of data for psychology including: the context of behaviour (Chapter II; PEG 
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LOG) and digital behaviour (Chapter III; Usage Logger). Such software can be employed to 

deliver strong contributions for applied psychology. For instance, the thesis identified that past 

estimates of smartphone usage poorly correlate with actual usage (Chapter IV) and used that 

tool to falsify past research demonstrating links between smartphone usage and negative mental 

and physical health outcomes (Chapter V). The development of smartphone apps and the 

utilisation of them in research has led me to disagree with early theories about how smartphone 

apps will influence psychological research.  

This concluding chapter will briefly outline the potential theoretical contributions that 

smartphones can have then engage primarily in an evaluation the contributions of psych apps 

to psychological research by incorporating evidence provided in the thesis alongside other 

research. Psych apps may be a significant improvement upon existing methodologies, however 

there are extensive issues for the reliability of validity of data for studies conducted now and 

in the future. If these obstacles can be overcome then psych apps and smartphones represent 

an objective data source of actual behaviour which occurred ecologically. With such a data 

source psychological science will have inherited a solid basis in evidence from this psychology 

should generate more accurate theories and have far greater potential to meaningfully impact 

society. Therefore, I will argue for embracing server-less apps should aim to collect data 

reliably, that is validated, and yet remain transparent in their operation.   

 

 

7.1 Theoretical importance of Psych apps  

 

This section intends to provide support for the assertion that psych apps will deliver 

theoretical freedom to psychologists as the increase in computational power has done by the 

invention of the computer has done achieved (see Chapter I). Generally, psychologists were 
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limited by their ability to conduct statistical tests by how long it took to calculate them. Non-

parametric tests involved an extensive amount of work to calculate manually and thus there 

was an incentive to assume psychological phenomena was normal and therefore parametric 

tests could be used to analyses data.  

 Multiple methodologies in psychology require researchers to adopt assumptions, 

otherwise the underlying logic of the methodology is compromised. For instance, 

psychological tools such as the highly popular NEO inventory (McCrae & Costa, 2008) assume 

that individuals are rational or have bounded rationality (Simon, 1957a; Simon 1957b; Costa 

& McCrea, 1999). Here they define rationality in terms of self-reflection “Rationality is the 

assumption that people are generally capable of understanding themselves and other (cf. 

Funder, 1995)” (Costa & McCrea, 1999, p.161). Yet later in the same page, the concept of 

rationality is broadened to all aspects of human’s interaction with reality: “if our perceptions 

and judgments were wholly out of touch with reality, we would not have survived as a species” 

(Costa & McCrea, 1999, p.161). But, the original intension of the text seems to assert that 

within personality research is that rationality is the ability to accurately introspect.  

They deem effective introspection to be a requirement for their questionnaire to 

accurately capture the personality of the individual. They also hold that because humans have 

survived as a species therefore they are good at introspection. Costa & McCrea (1999) write as 

if it is not pertinent to explain why this logic applies to humans and not to every other species 

in the animal kingdom. Does an ostrich accurately introspect that it is open to experiences 

whereas the earthworm is low in conscientiousness and the microbe is generally agreeable?  

Researchers have provided evidence to suggest that our species survived because of 

perception was adaptive for our ancestral environment (Gilbert, 1998; Haselton, et al., 2009; 

Volchik, & Zotova, 2013) not because we had an objective view of ourselves. Additionally, 

others argues that perception is not objective but partially reflects the “costs associated with 
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performing intended actions” to aid decision making (Proffitt, 2006, p. 110). Hills become 

distorted to appear slanted when wearing a heavy backpack (Bhalla, & Proffitt, 1999). Gaps to 

jump are reported to be longer when participants’ jumping ability is hindered by ankle weights 

(Lessard, Linkenauger, Proffitt, 2009) or they are fatigued (Johnson, et al., 2021). Individuals 

who are overweight typically see distances as longer due to the increased effort required 

(Sugovic, Turk, & Witt, 2016). This distortion of perception can be exploited: making tasks 

appear easier  results in improvements in performance. This occurred in golf (Wood, Vine & 

Wilson, 2013), weightlifting (Buckingham, Byrne, Paciocco, van Eimeren, & Goodale, 2014) 

and rifle shooting (Bahmani, Diekfuss, Rostami, Ataee & Ghadiri, 2018). Perception is 

changed based on changing affordances, and this allows for more appropriate decision making. 

Critics have called this "Paternalistic vision" (Firestone, 2013, p. 455). Largely, this evidence 

pushes researchers not only to question if we can perceive the world objective, but also if it is 

beneficial to do so. There are large schools of thought which now assert that there are biases in 

human judgement which are profound and extensive (Kahneman, 2017; Thaler, 2017) to the 

degree that many judgments may be considered irrational. Indeed, there is a pattern of 

irrationality which is extensively mapped out regarding mistakes that people typically do. 

Specifically, regarding the definition of rationality from Costa & McCrea (1996) , the question 

remains if being able to introspect objectively about oneself is that adaptive? 

For researchers who do not agree with the assertion that humans are good at 

introspecting (rationality) there exists a theoretical inconvenience for researching personality. 

If people are irrational then it seems unlikely that questionnaires will be an effective method 

to capture who they are as individuals. Research tools that do not rely on the subjective 

interpretation are available (brain scanners, observational studies, lab studies, etc.) but these 

methods rarely offer ecological validity data. It may be better to simply establish how a person 

behaves in their daily life to see how they actually are.  Smartphones may offer a method for 
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social psychological researchers free from much major theoretical assumptions as debates for 

if individuals are effective at introspection. Therefore, this tool may offer an effective method 

to identify how people actually behaviour and therefore who they are without needing to also 

assume that individuals are effective introspectors.  

 

 7.2 Reliability of psych apps 

In 2012, Miller wrote the Smartphone Manifesto (Miller, 2012). This represented an 

initial hypothesis of how useful smartphones could be to psychologists. The formation of this 

hypothesis was developed only a few years after the launch of the iPhone. Almost, 10 years on 

the claims contained appear to be reasonable given the evidence available at the time but 

ultimately immature. To provide some context for the period in which this paper was written, 

I will quote the first sentence “Smartphones such as the iPhone, Blackberry, and Android” 

(Miller, 2012, p. 221). The Blackberry has been largely irrelevant on the smartphone 

marketplace for some time now.  

One of Miller’s (2012) core claims asserts how useful smartphones could be to 

psychological researchers. It was argued, the devices could conveniently and consistently 

deliver high quality and objective records of behaviour4 and other data from individuals' daily 

lives. However, substantial issues prevent the devices from becoming the psychological 

researchers’ "go to" tool. Miller did not appreciate that unlike other technologies purpose built 

for psychological research, smartphones are complex commercial products. Smartphones can 

be grouped into technologies that are termed as platforms. Creators of the platforms provide 

 
4 I will only be focusing on smartphones ability to capture behaviour in this conclusion as I have done in this 
thesis. Smartphones can administer questionnaires, yet this represents a very small contribution to psychological 
research as little is gained from having questionnaires completed in an ecological setting. Participants will be 
able to report on their current situation and thus memory limitations should no longer be a factor however 
responses will remain subjective.  
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the ability for third parties to deliver content and consumers can access the platform to consume 

the third parties' content.  

Smartphones are not primarily built with the intention that they are used for researchers, 

and this had profound implications for how reliable psych apps can be or might become. For 

the smartphone to be commercially viable, there must be an amicable relationship between 

three parties: the developers of the smartphone operating system, the developers of the apps, 

and the users of the smartphone. The developers of the operating system must act as authority 

figures and balance the need of the app developers and smartphone users because design 

decisions relating to the operating system will impact how the two parties interact. The users’ 

experience must be sufficiently pleasant, or they may switch to another operating system. 

Equally, app designers need to be rewarded for the consumption of their content. Often, this 

means extracting details of behaviour which is commercially and psychologically valued such 

as location, which can also be sold or used for direct advertising (Ketelaar, et al., 2018). 

However, smartphone operating systems are frequently altered to make such behaviour more 

difficult to capture due to concerns for the user experience or privacy.  

Generally, a smartphone operating system is like a marketplace of content, the 

operating system developers operate as broker, they set the rules of commerce to reach a fair 

deal for both content creators and content consumers. The operating system developers noticed 

that the battery life in Androids was comparatively lower than iPhones despite similar battery 

types being employed (Android Developer, 2017). The source was discovered that when 

largely inconsequential (taking a picture or changing location) events were occurring, all apps 

wanted to extract a record of the behaviour that had occurred and upload the details to a server. 

A push back on the developer's ability has been on-going. For API level 23 (Android 6.0.0; 

Android developer, 2019a), the developers of the operating system started implementing doze 

mode - after phones have not actively been used for a significant amount of time, then almost 
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all background operations would pause until the user opened their phone again. For API level 

26 (Android 8.0.0; Android developer, 2019b) there was a limit on the frequency that apps 

running a background operation (unless they were actively notifying the user of the background 

operations running; called running a foreground service) could request location update data 

that they may only get a location update a few times each hour. Additionally, for API level 28 

(Android 9.0.0; Android 2019c) the degree that an app is allowed to run in the background 

would now be directly proportional to the amount of time that the user chooses to actively 

engage with the app.  

The difficulty for the psychological researcher who develops smartphone apps for 

observational research is that they represent an anomaly for the usual agreements between users 

and content creators. In Androids, a deal has generally been struck between app developers and 

smartphone users. It works as follows: the more that a user chooses to engage with an app, the 

more that app will be allowed to operate in the background. For context, Covid track and trace 

apps were an exception to the rule, their purpose was deemed sufficiently important to allow 

unimpeded operating in the background without the user having to choosing to engage with 

the app (Sabbagh, & Hern, 2020). Without this exception in the rules track-and-trace apps were 

generally unable to operate effectively. Researchers are generally not constructing apps which 

are engaging for participants. Psych apps usually have instructions for participant to complete, 

participants may be contacted to further engage with the app but apps are not generally made 

to be engaging so that the participant returns to use the app of their own volition in the way 

popular apps are. I have extolled the value for apps which record participants' behaviour by 

running a program in the background as it provides the highest quality insight into ecologically 

valid human behaviour. However, precisely this type of app is mostly likely to be completely 

stopped from running in the background resulting a complete halting of data being collected. 

Normally, apps which drain extensive resources by running in the background and are not 
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actively employed by the user would be prevented from wasting resources. Because the 

smartphone does not identify that there is a distinction from a psych app and regular app then 

the regular standards are being applied. Henceforth, I will use the term the phenomena of the 

operating system type 1 error.  

As will be reviewed later, the psych apps provide highly accurate data which can be 

assessed for validity in real time. But the operating system type one error (OSTOE) could result 

in data collection being stopped randomly for different participants. When the smartphone halts 

background processing may be determined by remaining battery life, amount of usage, the 

processing power required by other apps. This issue could render an otherwise exciting and 

potential methodology to be flawed and unreliable. As this issue is so central, I have explored 

three hypothesized types of solutions: compliance, protesting and micro-psych app.  

7.2.1 Compliance solutions 

Compliance solutions to the operating system type one error (OSTOE) will involve 

researchers engaging participants. Fundamentally, this approach accepts the standards that 

have been placed upon the developers of psych apps and change their design decisions to 

accommodate the standards. This would work by the participant enjoying engaging with psych 

apps and therefore the participant routinely engages with the app and the academic can 

passively monitor the participant behaviour as a result. This solution can be broken down again 

into collaborative solution and competitive solution.  

7.2.1.1 Collaborative-compliance solution 

The collaborative-compliance solution involves partnering with industry to study 

participants who are already engaged with a product. Simply, researchers would request 

amendments to already existing apps to gather data in the background. Existing research 

(Johannes, Vuorre, Przybylski, 2021) which has adopted this approach for studying video 
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games demonstrates that it could be effectual but also this effectively alerts readers to the 

necessary protocols that must be implemented when conducting research with industry. This 

study involved analysing if the well-being of a sample of players of two different video games 

is impacted because of their usage. This study is different than many other such studies because 

the duration of play was objectively established through using the records of Electronic Arts & 

Nintendo of America. Ultimately, the research found a weak correlation between hours played 

and increased well-being.  

There were two separate games that were involved in the study. The data collection 

regarding one video game was problematic but not for the other. For the first video game Plants 

vs. Zombies: Battle for Neighborville there was not much control over the data collected by the 

researchers. They reported that "Electronic Arts (EA) programmed and hosted the survey on 

Decipher, an online survey platform, and sent invite emails to adult … Electronic Arts then 

pulled telemetry game data of players" (Johannes, Vuorre, Przybylski, 2021; p.4). Therefore, 

Electronic Arts would have control of both the survey data and the associated video game usage 

data. The organisation might well be motivated to return data that suggested video games were 

good for individuals mental health and change the narrative that had been standing for a lengthy 

period. There may be significant financial reason to do so. If there was compelling evidence 

that video games were not harmful to people's wellbeing, but instead were beneficial, it may 

reduce any reservation that gamers and parents had regarding purchasing more video games. 

This is exactly what happened, circulation of this study began on the 16th of November 2020 

(Yahoo, 2021a), the stock price of the Electronic Arts was $118.60 but the daily closing price 

linearly ross until the end of 18th of December 2020 the price was $142.61 (An increase in the 

company valuation of 20%). The same trend occurred for Nintendo (the other company 

involved in this study) during this time. The stock price of Nintendo was $63.50 on the 16th of 

November and the daily closing price linearly rose until the 17th of December $82.15 (An 



 

229 

 

increase in the company valuation of 29%; Yahoo, 2021b). Thus, the organisations had 

opportunity and motive. Such increases in the valuation of the company may well influence 

the bonus that executives receive and will directly impact the value of assets held by 

stakeholders.  

However, it seems that we can be confident that the data was not manipulated because 

of how the data collection occurred for the other game Animal Crossing: New Horizon. The 

data collection was controlled by the researchers and the Electronic Arts would only have 

access to the participants hash number so that the video game usage records could be extracted 

and therefore no manipulation of the data could effectively occur. We can compare the scores 

across the two video games for multiple metrics, it appears that the data collection process 

controlled by the researchers showed that the link between playing video games and wellbeing 

was more positive than the data returned from the Electronic Arts. If the only data collected in 

this research was directly controlled by private companies then readers may well doubt that the 

validity of the data and thus the overall confidence in the findings may be limited.  

If a collaborative researcher solution is embraced to combat the OSTOE then there 

needs to be strong guarantees that the corporate interests do not corrupt the objectivity of the 

research. From the paper it appears that Electronic Arts in all probability did not alter the data, 

but there is no guarantee that other companies will not take advantage of researchers and their 

control of the data. Readers may have greater confidence in the integrity of the findings if 

protections against corrupting influences had been set up, such as having a third-party oversee 

data collection analysis, which has been implemented in past research (Ellis, McQueenie, 

McConnachie, Wilson & Williamson, 2017). Indeed, the research should also adhere to well 

documented open-source practices wherever possible (Hesse, 2018). Or if corporations make 

significant influence on how the research is conducted then it essential that such influences are 

clearly declared 
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7.2.1.2 Competitive compliant solutions 

Researchers unable to secure an industry partnership or who are sceptical that any such 

partnership can foster objective research may be tempted to build their own app to access data. 

This is a huge technical requirement and puts academics in direct competition with app 

development companies. There are reasons why an app generated primarily by researchers 

would struggle to compete for attention in the app market places. First, it is statistically harder 

to be a popular app developer than a well cited academic, popular classical musician or popular 

novelist. For content creation generally 80% of success will be shared by 20% of the creators 

(Taleb, 2007). This applies to 20% of academics receiving 80% of all citations, 80% of classical 

music played comes from 20% of the composers and 80% of novels read are from 20% of the 

authors (the rate is worse for non-fiction writers). Conversely it is significantly more difficult 

to become successful as an app publisher. Since 2014 to 2019 around 80% of all apps (across 

the App store and Play store) downloaded will be created by just 1% of the app developers 

(Perez, 2019). Part of this figure is inflated by app publishers buying out successful apps and 

then republishing the app as their own product. Facebook has done this multiple times 

(Martinez, 2016). Facebook in a financial quarter will receive a similar amount of app 

downloads as 100,000 apps developers from the 99% group. Additionally, "More than 95% 

[of] apps are downloaded by fewer than 1,000 devices" (Liu, et al., 2017, pg. 7). Suggesting if 

a researcher wishes to develop an app which participants will choose to download for a well 

powered study (+1000 participants), they may need to develop an app which has the potential 

to be more popular than 95% of apps (additionally the academics will have to resist the 

temptation of being bought out by Facebook for millions).  

Second, there are many companies which operate internationally and are specialised in 

app development and marketing and have extensive resources for producing apps. Whereas 

academics may have difficulty getting resources from funders to build such an engaging app 
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as it could seem peripheral to the fundamental research being conducted. Second, academics 

attention is typically required to be divided across research, teaching and administration. There 

may not be the time within an academic community committed to building such a competitive 

app within a necessary timeline for it to be appealing in the market. Third, it is reasonable to 

assume that researchers are generally far less experienced at producing apps than app 

developers and therefore the apps may not be as refined as those on app marketplaces.  

However, there are also advantages that a group of academics have relative to app 

builders. First, the researchers' apps do not have to be commercially viable they only have to 

be engaging. It will not be necessary on the apps to have adverts, pay walls, or adopt a free-to-

play business model. Additionally, this may provide more freedom to the format of the 

application, large app developers may decide to instead make small variations on historically 

successful formats. Second, only one application must be successful for a litany of experiments 

to be tested. If academics build an app which can allow for hosting multiple experiments, then 

a single successful app could provide a group of academics an enormous amount of high quality 

ecologically valid data. Whereas multiple unsuccessful apps can represent a sizable loss to an 

app development company. These points overlap, they both identify the potentially freedom 

that researchers have in developing apps and how this represents an exciting opportunity.  

Note that these collaborative solutions do not provide the psych apps with any more 

permissions than typical apps. Therefore, any psych apps which embrace this solution will still 

have to contend with issues like doze mode (Android Developer 2019a) which affects all apps 

and the related reliability issues.  

7.2.2 Protesting solution 

Protest solutions would focus upon highlighting to the developers of the operating 

system that psych apps should be in their own category and not subject to typical regulations 

of app behaviour. They should be considered an exception, similar to that of the track and trace 



 

232 

 

apps designed to combat Covid-19. However, the episodes surrounding Cambridge Analytica 

(Wylie, 2019) were most probably a strong lesson for operating system developers not to 

provide academics with special permissions!  

Facebook provided an academic from Cambridge University called Dr Kogan with 

access to highly restricted permissions to gather data for their research. The permission 

provided Dr Kogan with an ability to collect data in a very invasive manor. A Facebook user 

who signed up to his study would allow all of the data on their Facebook account and all of 

their friends' Facebook accounts to be collected. Thereby an individual member of a friendship 

group could consent for all their friends' online behaviour to be documented by the researcher. 

 Unbeknownst to Facebook (Wylie, 2019), Kogan was collaborating with the private 

company Cambridge Analytica. Kogan's research was funded by Cambridge Analytica and as 

an agreement both would keep a copy of the data extracted. Kogan would use the data for future 

research whereas Cambridge Analytica would use the data to build a personality profile for 

millions of people across the United States. For the people that Cambridge Analytica had a 

personality profile of, it was thought that they could better target them with messages to 

dissuade them to vote for members of the Democratic candidate for president (specifically 

Hillary Clinton). The success of their efforts is unlikely to ever be determined but this was very 

damaging for Facebook. Cambridge Analytica is a recognisable name and has tarnished the 

image of Facebook to such an extent that governmental hearings were held to review how 

Facebook operates (The Committees on the Judiciary and Commerce, Science and 

Transportation, 2018) although Cambridge University remained largely unscathed. Certainly, 

Google and Apple would take lessons from Facebook and may be more than hesitant to allow 

academics generally to have permissions not generally accessible to the public. Additionally, 

it is not clear how researchers would put pressure upon Apple and Google to add permissions 

just for academics.  
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There is a possibility that governments, in the interests of investigating the impact of 

screen time upon smartphone consumers (UK Parliament, 2019) may pressure developers of 

smartphone operating system to allow for psych apps to operate in the background unimpeded. 

This may function as follows, when distributing apps through an app store certain app 

publishers linked to universities will be certified as developers of psych apps (perhaps if the 

academics agree not to share the data with individuals or parties with commercial interests). 

All apps which are designated as products of official psych app developers can request from 

the user that they run in the background unimpeded. Users would be warned of the impact upon 

their battery and performance issues that occur as a result. The permission could function in a 

complex fashion, perhaps the permission would expire after a given point in time, such as the 

designated conclusion of the experiment, or after a certain amount of elapsed time the 

participant would have to again approve the permission.  

The feasibility of such a solution is questionable. Primarily, placing pressure on such 

large cooperation's as Google and Apple is difficult. Various governments have not been able 

to enforce these companies to even pay taxes (Galloway, 2017). Critics have gone so far as to 

suggest that it may be similarly difficult to force specific changes in the underlying function of 

the operating systems. Additionally, it is difficult to say that any legislation generated will be 

future proofed against changes in technology. For instance, Facebook has launched smart 

glasses (Facebook, 2021), that offer another potential tool for psychological researchers. 

Would legislation on psych apps apply to smart glasses? If all reprogrammable technology 

must provide academics with special permissions access,  will this stifle innovation for other 

technology? Finally, pressure on operating systems seems unlikely to result in a repeat of the 

Cambridge Analytica scandal as the intension of a policy change would be to increase 

reliability of data gathering methods, and not provide access to additional data. Yet, it is 

difficult to predict what the impact on operating systems would be and if it could be exploited. 
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For instance, an academic could fake interest in the blockchain applications of smartphone 

devices. They could then use smartphones to mine cryptocurrency at the expense of the 

smartphone users, while they would personally benefit from it.  

7.2.3 Mirco-psych app  

Smartphone operating systems halt programs operating in the background frequently. 

One instance, is when the user is not engaging with the app therefore the app is identified as 

useless to the user and therefore the background operations may be suspended from ever 

running, described as OSTOE. Other reasons include doze mode (Android, 2019a), where the 

user has not engaged with the device for a period of time and all apps are halted from running 

in the background with a few exceptions for apps central to the smartphone's functionality. 

Given enough time, this will even stop an app from being able to generate notifications. There 

is a potential hack to overcome all of these issues by exploiting the limitations of enforcement 

of regulation of app behaviour. The method to do so has been termed the micro-psych app. 

This hopefully represents the next step in the evolution of the Miller’s (2012, p 222) “psych 

app”. Micro-psych apps fundamentally describe two different collections of hardware that 

symbiotically interact - a smartphone and a micro-controller. A micro-controller is a small 

computer that can be reprogrammed to produce electronic outputs and detect input from 

sensors. A micro-psych app involves the micro-controller being connected to a smartphone 

(via a usb or other methods; much of the inspiration for this idea comes from Chapter III).  

This will allow the micro-controller to benefit from the smartphone’s battery and allow 

communication between the two devices. The smartphone contributes:  

- A battery source 

- A user interface 

- Long-term memory storage 
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- A radio signal (WiFi, SMS) to communicate data to researchers 

- People are accustomed to carrying smartphones around 

The microcontroller then offers: 

- An highly customisable operating system 

- A hugely diverse number of sensors to obtain data from 

- Backup Long-term memory storage 

The fundamental principle of gestalt psychology rings true here - the whole is greater 

than the sum of the parts. These micro-psych apps do not suffer the limitation of psych-apps 

and together this may produce a far more reliable system. To demonstrate this I have developed 

a micro-psych app version of PEG log (described in Chapter II). One of the extensive 

restrictions of the android operating system impacted PEG log - Doze mode (Android 2019a). 

Doze mode ensures that after a period of inactivity (roughly 15 minutes although this varied 

across phones) PEG log would be paused to preserve the battery. This would stop the collection 

of location data.  

To overcome the problem of Doze mode a solution was designed and developed (a 

video demo can be found here - Geyer, 2020a; code can be found here - Geyer, 2020b). 

However, this solution offers a more heightened control of the data control in general. First, a 

signal would routinely be sent out of the Arduino Uno (microcontroller; Arudino 2021a) via a 

USB. When the phone entered doze mode the signal would stop being sent or received. After 

5 seconds passed without a signal being received by the microcontroller, the microcontroller 

would begin logging location data by itself. The microcontroller would use the connected GPS 

module (ICQUANZX, 2021) and retrieve data every 15 seconds. This data would then be 

stored by using a SD card module (Diligent, 2021). This was all possible because of specific 

Arduino packages that handle reading GPS (Hart, 2019). In the demo, the data was uploaded 
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to the android routinely. But in a complete psych app, the data would only be uploaded when 

the signal resumed being sent. 

The initial exploration of this solution was promising, but was greatly limited due to 

my lack of understanding of circuitry. In the demo, I used an Arudino Uno (68.6 x 53.4mm; 

Arudino 2021a) due to the output being 3.3v required for some of the sensors. The much 

smaller Ardunio nano (18 x 45mm; Arudino, 2021b) however could only supply 5v and 

therefore could not conveniently connect to the GPS module (without smoke appearing, as I 

discovered).  

Ultimately, the microcontroller is intended to be packaged into a variety of 3D printed 

phone cases. The user will simply have to attach the phone case to their device (which provides 

the USB connection between the microcontroller and the smartphone) and install the 

appropriate app and the data collection would occur. This is a much more desirable system than 

simply providing a micro-controller with a battery as participants would have to actively carry 

the device around with them continually, whereas putting the smartphone in a case means that 

the researcher is not reliant on the participant continually performing additive behaviour for 

data collection. 

While this proof-of-concept cannot be considered strong evidence that a superior 

system can be developed to monitor behaviour than the psych app, it provides the rationale for 

future researchers (myself included) to explore the potential of micro-psych apps. The 

partnership between smartphone and micro-controller could operate in several ways: the two 

devices could collect the same data, thus better ensuring the validity of the data. Alternatively, 

the focus could be on reliability such as in the demo and the devices could trade off allowing 

operations to proceed for a lengthier period. Another alternative is that the micro-psycho app 

just runs continually attempting to collect the same data as a smartphone, which offers 

reliability and validity of data but at a greater cost to the battery. Finally, the devices could 
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work in partnership while collecting separate aspects of data to provide greater insights into 

the behaviour occurring or the context of the behaviour.  

These micro-psych apps provide a final component for the psychological researcher 

looking to study behaviour. It is the option which is available to researchers when their research 

would be impacted by the operating system of the smartphone. It is likely that micro-psych 

apps can work across iPhones and Androids. A flow diagram is provided (see Figure.1) to 

recommend what method a psychological researcher should use if they wish to passively 

capture data. 

 Please note, that this current solution is likely subject to being restricted in the future. 

Android may well reduce the communication via usb to external devices in future and this 

could cripple the psych app.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Flow diagram of digital trace solution 
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Note that this represents the three potential solutions for the OSTOE. However, there 

are other issues regarding reliability of smartphone apps.  

 

7.3 Validity of Psych apps data 

This chapter has thus far extensively reviewed the issues for smartphone reliability and 

methods to improve upon the consistency for function, especially when logging sensor data. 

Indeed, there are very significant concerns about researchers' ability to test a participant and 

find that their data collection has quit after a certain duration. This causes us to question if a 

representative account of behaviour is being collected. However, the validity of the data being 

collected is a strength of psych apps.  

7.3.1 Corroborating the quality of psych app data 

 For multiple different psych apps there is an opportunity to corroborate the data in real 

time. Peg Log, described in Chapter II, recognised the complexity involved in getting an 

accurate reading. Location tracking in cities can be difficult because tall buildings could 



 

239 

 

interrupt GPS signals as can heavy clouds (Kijewski-Correa, 2007). However, in areas where 

multiple Wi-Fi routers are present (very common in cities) they can be used for Wi-Fi Round 

Trip Time (Android ,2021) to return a smartphone’s location with 1-2 meters of accuracy. 

There are caveats, but generally a psychologist could know how much time a person spends in 

each room of their house with this technology, given a layout of the house. In more rural 

settings GPS can deliver accuracy location accuracy up to 5 meters. The Peg Log app use 

Android's available packages (Android, 2021c) to establish the radius where the individual 

analysing the data can be 68% confident that the individual was inside the radius (it is not 

publicly known how this is achieved). The validity of the data is being appreciated and taken 

advantage of across areas in academia. Monitoring the location of members of different 

communities has allowed for nuance to enter debates about methods of combating prejudice 

(Dixon et al., 2020). The study allowed for filtering of data which was deemed sufficiently 

accurate (20 meters).  

Similarly, For TOM in Chapter III the capturing of neurological activation was not 

conducted but through development there was continual validation of the communication 

between the app and the brain scanner. When operating properly the app would receive 250 

data points per channel each second. The data packets return a timestamp and a data packet id 

number. Thus, we could guarantee which data packets were being missed because of changes 

in the id number of the data point. Additionally, we add the ability for researchers to establish 

how frequently impedance checks would occur to establish high levels of connectivity with the 

scalp. The participant would also be notified if the connectivity was excessively poor. 

Usage Logger in Chapter IV did this in a different method. The app could collect real 

time data of smartphone usage. Simultaneously the Android operating system would collect 

the same data. Researchers can compare the records from multiple different sources and then 
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were getting similar records of the data. By comparing two accounts (e.g., logbook and 

extracted data), researchers can have a higher degree of certainty of the validity of the data. 

7.3.2 Validating data collection protocol and privacy 

For Usage Logger in Chapter IV did not provide the option to assess the validity of the 

data in real time. To overcome this, I validated how the app operated through causing actions 

to occur and reviewing how accurately Usage Logger would record the time of that action 

occurring. The size of the error seemed to be determined by the complexity of the action 

occurring in the foreground. Thus, the app can be relied upon to detect events occurring on the 

smartphone (app being opened/closed, notifications being deleted/constructed, screen closing 

etc.). An important point is that Usage Logger cannot verify precisely if an individual is 

cognitively engaged. Specifically, the app may be on, however it is unclear if the owner is 

paying attention to it. An app may accidently be left on while the smartphone was charging 

overnight, this could be discernible by seeing 8 straight hours of consuming the same app 

(especially if that app functions as a clock or alarm or other such app) but it will not often be 

obvious when people are and are not paying attention to their smartphone.  

There are theoretical options available for ensuring that a researcher knows when an 

individual is paying attention to their smartphone. For instance, as a system android provides 

the capability to monitor every button press which occurs on the phone (Android 2021; with 

extensive caveats). Additionally, when the smartphone is being employed then the self-camera 

could be employed in combination with facial recognition software to verify that the individual 

using the smartphone is the intended participant. Such a solution could well raise significant 

privacy concerns and thus may mean that only a small subset of the population may engage in 

the study and thus any associated findings of the research may not be generally applicable. 

Indeed, research should be conducted into what types of smartphone data that people permit to 

be collected about them in a psychology study. As time passes, concerns regarding privacy 
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may well erode and therefore what a representative sample of the population is willing to have 

collected about them. There are practicality concerns, such as would the battery be sufficient 

to monitor the participants’ behaviour so much for a meaningful period of time? To avoid such 

issues, researchers employing psych apps may have to make assumptions about the underlying 

behaviour of the participants, such as every time the screen is on participants are observing 

their phone. Or come up with filters that remove times when screens are obviously not been 

engaged with (e.g. Johannes, Vuorre, Przybylski, 2021).  

Indeed, such problems are pervasive amongst psych apps. For instance, the number of 

WiFi id's identified is used as an indicator of how many people someone typically is around 

(Wang, & Marsella, 2017). However, there is an assumption here that Bluetooth enabled 

devices correlate with the number of individuals surrounding the person. However, people 

could engage with others without it being detected via Bluetooth. Smartphone microphones 

were also employed to detect the degree to which someone was engaging with others. 

Monitoring occurrence of speech is separate from detecting meaningful conversation occurring 

(I am currently reading this thesis aloud and a speech monitoring system may confuse me as 

currently being social, when I am anything but). More intelligent systems may be constructed 

to guarantee higher degrees of certainty. For instance, there could be improvements on the 

conversation detecting system. For instance, machine learning algorithms could distinguish 

between voices and therefore the research would know exactly when the participant was 

speaking. Therefore, the research may not confuse a lengthy conversation and the participant 

being social from the participant listening to a podcast. Through sophisticated methods such 

issues can be employed to overcome such limitations but the invasiveness of such methods 

may be extensive.  
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7.4 Smart psych apps and replication 

For many psych apps (none developed in this thesis), a server that collects and 

orchestrates data collection and data extraction, these may be called smart psych apps. These 

can offer very valuable methods to collect data and provide a real time ability to monitor data 

collection. However, the technical skills required for developing such an app are extensive. 

The app must be built, then integrated with a server, the server must be managed and the server 

must be protected from physical and cyber-attack. This can be a roadblock for open science. 

The technical skills required to do this can overwhelm accomplished programmers who have 

developed multiple apps (this includes myself). Additionally, while many electronic devices 

can operate as a server, these cheap options expose the server host to multiple security 

vulnerabilities and therefore expensive commercial options are the only reasonable solution 

without significant knowledge of cyber security.  

 For instance, Dixon's and colleagues’ (2020) study utilised a psych app which monitors 

the movements of participants around Belfast. Impressive claims are made regarding the 

android app (Huck, 2016). They claim that their app recorded the location of participants every 

4 seconds. However, I could not find any mention of drop out in data collection, nor of a method 

that prevents the operating system stopping collecting data of which there are a number 

(Android 2019a, Android 2019b, Android 2019c). Even though the code is publicly available, 

because a server was used in this design, there is substantial difficulty involved in testing if the 

app does not have any data quality problems. For open and transparent research practices, it is 

much easier for researchers to employ serverless solutions and utilise software that can be 

directly downloaded from app stores than relying on others setting up their own servers to 

replicate results.   
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7.5 General thesis limitations and challenges 

The thesis has had several limitations that were associated with the research. For 

example, a study into the location of participants over a two-week period was partially 

conducted but the study was abandoned after significant difficulty recruiting participants. 

Understandably, participants were reluctant to allow the researchers to continually monitor 

their location for a two-week period. Other problems included issues with an early version of 

the location recording app. Additionally, multiple participants were not transparent about their 

future plans regarding leaving the local area as staying in the local area was a part of the 

eligibility requirements. Ultimately, the study was shut down after few people participated and 

many of those who did participate would experience issues with the app (a very early version 

of PEG log) or would not follow experimental procedure. From this experience, a next step 

could be conducting research with location sensing with superior software and a better idea 

regarding the recruitment practices that would need to take place to ensure greater participation 

(also after national lockdowns are no longer in effect).  

Another limitation is that this study of digital traces only focused on one of the two 

primary smartphone operating systems - Android. The iPhone makes up a significant 

proportion of the international smartphone market and is the best-selling product of all time (if 

you consider all versions of the device, the same product; Merchant 2017). iPhone users also 

as a group have a different personality than android users (Shaw, Ellis, Kendrick, Ziegler, & 

Wiseman, 2016). But, the iPhone share is typically owned by western, educated, industrialized, 

rich and democratic individuals who are overly represented in the psychological literature 

(WEIRD; Henrich, Heine, Norenzayan, 2010). There is, however, significant difficulty 

involved with developing apps for iPhones and publishing them to the app store (Apple, 2021). 

Many of the options available on android are not on iPhone such as retrieving highly detailed 

usage monitoring records. While we did develop a location sensing device on the iPhone it 
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could not rival the android version (Peg Log; chapter II). Background logging could not restart 

upon the phone restarting. Therefore, any participant who would turn off their phone or remove 

the app from the list of apps allowed to run in the background (easily done in an iPhone) would 

stop data collection. Once the app was mostly developed, it became apparent that we were 

limited to install apps onto a handful of participants’ iPhones locally by the Apple developer 

platform. The only other option for installing the app on participants’ phone was publishing it 

on the app store and that would be very difficult due to Apple’s secret and rigid criteria of what 

is allowed to be published on the store. As a result of these multiple difficulties the project was 

abandoned.  

 

7.6 Thesis Conclusion 

Psychology has struggled to effectively and accurately monitor ecologically valid 

behaviour since its inception. I have provided three different applications that deliver such 

methodologies. One of these applications was used and highlighted issues of previously 

employed methodologies and brought into question the link between negative health/mental 

health and smartphone usage. Generally, psych apps can deliver highly accurate data from 

sensors and associated databases but its collection can be unreliable. There are three broad 

categories of solutions that can be employed to over come this issue. How this issue is 

overcome will determine if smartphones are considered a more standardised method to conduct 

psychological research in the future. Reflecting a diverse history, there will always be appetite 

for methodological innovation across psychological science. 
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