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Abstract

This thesis describes the upgrade of the first high power X-band RF test for high
gradient accelerating structures at CERN, as required for the e+ e- collider research
program; Compact Linear Collider, CLIC.

Significant improvements to the control system and operation of the first test
stand, Xbox-1, are implemented. The design and commissioning of the new Low
Level Radio Frequency, LLRF, system is described in detail. The upgrade also en-
compasses software, interlock systems, timing, safety and control. The new LLRF
requires an up-convertor to convert an input signal at 187.4 MHz to 11.806 GHz. The
most common method is a phase locked loop, PLL, an alternative method was envi-
sioned which uses single side-band up-convertor. This necessitated the design and
manufacture of a custom cavity filter. The up-convertor and PLL are compared and
both are implemented in the new LLRFE.

The new LLRF system is implemented at Xbox1 and used to RF condition a
50 MW CPI klystron, the final output power was 45 MW for a 50 ns RF pulse length.
The phase and amplitude of the LLRF, TWT and klystron are characterised with
both the PLL and up-convertor. The klystron phase stability was studied using a
sensitivity analysis.

The waveguide network between the klystron and the accelerating structures is
approximately 30 m. This network is subject to environmental phase changes which
affect the phase stability of the RF arriving at the structures. A single path inteferom-
eter was designed which will allow a phase measurement pulse at a secondary fre-
quency to be injected into the waveguide network interleaved with klystron pulses.
The interferometer is commissioned in the lab and low power measurements val-
idate its operation. The system is then integrated into the high power network at
Xbox1 and used to measure phase shifts in the waveguide network which are corre-

lated with temperature.
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Chapter 1

Literature Review

1.1 The CLIC Study - A Future Linear Collider

The Compact Linear Collider, CLIC, is a design for a future linear accelerator that
will reach unprecedented energies for lepton collisions. CLIC would offer significant
fundamental physics insight beyond that available from the Large Hadron Collider,
LHC. The particle beams will use a novel two beam acceleration scheme in two op-
posing linear accelerators and the beams will collide in a central physics detector.
CLIC is an international collaboration based at CERN which is also the proposed

site for the accelerator.

1.1.1 Physics after the Large Hadron Collider

The Large Hadron Colliderm, LHC, based at CERN, is the largest and highest-energy
particle collider in the world today [1]. The LHC provided thorough exploration of
the TeV energy range which lead to the discovery of the Higgs Boson. The knowl-
edge attained from the LHC will be used to determine the nature of its successor.
The successor will likely be used to search for dark matter candidates and to pro-
duce more understanding of the Higgs mass.

The second operational run of the LHC began on the 5th April 2015, the LHC
restarted after a two-year break and achieved collisions at 6.5 TeV per beam, 13 TeV
total. In 2016, the machine operation focused on increasing the luminosity for proton-
proton collisions. Technological improvements increased the collision rate to 40%
above the design value. In 2017 the luminosity was increased further and reached
twice the design value. After some years of running any particle physics experiment
typically begins to suffer from diminishing returns, as the key results reachable by
the device begin to be completed, later years of operation discover proportionately

less than earlier years. In particular at the LHC there is a lack of direct evidence
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for new physics beyond the Higgs boson discovery [2]. A common response is to
upgrade the devices involved, typically in collision energy, luminosity, or with more
advanced detectors [3].

The High Luminosity LHC, HL-LHC, is an upgrade of the LHC to achieve in-
stantaneous luminosities a factor of five larger than the LHC nominal value.

The second long shutdown of the LHC started 10 December 2018. The LHC and
the whole CERN accelerator complex is being maintained and upgraded in order to
implement the HL-LHC. The timeline of the project is dictated by the fact that, at the
beginning of the next decade, many critical components of the accelerator will reach
the end of their lifetime due to radiation damage and will need to be replaced. The

upgrade is crucial to enable operation of the collider beyond 2025 [3].

Luminosity

Luminosity is one of the most important parameters of an accelerator [4]. Luminos-
ity, which is the measure of the number of potential collisions per surface unit over a
given period of time, is an essential indicator of an accelerator’s performance. Inte-
grated luminosity is measured in inverse femtobarns (fb-1); one inverse femtobarn
equates to 100 million million collisions [1].

In particle physics experiments the energy available for the production of new
phenomena is also an important parameter. The required large centre-of-mass en-
ergy, the energy available for a collision, can only be provided by colliding beams
where little or no energy is lost in the motion of the centre of mass system [3]. Be-
sides the energy, the number of useful interactions is also an important parameter.
This is especially true when rare events with a small production cross sections are to
be studied [4].

Higher luminosity produces more collisions thus increasing the likelihood of ob-
serving rare processes and continuing the study of known physics mechanisms in
greater detail [3].

The luminosity that can be achieved in a linear collider strongly depends on the
emittance of the beams at the interaction point. In order to produce beam with high
luminosity and repeatability, the beam parameters should be stabilized rigorously.
By using beam-dynamic calculations and simulations, the stability targets for RF
system can be proposed on basis of analyzing the influence of RF jitter on emittance

growth in the main beam [5], [6].
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In calculations, when the RF amplitude and phase, jitter increases the beam pa-
rameters gradually deviate from the optimal values [7].

Respectively, the amplitude jitter has a significant impact on the beam energy,
and the phase jitter mainly leads to a higher energy spread and emittance [5]. From
this is is clear that the RF quality in the main can be directly correlated with the CLIC

luminosity.

1.1.2 A Future Collider

Future accelerator experiments are being developed which will allow precision in-
vestigation of the Higgs boson and the top quark. In addition, they should offer
discovery potential for ‘new physics’ complementing the possibilities which have
been afforded by the LHC. CERN in collaboration with international partners, is
conducting various R&D programs for the next generation of machines [8].

There are two main pathways envisioned for continuing to make progress in
high energy physics. Firstly, increase the achievable precision of the measurements
of the discovered Higgs boson and of particles that carry the imprint of the Higgs
particle, such as W and Z bosons or the top quark. Secondly, operation at higher

centre-of-mass energies to access states of new physics [9].

1.1.3 Hadron vs Lepton Colliders

Conventionally, particle colliders handle two types of fundamental particles, hadrons
or leptons, which can either be collided with itself or with each other. Each type of
collision can produce different particle interactions and can study physics phenom-
ena at new collision energies.

In particle physics, a hadron is a subatomic composite particle made of two or
more quarks held together by the strong force, protons and neutrons are hadrons.
Hadrons are composite objects with the total energy carried by the particle shared
in a probabilistic way among its gluons and quarks [9].

A lepton is an elementary particle of half-integer spin that does not undergo
strong interactions. The electron and positron are examples of leptons. They appear
to be point-like particles without discernible internal structure.

The additional level of complexity in hadrons, with respect to leptons, increases
the number of possible outputs hadron collisions. The centre of mass energy of

collisions will be distributed over the internal constituents of the baryons involved
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in the interaction. Baryons are heavy subatomic particles that are made up of three
quarks. Both protons and neutrons, as well as other particles, are baryons.
Therefore, hadron colliders allow for sweeping over a large energy range explor-
ing a large phase space for discoveries [9].
Leptons are point-like fundamental particles. When leptons are collided the cen-
tre of mass energy is concentrated into a fundamental particle, hence, the leptons
retains higher energy at the interaction point. By colliding point-like particles, physi-

cists will gain access to decays that are difficult to identify at the LHC.

1.1.4 Circular and Linear Colliders

High energy particle accelerators are also divided roughly into linear and circu-
lar devices. Linear colliders accelerate two beams into a central interaction point,
thereby the particles pass through each component once (magnets, RF units, focus-
ing devices). In a circular machine, particles are accelerated around the same orbit by
using magnetic fields. this allows the RF units to be 'recycled” meaning the particles
will pass through the same RF units multiple times. Furthermore, in a circular col-
lider the RF systems must compensate the energy loss due to synchrotron radiation
and thus maintain the energy of the experiment constant after initial acceleration.

A main advantage of circular colliders of sufficiently large size is to offer a higher
luminosity than a linear one due to the particles passing through the loop many
times to gain additional energy. Also, a circular collider can accommodate more
than one interaction point.

The Future Circular Collider, FCC, project proposes a circular hadron collider
with a centre-of-mass energy of 100 TeV that would reside in a circular tunnel of
about 100 km in circumference [10]. The biggest technological challenge of the FCC
is the realisation of high-field dipole magnets. For the FCC these magnets will have
to provide a magnetic field of 16 T over a length of about 13.5m (the final value being
dependent on the beam optics) [11].

Several examples of circular lepton colliders have been built and operated in the
past five decades, for example LEP at CERN. The technology is mature and there is
technological experience. However, to meet the required energy and luminosity of
a ‘Higgs factory,” several new major technical challenges need to be met. The main
limitation of a circular e + e— collider is that its energy is limited by synchrotron

radiation and thus has no potential for an energy upgrade [12].
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The energy loss per turn can be expressed as shown in Equation 1.1 for a particle

with mass, m, measured in atomic mass units, and an energy, E, measured in Gev.

The mass and energy are combined into one parameter: v = £. Finally, r is the

radius of the circular accelerator or storage ring [9].

AE e
Turn « 2 (L.1)

Synchotron radiation is emitted when charged particles are forced into a circular
orbit by transverse acceleration. The radiated power is related to the fourth power
of the particle velocity, which is proportional to 7, and inversely proportional to the
square of the radius of the particle path. Electrons in the LHC have been able to reach
209 GeV before synchrotron radiation losses became insurmountable at 3.6 Gev per
turn [11].

The energy loss per turn in these machines is on the order of 10 GeV, where the
radiated power which must be replenished by the RF system. The major concerns
are the RF power coupler, radiation shielding, radio activation and the required wall
plug power. The total site power, including cryogenics, magnets, water cooling and
injectors would be even higher [9]. In addition, the hardware must be capable of
withstanding the power emitted by the synchrotron radiation without being dam-
aged [12]. These factors render TeV range circular colliders unfeasible.

An alternative method for reaching TeV energies in a circular lepton collider is
acceleration of muons. Muons are a species of lepton which have a mass of ap-
proximately 207 times that of an electron. They are produced through secondary
interactions when proton beams are fired at a stationary target and the resulting
pions decay to produce muons. The increased mass would be able to reduce radia-
tive losses in the collider by as much as 9 orders of magnitude. In addition, muons
are able to achieve smaller energy distributions at the interaction point compared
to electron beams due to their higher mass. The barrier is that muons will decay
into electrons within approximately 2 us (in the muon rest frame) and that the muon
production yield is relatively small with a large energy and directional spread [13].
Without considerable research effort it is unlikely that muon beams will be able to
reach the luminosity requirement of the LHC successor.

Many studies have shown that a linear collider can add significant value to ex-
ploration of the TeV scale, notably in detailed studies of the Higgs boson and of any

accessible new physics appearing at the electroweak scale (approximately 250 Gev,
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FIGURE 1.1: The Compact Linear Collider (CLIC) shown overlayed
over it’s proposed location at CERN. The final tunnel will be 50km
long and is positioned in front of the Jura mountain range

such as super-symmetry [8].

The Stanford Linear Accelerator, SLAC, was the first linear collider ever built.
Since then, extensive studies on linear colliders have been carried out, CLIC and the
ILC are two flagship programs [14] [5]. The former uses two-beam acceleration while
the latter on is based on, superconducting RF technology. A significant research and
development program has been carried out for both proposals. Linear colliders are
extremely challenging and complex machines, but the key technologies are in hand

and well-organized international collaborations exist.

1.2 The Compact Linear Collider Project

CLIC is an international collaboration based at CERN. The CLIC design will col-
lide two opposing beams of electrons and positrons in a central interaction point,
as shown in Figure 1.1. The CLIC production is proposed to take place in stages.
The construction of the first CLIC energy stage could start as early as 2026 and first
beams would be available by 2035, marking the beginning of a physics program
spanning 25-30 years [5].

The feasibility of CLIC has been demonstrated and documented for both the ac-
celerator and the detector. This current design is the result of a comprehensive study
addressing the performance, cost and power of the CLIC accelerator complex as a
function of centre-of-mass energy and optimal physics output. The proposed loca-
tion of CLIC and a rendering of the machine is shown in Figure 1.1.

A key component of the CLIC physics program studies the production and de-

cay properties of the known standard model particles. The experimental conditions
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FIGURE 1.2: Production cross section (measured in ) as a function
of centre-of-mass energy for the main Higgs boson production pro-
cesses. A larger production cross section indicates an increased like-
lihood of the specific interaction occuring. The design energy of the
linear collider is driven by the desire to observe different Higgs bo-
son production processes which occur more often at different centre-
of-mass collision energies. For example, the Higgsstrahlung proccess
(yellow) dominated up to ~ 500 GeV

at CLIC allow the study of many relevant final states after interaction with high effi-
ciency while keeping the background contributions at a low level. The CLIC study
has potential for Higgs boson and top-quark physics, as well as two-fermion and
multi-boson production processes [15].

At CLIC, the properties of the colliding electrons and positrons are known with
high precision and so resulting Z particle can be measured with matching precision.
Thus, physicists would be able to deduce the Higgs mass and its coupling to other
particles. If an unknown particle were to enter into the equation, for example a
candidate for dark matter, it would be easily and accurately spotted.

Figure 1.2 shows the centre-of-mass energy dependence of the relevant Higgs
boson production processes in e + e— interactions. The CLIC project has designed

25~1 and a centre-of-mass

a collision experiment with a luminosity of 5.9 - 10**cm ™~
collision energy of 3TeV. The CLIC project has evaluated a range of scenarios in
order to minimise accelerator length and cost in parallel with the overarching goal
of reaching design luminosity and collision energy [5].

The intermediate energies for the CLICL stages were selected for optimal Higgs

characterisation. At 380 GeV Higgs are primarily produced via the ‘Higgstrahlung’
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FIGURE 1.3: The Higgs-strahlung (left) is the dominant process up

to ~ 500 GeV, though its cross section decreases with centre-of-mass

energy increases. The WW-fusion process (right) dominates at higher
energies, as its cross section increases with centre-of-mass energy.

interaction, shown as a Fenyman diagram in Figure 1.3. At the 1.4 TeV stage many
more Higgs interactions will take place than in the LHC so this will allow for more
statistics for describing the interactions. Above 1.4 TeV the WW fusion and ZZ in-
teractions begin to dominate. The full CLIC baseline scenario provides about 4.5

million Higgs boson decays over the lifetime of the machine [15].

1.2.1 The CLIC Design

There are currently two CLIC designs under consideration. The primary CLIC de-
sign uses a novel two beam acceleration scheme. A low energy, high current drive
beam is decelerated providing RF power into the low current, high intensity main
beam. The power from the drive beam is extracted via power extraction and transfer
structures, PETS [5]. This scheme differentiates the CLIC design from its competi-
tor, the International Linear Collier, ILC, and from superconducting RF technologies
which are gradient limited around 55 MV/m. A functional diagram of the CLIC
layout is shown in Figure 1.4

The CERN study for a high energy linear collider began in 1985, around the same
time the long range planning committee examined the potential of linear colliders
and their technical feasibility. It was recommended to proceed with CLIC studies
based on the two beam acceleration scheme [16]

Central to the entire complex will be the interaction point which will bring to-
gether two main beams after a scheme of collimation and focusing. It is proposed
that the interaction point will be constructed in existing CERN territory while the
peripheral elements would be in the surrounding Swiss and French area. All of the

components will be housed in the same tunnel.
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FIGURE 1.4: Functional diagram of the CLIC accelerator. Each Drive

Beam complex generates a beam which is decelerated in order to sup-

ply RF power to 2984 accelerating structures in the Main Beam over

the length of one sector. The main beams collide in the central inter-
action point (IP)

1.2.2 CLIC - Main Beam

This section explains in more detail the CLIC two-beam acceleration scheme. The
two main accelerators will accelerate electrons and positrons from 9 GeV to 1.4 TeV
in a single pass.

For the main beam, two lepton beams will be created and pre-accelerated using
standard injector LINACS. The injector LINAC accelerates both positrons and elec-
trons from 200 MeV to 2.86 GeV. The beams will be fed into damping rings to reduce
transverse and longitudinal beam emittance.

In the main beam sections, the accelerating field must be as high as possible to
limit the length of the machine. The RF frequency of the main beam accelerating cav-
ities is 11.9942 GHz. This allows for 100 MV /m gradients in the accelerating struc-
tures using input powers of around 50 MW, short bunch lengths and small intervals
between bunches. All of these factors are favourable for increasing luminosity.

The machine operation will be pulsed because such high power levels cannot
possibly be maintained constantly. The RF pulse length will be 244 ns with 156 ns
flat top and repetition rate of 50 Hz [5].

The RF power for acceleration is provided by a second electron beam. The Drive
Beam runs parallel to the Main Beam. Beam power is extracted from this beam
and converted to RF power in special RF devices called PETS (Power Extraction
and Transfer Structures). The PETS are large aperture high group velocity and over-
moded periodic structures [5]. The power is then injected into the accelerating struc-
tures in the Main Beam. One PETS provides RF power for two accelerating struc-
tures.

Emmittance of a particle bunch is a representation of the volume of phase space

occupied by the particles in the bunch. The emittance targets for the beam upon
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FIGURE 1.5: Principle of the two-beam acceleration scheme: The
beam power in the Drive Beam is converted to RF power in PETS,
each feeding two accelerating structures in the Main Beam

exiting the damping rings are 500 nm horizontally and 5nm vertically. Further ac-
celeration of the low emittance beams will follow in a booster LINAC to replace the
energy lost by the beam during emittance damping. The beam is transported to the
main accelerating complex in two semi-circular turnarounds. The main accelerating

complex is where acceleration gradients of 100 MV /m will be achieved [5].

1.2.3 CLIC - Drive Beam

The Drive Beam is generated at the central campus of the CLIC complex. The drive
beam LINAC will be divided into sections each containing a bunch train which will
supply one corresponding section of the main beam LINAC with RF power. Each
section of the drive beam will be 878 m long and contain 3,000 structures.

One major challenge of the CLIC two-beam acceleration scheme is the generation
of the drive beam pulses with the required high-current (150 A) and high frequency
bunch structures needed for 12 GHz RF power production. The required drive beam
cannot be obtained directly from an electron source with the present technology, in
particular, in terms of bunch repetition frequency and beam pulse length. Further-
more, a highly efficient drive beam acceleration is required [17].

Therefore, a long electron pulse is accelerated by low frequency (937 MHz), nor-
mal conducting traveling-wave cavities, working with strong beam loading. The
structures are relatively short to minimize RF losses in the copper[17].

The long drive beam pulse is then subdivided into sub-pulses by means of trans-
verse RF deflectors, working at half the bunch repetition frequency. The sub-pulses

are then recombined in stages, multiplying the current and the bunch frequency at
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the same time, this process is shown in the time doamin in the diagram in Figure
1.6. The main manipulation for bunch frequency multiplication consists of sending
the beam through an isochronous combiner ring using RF deflectors to inject and
combine the electron bunch trains [17].

The energy of the bunches in the drive beam is only 2.4 GeV but the bunches
current will be 100 A This configuration will provide 62 GeV of acceleration to the

main beam.
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FIGURE 1.6: Bunch train combination by injection with RF deflectors

for a multiplication factor 4. The images show the injection region of

the ring for four successive turns of injected bunches and the corre-
sponding bunch distribution on the RF field of the deflectors [17].

The relative impedance levels of the two systems creates a high transformer ratio.
Low impedance for the PETS and high impedance at the accelerating structures.
Each section of the drive beam will need to convert 84% of its stored energy into RF
in the main beam. After which the drive beam will be dumped and a consecutive
bunch will arrive at the successive section of the main beam line [5].

The CLIC baseline design for Drive Beam production consists of a thermionic
gun, followed by a sub-harmonic bunching system. A potential alternative scheme
makes use of a photo-injector RF gun. The overall performance of the Drive Beam
injector has been demonstrated fully in CTF3, with parameters very similar to the
ones required in CLIC.

The drive beam will be produced in two opposing LINACs running parallel to
the main beam lines. The drive beam will be passed through combiner rings and
delay loops in order to compress the beam in the time domain before entering the

decelerating sections. The first bunch will travel the furthest distance to the lowest
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energy section of the main beam. Sequential bunches will travel progressively di-
minishing distances which ensures correct timing of the arrival of the drive bunch

trains at the PETS. This scheme is shown spatially in the diagram in Figure 1.7.
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FIGURE 1.7: Full Drive Beam Complex of CLIC. The drive beam is

geenrated, compressed in the time domain and frequency multiplied

using three loops of increasing diameter. Finally, the power is ex-

tracted and fed to the main beam (which is shown in the lower half
of the diagram)

1.2.4 Klystron Based CLIC

For the first 380 Gev stage of CLIC the main beams could be accelerated by powering
the X-band accelerating structures using klystrons instead of the two-beam scheme.
A clear advantage of a klystron-based design over a two-beam design at low energy
is that the technical development of full RF unit prototypes is essentially complete
so they can be tested easily. The production of the high-current drive beam for two-
beam power generation is relatively costly but is the better option for the high energy
stages of CLIC [18].

The design uses the same accelerating structure as the 3 TeV stage of CLIC and
achieves the same luminosity and power consumption as an equivalent drive-beam
based first stage. The costs of klystron and drive beam machines are also equivalent
around 380 GeV. A klystron-based first stage could be followed by a drive beam-
based energy upgrade by increasing the LINAC length using the same accelerating

structures but changing the RF power source [18].



Chapter 1. Literature Review 13

1.2.5 CLIC Test Facility

CERN built the CLIC Test Facility, CTF, as a machine for linear collider studies. Once
the CTF facility had achieved all of its objectives the facility was converted into its
second phase, CTF2. The goals of CTF2 were to further the CLIC study:

* Feasibility of the two beam test scheme
* Design and construct fully-engineered test sections
¢ Develop the drive beam technology

The design parameters for CLIC with a nominal energy of 3 TeV were derived
from the successful tests and experience accumulated at CTF2 [19]. The two-beam
acceleration scheme has been extensively studied in the Two-beam Test-stand (TBTS)
shown in Figure 1.8, part of the third generation of the CLIC Test Facility, CTF3.

CTF3 is primarily a scaled version of the CLIC drive beam complex.

FIGURE 1.8: Photo of the TBTS test area with vacuum tanks for the
PETS (right) and accelerating structure (left). [20]

The LINAC in CTF3 uses S-Band, 3 GHz, accelerating structures to produce the
high-current drive beam that generates the 12 GHz RF power for the CLIC acceler-
ating structures. The original purpose of this beam is to test the power extraction
capability of the PETS structures. The PETS transfer the extracted beam energy into
an RF structure where it is used to accelerate the main beam, the simulated electric
field of the two structures is shown in Figure 1.9. CTF3 has successfully demon-

strated drive beam generation, the production of the CLIC RF power, and two-beam
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acceleration up to a gradient of 145MeV /m, well above the 100 MeV /m nominal for
CLIC [21], [22].

The CLIC PETS is a low impedance, high group velocity iris loaded 0.213 m long
structure with a relatively large beam aperture. Each PETS is comprised of eight
octants separated by damping slots. Each slot is equipped with damping loads in
order to provide the strong damping of the transverse higher order modes [5], [23].
In operation, the high peak power RF pulses (135 MW x 240ns) are generated in
the PETS via interaction with a high current (100 A) bunched (12 GHz) drive beam.
These pulses are extracted at the downstream end of the PETS using a special high
power coupler and are distributed to the two CLIC accelerating structures using an

RF waveguide network [23].

FIGURE 1.9: Electric field plot in the CLIC two-beam accelerator unit.
Here the PETS (shown left) is driven by the steady state drive beam
current [23]

Beam stability, beam loss issues as well as PETS and RF structures were stud-
ied in this set-up. CTF3 stopped its operation at the end of 2016 after successfully
completing its program [21].

1.2.6 CLEAR Linear Accelerator in CTF3

CLEAR is a facility which repurposed the previous electron LINAC located in CTF3.
Today, the CLEAR LINAC is capable of producing an electron beam with great flex-
ibility in the parameters. The wide range of adjustable beam parameters is ideal for

a user-orientated facility.
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FIGURE 1.10: Layout of the 3 GHz CLEAR Beamline with CALIFES

gun as of November 2016, no major upgrades have taken place since

this time. The beamline operates mainly at 2.998 554 GHZ with one

X-band acceleration section in the centre. The X-band station was pre-

viously used to test the PETS power extraction scheme with a CLIC
accelerating structure

The European Strategy for Particle Physics has named one of its top priorities as
studies of high-gradient acceleration methods so the CLEAR facility serves this pri-
ority [8]. The CTE3 accelerating hall in 42 m in length and the layout of the CLEAR

beamline is shown in Figure 1.10.

1.3 RF Accelerating Structures for the Main Beam

The parameters of the CLIC Main LINAC accelerating structure have been obtained
through optimization of high-gradient limits, wakefield-related beam dynamics con-
straints, and performance and cost of CLIC at 3TeV [5]. The optimum RF acceler-
ation scheme must provide the highest ratio of the luminosity to the main LINAC
input power. The parameter optimisation led to the selection of 12 GHz, normal-

conducting, travelling wave structures with a design accelerating gradient of 100 MV /m

[5].

1.3.1 CLIC Modules

The CLIC accelerator complex involves the design and integration of many different
technical systems. For the construction of two main LINACs it has been decided to
proceed with a modular design and repetitive two-beam modules. There are just a
few different module types depending on the type of magnets required. The mod-
ules consist of micro-precision components operating under ultra-high vacuum as
required by the beam physics [6].

It has been proven that the drive beam is able to power two accelerating struc-
tures from one PETS structure. Each module might contain up to four PETS, feeding

two accelerating structures each, and two drive-beam quadrupoles. A very dense
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lattice is required for the low-energy drive beam [6]. The proposed CLIC module is

shown in Figure 1.11.
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FIGURE 1.11: CLIC Module Type 1 integration layout [6]. The mod-

ules contain four main accelerating structures which are fed by two

PETS structures. The integration also contains vacuum, water cooling
and a movable girder for alignment

1.3.2 CLIC RF Frequency

Originally it was assumed that the increase of obtainable accelerating fields observed
in the frequency range up to 12 GHz continues for even higher frequencies. This as-
sumption was not confirmed experimentally, which indicate rather a saturation of
the attainable field for an electric surface field-strength of about 300 MV /m indepen-
dent of frequency.

Another important limitation comes from cavity surface damage due to pulsed
surface heating by the magnetic RF surface field. RF pulsed heating is a process by
which a metal is heated from magnetic fields on its surface due to high-power pulsed
RE. When the thermal stresses induced are larger than the elastic limit, microcracks
and surface roughening will occur due to cyclic fatigue [24]. Recent measurements
indicate that the pulsed heating must be limited somewhere in the range of 40K to
120K for copper cavities.

Higher frequency brings higher gradient, lower dimensions and less input power
to the structures. Small dimensions also bring smaller aperture and higher wake-
fields. Frequency choice based also on available technology and available machining

tolerances.
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Based on this information, the optimum RF frequency and accelerating gradient
is 12GHz and 100 MV /m respectively [25]. The final choice of parameters has been

driven by the results of a main LINAC cost and performance optimization [26].

1.3.3 CLIC RF Pulse Length

Pulsed surface heating is proportional to square root of pulse length and square of
peak magnetic field. Pulse surface heating also limits operation due to vacuum arcs.
The relationship between the pulsed heating and pulse length limits the maximum
magnetic field on the surface and through it the maximum achievable accelerating

gradient in a normal conducting accelerator structure [24].

1.3.4 Travelling Wave RF Cavities

The CLIC accelerating structures are travelling wave which means the accelerating
field will propagate through the structure. A portion of the RF power will be dissi-
pated, a portion will be consumed by the beam and the remaining at the output will
be dissipated in a resistive load [27].

Travelling wave structures can be simply described as a cylindrical waveguide
into which obstacles are placed to slow down the phase velocity below the speed
of light to synchronize with the beam. Conventional travelling wave structures use
round disk-loaded waveguide. Usually the phase shift per cell in the disk-loaded
waveguide is 271/3. Coupling between the cells is executed by the electric field
through an central iris in the disks on the axis [28].

In contrast, conventional standing wave accelerating structures usually include
a bi-periodic structure of cavities with 7t1/2 mode of operation. Accelerating cavi-
ties of optimal shape alternate with coupling cavities, phase shift between adjacent
cavities is 71/2 and between the accelerating cavities is 7. The cavity-to-cavity cou-
pling is executed by the magnetic field via off-center windows, and the dispersion is
negative [28].

In physics and engineering, the quality factor or Q factor is a dimensionless pa-
rameter that describes how under-damped an oscillator or resonator is. Q factor is
alternatively defined as the ratio of a resonator’s centre frequency to its bandwidth
when subject to an oscillating driving force.

for very short beam pulses (less than us), there is a clear power efficiency advan-

tage for travelling wave structures. For longer pulses (in the ys range) both structure
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types can be optimised to similar efficiencies and cost. Depending on the specific pa-
rameters standing wave structures can be more cost efficient from the microsecond
range onwards. Due to the extremely short RF pulse lengths required, travelling
wave structures can typically sustain much higher peak fields than any standing
wave structure (CLIC advantage over ILC).

High Q resonant cavities reflect a large fraction of the incident power when the
accelerating structure is filling. Reflections from standing wave accelerating cavities
are a significant problem as it can result in damage to the klystron. For high power,
high frequency applications isolators and circulators do not currently exist [29]. A
standing wave cavity is also difficult to match, a higher or lower input current will
result in reflected power from the structure [29].

The principal difference between the two types of cavity is how quickly the cav-
ities are filled with RF power. Travelling wave structures are filled spatially, which
means that longitudinally cell-after-cell is filled with power. The filling of a trav-
elling wave structure typically takes place with a speed of approximately 1-3% of
the speed of light and results in total filling times in the sub-microsecond range.
Standing wave structures on the other hand are filled temporally, the electromag-
netic waves are reflected at the end-walls of the cavity and slowly build up a stand-
ing wave pattern at the desired amplitude [30]. The filling process is typically in
the range of 10s of microseconds. This means that for applications that require very
short beam pulses, such a CLIC, travelling wave structures are much more power

efficient [30].

1.3.5 Normal Conducting vs Superconducting RF Cavities

Superconducting cavities excel in applications requiring continuous wave or long-
pulse accelerating fields above a few MV /m. Superconducting cavities have a fun-
damental gradient limitation and must use long RF pulses E;.c < 50MV /m limited
by field emission and peak magnetic fields that produce quenches

The traditional arguments against superconductor technology in linear colliders
have been the low accelerating fields achieved in super conducting cavities and the
high cost of cryogenic equipment. Superconducting cavities face a strong physical
limitation: the microwave magnetic field must stay below the critical field of the
superconductor. For the best superconducting cavities, niobium, this corresponds

to a maximum accelerating field of about 55 MV /m while normal-conducting cavi-

ties operating at high frequency (above 5 GHz) should in principle be able to reach
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FIGURE 1.12: Internal Volume of the CLIC Main Beam Structure

100 MV /m or more. In practice, however, superconducting cavities were often found
to be limited at much lower fields of some 5MV/m and hence were totally non-
competitive for a linear collider [31].

Although normal conducting copper cavities are less efficient, they are the natu-
ral choice for the CLIC design due to the high accelerating gradient and short pulse
lengths.

1.3.6 12GHz Accelerating Structures for the CLIC Main Beam

The final design parameters of the accelerating structures were determined based
upon systematic variation of the following parameters: iris diameter, iris thickness,
RF phase advance per cell, RF frequency and average loaded accelerating gradient.
Although a different choice of optimization criteria is possible, the main goal is to
reach the design luminosity at a given energy in the shortest design length. The final
design also satisfies RF factors. These are dominated by, but not limited to; surface
electric fields, pulsed surface heating and scaled power density.

The internal RF geometry of the CLIC prototype structure is shown in Figure
1.12. It has 26 regular cells, which are tapered along the length of the structure, plus
input and output coupler cells.

The group velocity in the last cell is 0.83% vg/c, at this rather low group velocity,
the bandwidth of the structure sets a lower limit to the rise time of the field level in
a cell. The consequence of the limited bandwidth is that two ramps are necessary
at the beginning of the pulse to simultaneously compensate for the structure band-
width and for the beam loading-induced bunch-to-bunch energy spread. The input

pulse shape is shown in Figure 1.13.



Chapter 1. Literature Review 20

1 / \

08

0.6 ‘/ ,

i . N\
0.2 / \‘
% 50 100 150 200 250 300

t[ns]

FIGURE 1.13: Proposed Pulse Shape of the CLIC Main Beam RF Struc-
ture Input Pulse

1.3.7 Manufacture of Accelerating Structures

Owing to the very large amount of structures, the implementation of tuning in the
final design is not acceptable, hence the manufacturing tolerances are stringent. Mi-
crometre tolerance level is required in cell disk fabrication and several micrometres
in the structure assembly in order to satisfy stringent beam dynamics requirements
without additional tuning and conditioning.

The rigorous manufacturing process is aimed at perfecting the copper surface
and mitigating against any defects which could affect RF power transmission and
create field emission sites. Despite this, the cavities will still not always perform to
the desired specification hence cavities are often post-processed, this is known as

tuning.

FIGURE 1.14: Internal Cell geometry for the CLIC Main Beam Accel-
erating Structures. All of the main features are limited to one side of
the disk and the reverse is flat for ease of bonding

The cell geometry shown in Figure 1.14 is adapted to the manufacturing process
based on the bonding of disks in which one side of the disks is flat and the other side
carries all the cell features.

Sources of error due to manufacturing include:

* Inefficiency in acceleration due to RF de-phasing is mainly caused by system-

atic errors in the cell dimensions as it is a coherent effect.
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FIGURE 1.15: Cross Sectional view of a CLIC Main LINAC Acceler-
ating Structure

* Cell-to—cell frequency error due to random errors in cell dimensions causes
mismatch, reflections, and appearance of field enhancement due to standing

waves.

e Tilt of the disks introduces a transverse kick which is proportional to the accel-

erating gradient.

¢ The positioning of the accelerating structures must be aligned with an accuracy

below 3.5um.

1.4 High Gradient Testing and Conditioning

The objective of the X-band activity at CERN is to develop the high-gradient, high-
power X-band RF system for the CLIC main LINACs. The current focus is on con-
structing and operating 100 MV /m prototype accelerating structures and establish-

ing a significant high-power testing capability through klystron-based test stands.

1.4.1 Breakdown Studies

For many years, the accelerator community has been interested in understanding
the high-breakdown limits of RF accelerator structures. In the absence of much ex-
perimental data, accelerator designers relied on the well-known Kilpatrick criterion
which predicts that these limits are a function of the RF frequency and electrode ge-
ometries for the CW regime or very long pulses [32]. Recent experimental results
show that the Kilpatrick criterion indeed could be exceeded considerably [33].

The evidence is that these limits do not appear to be sensitive to choice of metal
as long as reasonable quality control and cleanliness precautions of cavity surfaces

are observed. Careful and gradual RF processing enables one to bring these structure
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up to a fairly well defined gradient limits above which breakdown invariably occurs
[33].

The peak electromagnetic fields inside the accelerating structures create electro-
magnetic arcs stochastically, this occurs even under extremely low vacuum condi-
tions. The electromagnetic arcs are referred to as breakdowns. When trying to in-
crease the accelerating gradient of RF structures the breakdown rate, BDR, becomes
a significant limiting factor. The target for CLIC is a breakdown rate of 3 - 10~/
breakdowns per pulse per metre [5].

The most recent understanding is that small deformities in the copper enhance
the electric field close to the deformity. The deformities produced in the copper are
referred to as field emission sites. The current produced by a field emission site is in
the region of pico-amps to nano-amps. This produces fields of up to 10 GV /m across
nano-metre distances [13] [27].

Breakdowns in the accelerating structure result in damage to the structure. if the
breakdown process is allowed to continue uncontrolled then the damage is irrepara-
ble and 100 Mv/m will not be achieved. In an accelerator with beam, breakdowns
will result in luminosity loss via transverse energy kicks. These are usually compen-
sated by the alignment algorithms. However, during a breakdown, acceleration in
the structure ceases while the beam still receives the kick provided by the alignment
algorithm. The result is a net kick [5].

The quest to accumulate high gradient data in a coherent and quantitatively com-
parable way focused on two frequencies: 30 GHz and 12 GHz. According to the
literature only at these two frequencies has a systematic study been done where
the structure accelerating gradient was conditioned to the limit imposed by the RF
breakdown and where relevant parameters were measured. In particular, all avail-
able data where the breakdown rate (BDR), the probability of a breakdown during
an RF pulse, was measured at certain gradient and pulse length was collected. Data
from structures where the performance was limited by an identified defect or by
some other area of the structure, such as the power couplers, which are not directly
related to the regular cell performance were not included [34].

The relationship between the unloaded accelerating gradient, E, breakdown rate

and pulse length, 7, is described by:

BDR « E37° (1.2)
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This is an empirical relationship resulting from a systematic study where accel-
erating structures were pushed up to their maximum achievable gradient where the
limitation was due to RF breakdown, at this point the relevant parameters were
measured [32].

It is most convenient to compare performance in terms of achieved gradient at
a given value of the pulse length and BDR. To do this the measured data has had
to be scaled. This involves two steps—first scaling the gradient versus BDR and
then scaling the gradient versus pulse length. Both of these scaling behaviors have
been measured in a number of structures, showing that all have remarkably similar
dependencies. In the CLIC study, The BDR is often normalised to 100MV/m and

250 ns pulse length to produce the following equation [35]

30 5
BDR* = BDR <120) <2T5> (1.3)

1.4.2 X-band Test Stands at CERN

CLIC requires 100 MV /m beam-loaded gradient for a pulse duration of 244 ns with
156 ns flat top. A high power X-band research and development program began at
CERN in 2012. CERN has implemented and operated three standalone X-band test
stands in order to research high gradient acceleration using high power RF pulsed
power sources.

After the RF properties have been corrected and verified through the tuning pro-
cess, a structure is ready for high power RF. Initially, the full design gradient and
pulse lengths are not reachable. Although the fabrication steps are designed to clean
and treat the copper surface, they are not fully adequate to remove all field emission
sites and impurities. Typically structures will be able to obtain accelerating gradi-
ents up to 10- 20 MV /m for pulse lengths of 50-100 ns before outgassing events start
to occur. From this point the power must be increased while trying to keep the vac-
uum level below an acceptable threshold (typically 10-7 mbar) [27], [36]. structure
start to become the limiting effect when trying to increase the power. The power is
now increased while trying to keep the breakdown rate (BDR) at the order of 10 -5
breakdowns per pulse (or about 2 per hour at 50-60 Hz). Once the nominal gradient
has been exceeded by a few percent, the pulse length is increased and the power

level decreased. This process is repeated until the nominal parameters are achieved.
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1.4.3 RF Conditioning

RF accelerating cavities cannot handle high gradients and long pulse lengths imme-
diately after manufacture. Cavities must undergo a gradual conditioning process
to be able to reach the design gradient. This process involves slowly increasing the
power level, usually starting around from 5MV /m and a 50 ns pulse length. Simul-
taneously the vacuum level inside the structure must be maintained below a level
of around 10~ "mbar to prevent outgassing. Once the structure surpasses 20 MV /m
then the impact of of breakdowns begin to supersede outgassing. At this point the
conditioning scheme will usually swap from vacuum conditioning to breakdown
conditioning. The break down rate, BDR, is maintained below a target value of 10>
breakdowns per pulse while the power level is ramped up to the design power and
pulse length, nominally 100 MV /m and 200 ns. An example of the conditioning pro-

cess of shown in Figure 1.16.
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FIGURE 1.16: Data showing the processing history of a TD24R05

CLIC prototype structure tested at KEK [37]. The red and green

points show the accelerating gradient and the pulse width respec-
tively

Conditioning also allows for the BDR to reach a steady state. From experience
this is usually 1-2 times lower than the initial breakdown rate of a newly manufac-
tured structure. The conditioning process is time consuming and involves exposing

the structure to around 350 million pulses. At 50Hz this is 1600 hours of pulsed RF
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power. This process is greatly improved by the implementation of conditioning al-
gorithms to safely increase the power whilst monitoring vacuum levels, BDR, and

all other safety and system interlocks [7].

1.4.4 Breakdown Localisation

Breakdown localisation is an important diagnostic tool of accelerating structure tests.
Generally, localisation is an estimation problem where one has a finite set of indirect
and noisy observations, into which a set of coordinates specifying a location are en-
coded. Conceptually, vacuum arcs are similar to gas discharges, of which lightning
and static discharge are the most commonplace examples. Breakdown occurs when
the potential difference between a charged object and a grounded object exceeds the
dielectric resilience of the material in-between the two. Consequently, the insulator
breaks down and electrical current starts flowing across the potential gap. Similarly,
a vacuum arc is an electrical discharge between two or more electrodes under vac-
uum [38].

In most experiments, RF power and phase are monitored, since they are the main
diagnostic tools of structure testing. RF pulses and breakdowns also pull off elec-
trons from the surface of the bulk copper. These electrons are accelerated by the
electromagnetic fields in the structure before being ejected through the beam pipe.
Additionally, currents picked up by Faraday cups are regularly used to determine
the absolute timing of breakdowns [27], [36]. In traveling-wave structures, three sig-
nals are typically recorded: RF power incident on the structure, INC, power reflected
from the structure, REF, and power transmitted through the structure, TRA. If the
accelerating structure is well matched to the rest of the RF network, reflections from
the structure should be minimal, which means that during normal operation only
the incident and transmitted RF power are nonzero. A breakdown acts as a short cir-
cuit, which causes reflection and loss of transmission. The transmitted and reflected
signals are delayed and attenuated by the propagation in the structure and RF net-
work. These signals can be used to determine the location of the breakdown. Since
the precise reflection/absorption characteristics of the breakdown are unknown, a
‘time difference of arrival’, TDOA, approach is often the most robust. Therefore, the
round-trip time of REF (trr in Figure 1.17) is estimated. In practice, the time taken
by the incident signal to travel from the directional coupler to the breakdown cell

and back is measured (7; F in Figure 1.17).
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FIGURE 1.17: RF signal time delays in a traveling-wave structure. The

round-trip time Trr is used to localize the breakdown. In practice, 74

,REF is first estimated using the TDOA approach on REF and TRA or
REF and INC

An alternative method uses the phase information. Once the delay between INC
and REF has been estimated, the phase difference between the two can be evaluated.
The resulting signal represents the phase shift that the RF occurs when traveling
through the structure and the waveguide network to the breakdown cell and back
(Figure 1.17). The phase provides additional information that can be used to validate
position estimates and correct uncertain estimates to within a few neighboring cells.
For a structure with a phase advance per cell of ¢, the phase difference Af should

assume discrete values for breakdowns in regular cells [36], [38].

1.4.5 X-Band Power Sources

Despite the use of the drive beam in the final CLIC design, 12 GHz klystron power is
still needed in the R&D stages for testing of components and, eventually, priming of
PETS in special operating modes in test areas. So far, X-band klystron test facilities
at 11.4 GHz are operated at Stanford Linear Accelerator Laboratory, SLAC, and at
The High Energy Accelerator Research Organization, KEK. These facilities are used
by the CLIC study for testing accelerating structures scaled to that frequency [39].
However, aiming for a higher testing rate and for testing of structures and compo-
nents at the European X-band frequency, test facilities were needed at CERN. Hence
the first klystron-based power source was installed in the same building as CTF3
[40].

Due to the similarities with the successful existing SLAC XL4 klystron and a

desire to keep costs to a minimum, a design utilizing the XL4 beam formation and
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transport scheme was initiated [41] [42].

1.4.6 RF Pulse Compression

Pulse compression is a general term used to describe the process of altering the shape
of a propagating waveform using the properties of the transmission line network. In
this instance pulse compression will be used to describe the process of amplifying
the peak power of a transmitted impulse by shortening it in the time domain. The
advantage of this is that the high resolution of a short pulse is combined with the
high power from a longer pulse. In high power RF applications it is common to use
the Stanford Linear Accelerator Pulse Compressor method of pulse compression,
this method is referred to using the acronym SLED [41] [43].

In essence, the SLED method uses two resonant cavities to store energy from an
RF source for a relatively long interval, in the range of a few microseconds. After
this, a reversal in the RF phase releases the stored power over a much shorter time
interval. This increases the peak power of the incident pulse at the structure. How-
ever the pulse shape is a decaying exponential. The pulse compressor requires a
phase-modulated input pulse in order to produce a compressed pulse with a flat
top. In addition, the storage. The cavities must be identical and tuned to resonance

for the compression to be most effective [41].
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Chapter 2

Low Level RF Systems

2.1 Introduction

RF wireless communication began at the turn of the 20th century, when Marconi
established the first successful and practical radio system. Amplitude modulation,
AM, and later frequency modulation, FM, was used in the first half of the 20th cen-
tury for transmitting information via a radio carrier wave [44]. The Digital Revolu-
tion describes the shift from mechanical and analog electronic technology to digital
electronics which began anywhere from the late 1950s to the late 1970s with the
adoption and proliferation of digital computers [45].

RF engineering is a subset of electronic engineering involving the application
of transmission lines, waveguide, antenna and electromagnetic field principles to
the design to produce or utilize signals within the microwave and radio band, the
frequency range of about 20 kHz up to 300 GHz. RF engineering is incorporated into
almost all devices that transmit or receive radio waves, which includes, but is not
limited to, mobile phones, radios, Wi-Fi, radios and particle accelerators [45].

RF engineering manipulates data signals using up- or down-conversion, mod-
ulation and demodulation, filtering and amplification at the transmitter and again
at the receiver. In wireless communication systems the transmitted signal usually
propagates through the air and is attenuated by several propagation mechanisms
[46].

In particle accelerators, the RF systems covers the hardware dedicated to the
generation and control of the electromagnetic fields which accelerate charged parti-
cle beams. They have been mainly developed in the microwave region of the elec-
tromagnetic spectrum, because of both physics (synchronization with the revolu-
tion frequencies of synchrotrons and cyclotrons) and technical (availability of power

sources) motivations. In RF systems for particle accelerators, the signal propagates
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along coaxial cables or waveguide [47].

Typically, operating a system in the range of radio frequencies impose special
constraints on their design, these constraints increase in importance with higher fre-
quencies. Hence operating test stands at 12 GHz requires well designed RF systems
for both control of the cavity fields and diagnostics. This chapter will introduce the

principles of RF frequency generation, measurements and sources of error.

2.2 RF Systems

RF transmitters are an essential part of modern communications. They have many
different forms and applications; cellular phones, radar, military communications,
avionics, wireless LAN, modems, and signal generators are just a few examples.
To improve spectral efficiency and permit multiple users for a given spectrum, RF
transmitters use a variety of modulation techniques to encode and send information.

A radio receiver uses an antenna to capture radio waves and processes those
waves to extract only the signal at the desired frequency. The detector is responsible
for separating the desired information from the carrier wave [48].

Receiver selectivity refers to the capability to detect and decode desired signal in
the presence of other unwanted interfering signals. In the other way, selectivity of
the receiver means how well a receiver performs in the presence of other unwanted

co-channel and adjacent channel interfering signals [48]

2.3 Frequency Conversion Techniques

Heterodyning is a signal processing technique which creates new frequencies by
combining or mixing frequencies. Heterodyning is used to shift one frequency range
into another, and is also involved in the processes of modulation and demodulation.
High frequency microwave signals can be reduced to a much lower frequency which
can sampled with less sophisticated equipment. The simplest frequency conversion

device is a diode.

2.3.1 Frequency Mixers

In electronics, a mixer, or frequency mixer, is a nonlinear electrical circuit that creates
new frequencies from two signals applied to it. The advantage of mixing for data
sampling is that the converted signal preserves all of the characteristics, namely the

phase and amplitude, of the original signal. An ideal mixer should convert only
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in the frequency domain and should not alter the amplitude. A variety of mixing
topologies can be created by combining diodes, the most common is the balanced
mixer [49].

Mixers are usually three port devices, the ports are referred to as the local oscil-
lator, LO, the RF port and the intermediate frequency port, IF. This is shown in the
diagram in Figure 2.1.

In practice, if the RF is present at the RF port and a continuous sinusoidal signal
is fed into the LO port then the LO signal acts like a gate for the mixer such that the
mixer is ‘ON” when the LO is large and the mixer is ‘OFF" when the LO is low thus
creating the sum and difference frequencies [49]. Usually the output of a mixer is
low pass filtered in order to suppress the undesired harmonics.

fRF f]'F
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Yre(t) = Agp - sin(wppt + Prr) Yir(t) = Yrr (t) * Yuolt)
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FIGURE 2.1: Diagram of Frequency Conversion using Mixing where

the input and output signal frequencies are represented by 'F’. The

central mixer effectively performs an arithmetic multiplication of the

two input signals. Where ¢ is the phase of the RF signal and ¢; ¢ is
the frequency of the LO signal

Mixing two frequencies creates new frequencies according to the mathematical
properties of multiplying different sine functions. The new frequencies created from
mixing are the sum and difference of the input frequencies as shown in Figure 2.1. In
this way the behaviour of mixers is considered 'linear” even though the components

are non-linear.
yir(t) = yre(t) - yro(t) = 3AL0ARF
(sin[(wrr — wro)t + (PrF — ¢L0)] + sin[(wrr + wio)t + (PrF + PL0)])

The mixing process also produces a range of other sum and difference frequen-
cies at harmonic values which are also shown in the diagram in Figure 2.2. The
output frequencies of the mixer will be produced according to Equation 2.1 where m

and 7 are integers greater than zero.

fout: ’nfl"‘mfZ‘ (21)
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Non-linearities in the mixer and different input power levels mean the harmonics

are produced in variable amounts.
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FIGURE 2.2: Example output frequency spectrum of a real, non-ideal

mixer, this is showing the production of unwanted harmonics and

sidebands at harmonic frequencies of the input signals. The ampli-

tude of these unwanted signals (usually measured in dBm) is typi-
cally lower than the IF (which is the desired signal) [50]

2.3.2 Single Sideband Up-Conversion

In radio communications, single-sideband modulation, SSB, is a refinement of fre-
quency conversion using mixers. The method uses transmitter power and band-
width more efficiently.

SSB takes advantage of the fact that the entire original signal is encoded onto
each of the two sidebands produced by a mixer. It is not necessary to transmit both
sidebands plus the carrier, as a suitable receiver can extract the entire original sig-
nal from either the upper or lower sideband. Occasionally the unwanted sideband
will fall well outside the required bandwidth and can often be removed very easily.
However, in some applications this is not the case and the unwanted or image prod-
uct can be close to the wanted signal and can require complicated filtering to remove
it sufficiently [51].

Single-sideband modulation avoids this bandwidth increase, and the power wasted
on the unwanted sideband, at the cost of increased device complexity [49].

Single sideband mixers (sometimes referred to as image reject or IQ mixers)
utilise phasing of the RF signals to cancel out the unwanted mix products. To achieve
this an image reject mixer utilises two balanced mixers and quadrature (90°) hybrids
as shown in Figure 2.3.

It is not possible to achieve “perfect’ cancellation in a single sideband mixer, for

perfect cancellation the mixers must be identical. The amplitude balance and phase
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FIGURE 2.3: Single Sideband Mixer Configuration [51]. The introduc-
tion of the two hybrids enables the trigonometric cancellation of the
unwanted sideband

shift of all the quadrature and in-phase power splitters. Hence the result of single
sideband mixing is a reduction in the power of the carrier and the unwanted side-
band rather than complete cancellation.

Although they are more complicated and more expensive than standard mixers,
image reject mixers are can be particularly useful in reducing the overall system cost

by enabling the complexity of filters to be reduced in the successive signal chain.

2.3.3 Phase Locked Loops

Phase-locked loops are widely employed in radio, telecommunications, computers
and other electronic applications. They have several useful applications: demodu-
lating a signal, recovering a signal from a noisy communication channel, distribut-
ing precisely timed clock pulses in digital logic circuits and generating a stable fre-
quency at multiples of an input frequency (frequency synthesis) [52].

A phase-locked loop is a system where an oscillator produces an output signal
which maintains a constant phase angle relative to a reference signal. Phase-locked
loops are commonly used to generate stable output frequency signals from a fixed
reference signal. The basis of a PLL is a phase comparator, voltage controlled oscil-
lator and feedback loop.

A portion of the output frequency is fed back into the error detector via the feed-
back loop, the other input to the error detector is the reference signal. The error
detector compares the two signals and the output of the error detector is propor-
tional to the relative phase error between the input and feedback signals. When the
two signal inputs are equal in frequency, the error will be zero and the loop is said

to be in a ‘locked’ condition [52].
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The components of a PLL (shown below in the block diagram in Figure 2.4)

which contribute to the loop gain include:

The phase detector (PD) and charge pump (CP) which together make up the

Error Detector

The loop filter, with a transfer function described by Z(s)

The voltage-controlled oscillator (VCO)

The feedback divider with a division ration of N

The block diagram shown in the figure shows an input signal, Fr.f, with a phase
of 0., which is used to generate an output, Fp with a synchronised phase of 0o.

The input signal is often called the reference signal.

Error Detector Loop Filter VCo
+ efs) | o
Frer o—_.gP | Ky Z(s) ‘:v »o Fo
( Oger) g (6)
1
N

Feedback Divider

FIGURE 2.4: Simplified block diagram of a Phase-Locked-Loop [52].

The error signal from the phase detector is passed to the loop filter

and then filtered signal is applied to the voltage controlled oscillator
to produce the locked output signal

The output of the error detector is the error signal, e(s), which is a changing
voltage over time. Using a Laplace transform, the error signal is converted from a
function of a real variable in the time domain to a function of the variable s (in the
complex frequency domain, also known as s-domain, or s-plane) [53].

The charge pump is a variation on a DC-to-DC converter, it uses capacitors for
energetic charge storage to raise or lower voltage depending on the magnitude of
the error signal. This is a from of derivative control, represented by K, in Figure 2.4.
a derivative control term does not consider the magnitude of the error (meaning it
cannot bring it to zero), but the rate of change of error, trying to bring this rate to
Zero.

The primary function of the loop filter (usually a low-pass filter) is to determine
loop dynamics, also called stability. This is how the loop responds to disturbances,

such as changes in the reference frequency, changes of the feedback divider, or at
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startup. proportional to the current value of e(s), if the error is large, the control out-
put will be proportionately large by using the gain factor. The filter transfer function
is simple low-pass arrangement [52].

All phase-locked loops employ an oscillator element with variable frequency ca-
pability, the VCO in Figure 2.4. The is an electronic oscillator whose oscillation fre-
quency is controlled by a voltage input. The applied input voltage determines the
oscillation frequency [52], [54]. Note that the VCO performs an integration of the
control voltage and thus provides a factor of 1/s in the loop transfer function. Be-
cause of this, a PLL is always at least a first order feedback system [52].

PLLs can be used to produce a higher frequency output with respect to the input
frequency by using a frequency divider in the feedback loop, as shown in Figure 2.4,

where the division ration is N.

2.4 RF Measurements

A wide variety of methods and equipment are available for RF measurements rang-
ing from signal sources, power meters, analog components and spectrum and net-
work analyzers. These instruments are used to generate RF signals and measure a
wide range of signal parameters. For the characterization of components, systems
and signals in the microwave range several dedicated instruments are used.

RF signal strength can vary by many orders of magnitude, in particular, at the
X-band test stands the power at the structure is in the range of mega-Watts while the
power at the down-conversion mixer should be milli-Watts.

High resolution measurements are also important in high power RF conditioning
where breakdown localisation is crucial to improving understanding of condition-
ing and breakdown phenomena. The RF measurements allows operators or control
systems to set the accelerating voltage and phase for a given RF station in order to
maintain the desired amplitude and phase at the required stability. LLRF systems
for particle accelerators typically need to collect measurements of amplitude, phase,
and frequency [55] In order to do this the operators need to be able to extract cal-
ibrated waveforms from the RF system, in this case the high power network and
accelerating structures.

Directional couplers are used to extract a small portion of the energy from the
high voltage network without interfering with the system operation. Their function

is to sample RF signals at a predetermined degree of coupling, with high isolation
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between the signal ports and the sampled ports [56]. Several techniques can be ap-
plied to detect amplitude and phase of RF signals which come from the directional
couplers. The output is a continuous analog signal which is digitised by ADCs for
further processing. [57].

Direct measurements of the circuit performance while the signal frequency is in
the range of 12 GHz offers the ideal test quality but at the price of extremely high
testing costs [47].

Prior to the advancement of converter technologies, direct sampling architec-
tures were not practical because of the limitations in converter sample rates and
resolution. Semiconductor companies have been able to expand resolution at higher
sampling frequencies using new techniques to reduce noise within the converter.
With the availability of much higher-speed converters featuring increased resolu-
tion, you can directly convert RF input signals up to several gigahertz [58].

This conversion rate enables digitization with very wide instantaneous band-
width at the L and S-bands. As converters continue to evolve, direct RF sampling at

other bands (such as C and X-bands) will likely become viable as well.

2.4.1 Phase and Amplitude Detection

Amplitude and phase properties of an RF system are important parameters of an
accelerator system. Rich information is embedded in these two parameters. The
standard method for measuring phase and amplitude is using two separate detec-
tors, an amplitude detector and a phase detector. Recently, quadrature signal pro-
cessing by using I/Q detection techniques has been widely used in sophisticated
applications. This method can provide precision measurement, but with compli-
cated circuitry and occupying much space. Most precision phase detectors are not
designed to operate at the RF frequency and require down-conversion to an interme-
diate frequency before measuring [59]. The three methods for amplitude and phase
detection are summarised in Figure 2.5.

The simplest method of amplitude detection is using a diode, traditionally a
Schottky diode. The diode produces a continuous DC signal which is digitized us-
ing an ADC. The equivalent of this for measuring phase are phase detectors. One
such example is an exclusive OR gate, this is the technique most commonly used in

PLLs. These two methods sample the RF signal directly.
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FIGURE 2.5: Three commonly used methods for Amplitude and
Phase Detection [50]. All three methods use a combination of analog
and digital components. In scheme a, the LO is the same frequency as
the RF such than the output is a DC voltage which is proportional to
the phase difference between the LO and RE In schemes b and ¢, The
LO frequency is usually at least an order of magnitude lower than the
RF frequency in order to achieve down conversion to produce an AC
signal containing both phase and amplitude information
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The alternative is indirect detection where a parameter of the signal is measured,
such as power, and the desired parameter is inferred from the known information,

for example voltage.

Analog IQ Demodulation

Using an analog demodulation IQ system, two matched copies of the RF signal are
separately mixed with two LO signals with a 90° phase shift between the two signal
chains. Both signals are subsequently digitized using separate channels of an ADC.
In order to obtain accurate IQ measurements the two signal paths of the demodula-
tor must be very closely matched. This makes the design susceptible to matching er-
rors, leakage between lines, impedance mismatch and phase mismatch if the 90° line

is not completely stable. This method will be referred to as analog IQ demodulation.

Digital IQ Demodulation

The RF signal is transformed to an intermediate frequency and sampled to create the
I and Q components digitally. Quadrature sampling of the IF obtains both compo-
nents of a complex signal by taking subsequent samples from the two signals which
are offset from each other by 90°, this is referred to as ‘IQ” sampling. The trigonom-
etry for converting the digital IQ samples to amplitude and phase is simple so the
conversion is fast and the computing overheads are low.

The I and Q components are then extracted in a purely digital way by sampling
the RF signals with a sampling period that corresponds to a phase shift of exactly
90° between samples at the IF. As the digital demodulation uses a single RF path this
removes the error due to gain and impedance matching between the two paths. The
precision of the quadrature phase shift is determined by the timing of the ADC clock.
As well as improving the performance, this also saves on ADC channels compared
with analog IQ demodulation which requires two ADC channels per RF signal [59].

A 90° phase shift between samples will only exist at the centre frequency of the
IF so the IF must be very stable. Any frequency instability in the IF will introduce a
quadrature phase error. If the ADC clock and the IF clock originate from the same
source then any long term frequency drift will exist in both channels [50].

In polar coordinates the signal is represented as a rotating vector with ampli-
tude, A, angular frequency, w, and initial phase of ¢y. Positive frequencies rotate the
phasor anticlockwise. The phasor is translated from the rectangular plane (I and Q

values) onto the polar plane (phase and angles values) using the following:



Chapter 2. Low Level RF Systems 38

FIGURE 2.6: Phasor Representation of RF signal on a complex plane
[50]. Using basic mathematical relations the I and Q values can be
converted to phase and amplitude and vice versa

y(t) = Acos(¢o) sin(wt) = Asin(¢o)cos(wt) (2.2)

y(t) =I-sin(wt) = Q - cos(wt) (2.3)

The I and Q information is converted to amplitude and phase information using

the following:

I = Acos(¢o) A= 12+ Q2
Q = Asin(gu) go = atan( )

If the initial position of the rotating vector is known, then the new position is
measured at a known time later, the algorithm rotates the phasor back to the initial
position obtaining the change in amplitude and phase between the two vectors. The
algorithm rotates the vector between the current position and the previous position

and the change in phase and amplitude is extracted.

There are a number of potential problems associated with IQ sampling.

* The samples are usually taken at four points on the phasor circle and hence the

systems only utilises four points of the ADC range for constant amplitude

* DC offsets at the input of the ADC or phase advances between samples (which
differ from the expected 90°) systematically result in a ripple with frequency

f1r, this type of error is easily detectable.

* Non-linearities of mixers and differential non-linearities of ADCs generate higher

harmonics of the input signal frequency fir.
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Sampling this signal four times per period maps the second harmonic on the
Nyquist frequency, while the third harmonic aliases directly on the IF fre-
quency again. As a general rule, all odd harmonics alias to the carrier fre-
quency while even harmonics alias to DC or to the Nyquist frequency. Any
harmonics which map onto the IF frequency become indistinguishable from

the carrier [50].

In the bottom diagram of Figure 2.7 the case for IQ sampling is visualised, in
this case the harmonics (numbered from 2 to 8) align with the IF frequency, Nyquist

frequency and zero.

0
Nyquist
Aliased TF is IF filter :
4/15 of sample rate ﬁ\\ !
3
\ |
\s 6 2.
\ |
L
| |
0
1
Nyquist
Aliased IF is IF filter !
16/63 of sample rate \ !
\ I
48 [73]5 \ 62
| \ I
| [T |
; |
g 3
0 6
l )
Nyquist
Aliased IF 1s IF filter

1/4 of sample rate

FIGURE 2.7: Aliased Harmonic Frequencies shown as a function of
the chosen sample rate [60]

By comparison, the top two diagrams in Figure 2.7 show sampling at a a non-IQ
rate. The harmonic frequencies (numbered from 2 to 8) are spread throughout the

samples spectrum and therefore could be easily filtered.
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2.5 Sources of Errors and Instability in RF Systems

An ideal fixed-frequency oscillator without noise would produce a single frequency
sine wave with no instability in its frequency or power level. In reality, any oscillator
is affected by internal random noise processes, such as thermal and flicker noise, as
well as aging and external influences, such as temperature and vibrations. In addi-
tion there will be parasitic frequencies produced by the RF components, in particular
non-linear components.

The limiting noise source in a receiver depends on the frequency range in use,
at very high frequency and ultra high frequency and above, these error sources are
often lower, and thermal noise is usually the limiting factor [48].

Long-term and short-term stability are of critical importance. Long term fre-
quency stability is concerned with how the output signal varies in timing periods on
the order of hours, days or months. It is usually specified as the ratio, ATf for a given
period of time, expressed as a percentage or in dB. Short-term stability refers to vari-
ations that occur in a period of seconds or less. These variations can be random or
periodic.

Instabilities in an oscillator will perturb both the amplitude and phase. By de-
sign all practical oscillators are built with an amplitude-limiting mechanism. As a
result amplitude fluctuations are usually greatly attenuated and phase noise gener-
ally dominates [61].

Unwanted signals that are integer multiples of the main carrier signal frequency
are said to be harmonically related, the main source of these signals are amplifiers
and mixers. These signals may be low enough in amplitude so they are insignificant,
or they may be far enough away in frequency that they can be reduced with filtering.
Harmonics are easy to detect because their frequency is predictable, for example, the
harmonic content of a signal at 1 GHz, can be found at 2 GHz, 3 GHz, and so on [49].

Intermodulation distortion is the amplitude modulation of signals containing
two or more different frequencies, caused by nonlinearities or time variance in a
system. The intermodulation between frequency components will form additional
components at frequencies that are not just at harmonic frequencies (integer multi-
ples) of either, like harmonic distortion, but also at the sum and difference frequen-
cies of the original frequencies and at sums and differences of multiples of those
frequencies [62].

Intermodulation products are signals generated by nonlinear interactions in the
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RF chain. Mixers are an example of a circuit component with nonlinear behavior.. In
RF transmitters, the output is filtered to isolate the higher frequency sum in a process
known as up-conversion. In this way, through one or more up-conversion stages, the
low-frequency baseband information can be translated to the final RF frequency for
transmission. Unfortunately, mixers also provide a host of other signals including
combinations of the input signals and their harmonics, as well as leakage of the input
signals to the output. The frequency and amplitude of the intermodulation products
change with changes in the input signals. With careful analysis, intermodulation
products can be predicted, making it possible to minimize their impact [63] [62].

The term spurious or spur is often applied to any unwanted signal which are
not harmonics or intermodulation products. Spurs can occur at any frequency and
power level from sources such as leakage and electromagnetic interference. The
unpredictable nature of spurious signals makes them more challenging to detect
and remove. Empirical and analytical methods along with good design practices are
the best tools to minimize their impact [64].

In wireless communications it is likely that an unwanted interfering signal is
present in the same channel as the wanted signal and that the power of the un-
wanted signal could also be significantly larger than the desired signal. In an RF
transmitter, unwanted signals represent wasted RF power which has a variety of
consequences including lower efficiency, excessive heat production, reduced battery
life or lower test yields [48]. The best plan of action is to perform proper analysis
during the design phase to identify and mitigate unwanted signals from the trans-
mitter. Operating parameters, cost, and design considerations impact RF system

performance and, subsequently, the RF signal quality [49].

2.5.1 Thermal Noise

Thermal noise, also known as Johnson-Nyquist noise, is the electronic noise gener-
ated by the thermal agitation of the charge carriers inside an electrical conductor at
equilibrium, which happens regardless of any applied voltage.

Thermal noise is present in all electrical circuits, in sensitive electronic equipment
such as radio receivers thermal noise could drown out weak signals and can be the
limiting factor on sensitivity of an electrical measuring instrument.

Thermal noise can be modeled by a voltage source representing the noise of the

non-ideal resistor in series with an ideal noise free resistor. The one-sided power
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spectral density, or voltage variance (mean square) per hertz of bandwidth, is given

by [49]:

v2 = 4kpTR

For a given bandwidth, the root mean square (RMS) of the voltage, v,, is given

by:

v, = \/4kgTRAf

Where:

¢ kis Boltzmanns’ constant in joules per Kelvin (1.380649 10723

e Afis the bandwidth in Hz

¢ T is the resistors absolute temperature in Kelvin
* R s the resistance in ()

e fis the frequency in Hz

Thermal noise in an ideal resistor is approximately white, meaning that the power
spectral density is nearly constant throughout the frequency spectrum (however see
the section below on extremely high frequencies). When limited to a finite band-
width, thermal noise has a nearly Gaussian amplitude distribution [65]. Thermal
noise is distinct from shot noise, which consists of additional current fluctuations
that occur when a voltage is applied and a macroscopic current starts to flow. Hence
there is a theoretical limit to the noise floor of an oscillator determined by the thermal
noise of a matched source, at 25°C the thermal noise contribution is —174dBm/Hz
[66].

However, thermal noise is not be the only noise contribution. Other sources of
noise, such as flicker, as well as phase noise from components will add on to the

noise floor.

2.5.2 Phase Noise in RF Systems

Phase noise is the most common expression of frequency instability. Phase noise, the
random phase fluctuations of a periodic signal, is an important parameter to char-
acterize high-frequency devices, in particular reference oscillators and microwave

synthesizers.
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The fundamental effect of phase noise is a random rotation of the received signal
constellation that may result in detection errors. Furthermore, performance of sys-
tems with high carrier frequencies is more severely impacted by phase noise than
low frequency systems, mainly due to the poor phase noise performance of high-
frequency oscillators [67].

Phase noise is rapidly becoming the most critical factor in sophisticated radar
and communication systems. This is because it is the key parameter defining target
acquisition in radars and spectral integrity in communication systems. Phase noise
is also key parameter in particle accelerator RF systems where it is commonly used
as a measure of frequency stability within an oscillator [64].

Phase noise appears as power across a spectrum of frequencies very close to the
desired output. The power level in the sidebands is dependent upon the quality of
the oscillator and is measured in dBc/Hz at an offset frequency from the desired
signal, typically the carrier [68].

Phase noise is a secondary effect directly related to the topology and construc-
tion of the oscillator and thermal noise within the active devices of the oscillator.
Therefore phase noise is directly impacted by oscillator choice, this problem can be
addressed by spending considerable time and money to design or procure a low
noise oscillator. However, most oscillators do not generate sufficient output power
on their own and amplification will be necessary which amplifies the phase noise
contribution [46].

Any phase fluctuations will modulate the signal, the phase change of the signal
will no longer be entirely linear. This modulation will manifest as sidebands off-
set from the carrier and increased noise floor. Finally, the frequency multiplication
process also multiplies phase noise, which limits signal quality attainable from high
frequency synthesis [69].

Furthermore, the Barkhausen conditions for steady oscillation, unity gain and
zero phase, impose that the internal phase fluctuations of an oscillator are trans-
formed into frequency fluctuations [69]. This results in enhanced phase fluctuations
at the output of the oscillator and decreases the SNR.

The oscillator will convert phase noise from its internal components into fre-
quency noise, which results into a reduction in the phase noise by a factor f2 in the
phase-noise power spectral density. This phenomenon is known as the Leeson ef-
fect [70]. Leeson’s equation is an empirical expression that describes an oscillator’s

phase noise spectrum.
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FIGURE 2.8: Pictorial representation of an LO signal with phase noise
(Blue), and an RF signal close in frequency to the LO (Green).

The discrete spurious components could be caused by known clock frequencies
in the signal source, power line interference, and mixer products. The broadening
caused by random noise fluctuation is due to phase noise. It can be the result of

thermal noise, shot noise and/or flicker noise in active and passive devices [54].

2.5.3 Phase Noise in Frequency conversion

During frequency heterodyning the input RF signal can be very close in frequency
to the LO which makes the conversion process susceptible to phase noise, especially
if the desired signal strength is low. If the power level of the RF signal falls be-
low the phase noise spectrum of the LO signal (as demonstrated in Figure 2.8), we
will be unable to recover any baseband information, as the signal will be lost in the
noise. Therefore, reducing the phase noise will increase the receiver sensitivity [64],
as shown visually in Figure 2.9.

Figure 2.10 shows a typical spectrum, with random and discrete frequency com-
ponents causing a broad skirt and spurious peaks.

To be able to characterize the phase noise of a real oscillator, its output signal can

be modelled by:

V(t) = Vo + e()sin(2mwot + (1))

Where ®(t) is the random phase fluctuations, Vj is the nominal amplitude, wy is
the nominal frequency. €(t) is the random amplitude fluctuations which are gener-
ally neglected in oscillators.

The frequency instability is expressed as the ratio of the power of the carrier

signal to the noise power within a predefined bandwidth, usually 1Hz, at increasing
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FIGURE 2.9: Pictorial representation of phase noise issues in com-
munications systems. LO signal with phase noise (Blue), RF signal
(Green). In this figure, we note that if the phase noise of the LO is too
high, then the noise will be converted into adjacent channels of the
baseband data, thereby ruining the integrity of the information.

offsets from the carrier. Phase noise is often quoted as being single side band, SSB.
Although noise does add signals to both sides of the carrier the sides will usually be
symmetrical [68].

The spectral density of phase noise S¢(f) defined as:

Solf) = ®2(f) gy lrad/ Ha

Where ®(f) is the rms phase fluctuations and BW is the bandwidth. The single

sideband phase noise:

M(f) = 55a(f)

In theory, the power level of the carrier frequency is not relevant in this mea-
surements as the performance should be consistent at all carrier power levels unless

operating conditions are changed [68].

2.5.4 Phase Noise in PLLs

The phase noise can be separated into the contributing portions of each component
and includes the reference noise, the phase frequency detector noise, the VCO noise,
and wideband noise due to amplifiers and other internal circuitry. The overall phase
error is made up of the phase error due to the combination of all the individual

sources as shown in Figure 2.11.
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FIGURE 2.10: Example of Spreading of the Fundamental Frequency

due to Phase Noise Sidebands and Spurious Signals. Ideally the

difference between P; and Psgp should be maximised to ensure the
cleanest signal [52]

FIGURE 2.11: Diagram showing the individual phase noise contribu-
tion of each component in the PLL loop and how the sum of these
sources creates the total PLL Phase Noise
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2.5.5 Phase Noise to Jitter

Jitter is the deviation from true periodicity of a periodic signal, often in relation to
a reference clock signal. In clock applications it is called timing jitter. Jitter is a
significant, and usually undesired, factor in RF systems. Jitter may be caused by
electromagnetic interference and cross-talk with carriers of other signals.

Jitter can be quantified in the same terms as all time-varying signals, root mean
square, RMS, or peak-to-peak displacement. Also like other time-varying signals,
jitter can be expressed in terms of spectral density. Jitter frequency, the more com-
monly quoted figure, is its inverse. Jitter can have a significant effect on SNR perfor-
mance.

Low jitter clocks are used in digital sampling so that the ADC performance is not
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degraded. However, oscillators used for sampling clock generation are more often
specified in terms of phase noise rather than time jitter.

The first step in calculating the equivalent rms jitter using the phase noise plot is
to obtain the integrated phase noise power over the frequency range of interest.This

is usually done in segments as shown in Figure 2.12.

A= AREA =INTEGRATED PHASE NOISE POWER (dBc)

A =1010gyy(A1 + A2 + A3 + Ad)

\ / A/10
RMS PHASE JITTER (radians) =\/ 2:10
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NOISE \/ 2.16\“0
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2nfy
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FIGURE 2.12: Calculating Jitter from Phase Noise by integrating the

phase noise contribution from individual sections [66]. The phase

noise profile is often separated into decades along the x-axis (Fre-
quency offset)

The frequency is specified as an offset from the carrier frequency, usually phase
noise is specified in the range of 1kHz to 10 MHz away from the carrier. The lower
frequency bound should be as low as possible to get the true rms jitter. The low
frequency contributions may be negligible compared to the broadband contribution
if a crystal oscillator is used. Other types of oscillators may have significant jitter
contributions in the low frequency area, and a decision must be made regarding
their importance to the overall system frequency resolution [66].

The integration of each individual area yields individual power ratios. The in-
dividual power ratios are then summed and converted back into dBc. Once the
integrated phase noise power is known, the rms phase jitter in radians is given by
Equation 2.4 and the conversion to seconds is shown in Equation 2.5, where A is the

integrated phase noise.

RMSPhase]itter(radians) = \/ 2 - 107 (2.4)
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2.1010

RMSPhase]itter(seconds) = 27
0

(2.5)

2.6 RF Reflections

Signal reflection occurs when a signal is transmitted along a transmission medium,
such as a coaxial cable or waveguide, which contains an impedance mismatch along
its length. The signal will be partly, or wholly, reflected back in the opposite di-
rection when the travelling signal encounters a discontinuity in the characteristic
impedance of the line, or if the far end of the line is not terminated in its characteristic
impedance. This can happen, for instance, if two lengths of dissimilar transmission
lines are joined together [46].

Due to reflections, an electromagnetic wave on a transmission line can be thought
of as being composed of two traveling waves, one moving toward the load (the
‘forward” wave) and one moving in the opposite direction (the ‘reflected” wave).
These waves, moving through the transmission line, interfere with one another to
produce the standing wave. Each of these waves have a voltage amplitude, the
forward voltage and the reflected voltage [55].

Reflections cause several undesirable effects, including modifying frequency re-
sponses, causing overload power in transmitters and over-voltages on power lines.
However, the reflection phenomenon can also be made use of in such devices as

stubs and impedance transformers [46].

2.6.1 Reflection Coefficient

The ratio of reflected energy depends on the impedance mismatch. Mathematically,
it is defined using the reflection coefficient. It is equal to the ratio of the amplitude
of the reflected wave to the incident wave, with each expressed as phasors.

In RF and transmission line theory, the reflection coefficient is the ratio of the
complex amplitude of the reflected wave to that of the incident wave. The voltage
and current at any point along a transmission line can always be resolved into for-
ward and reflected traveling waves given a specified reference impedance Zy [49].
The reference impedance used is typically the characteristic impedance of a trans-
mission line.

The reflection coefficient is typically represented with a I' and can be written as

[47]:
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Where:

* V7 is the reflected voltage wave

e VT is the forward voltage wave

e 7 is the terminating impedance in ()

* 7y is the characteristic impedance of the transmission line in ()

In RF systems the magnitude of the reflection can also be expressed by the di-
mensionless ratio known as voltage standing wave ratio (VSWR). VSWR is defined
as the ratio of the maximum voltage to the minimum voltage in standing wave pat-

tern along the length of a transmission line structure.

VSWR =

VSWR is the conventional means of expressing the match of a radio transmitter
to its antenna. It is an important parameter because power reflected back into a high

power transmitter can damage its output circuitry [46].

2.6.2 Phase of Reflected Signal

Reflections of signals on conducting lines typically exhibit a phase change from the
incident signal, the phase change is dependent on the impedance mismatch.

The voltage wave reflection on a line terminated with a short circuit is 180°phase
shifted. Conversely the current wave, is not phase shifted. A transmission line ter-
minated with an open circuit is the dual case; the voltage wave is shifted by 0°and

the current wave is shifted by 180°.
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2.7 Visual Programming Languages

In computing, a visual programming language (VPL) is any programming language
where programs are created by manipulating elements graphically rather than by
specifying them textually [71]. Examples of elements include graphics, drawings,
animation, buttons or icons. A VPL allows programming with spatial arrangements
of text and graphic symbols. In principle visual programming resembles flow dia-
grams, where boxes or other screen objects are treated as instructions, connected by
arrows which represent relations and data flow [72].

These languages provide many built-in elements that can be implemented quickly,
in addition, new objects can also be created. The elements are placed on the main
interface component where they can be manipulated, resized and rearranged [73].

VPLs require computer with more memory, high storage capacity of hard disk,
and faster processor. Furthermore, these languages can only be implemented on

graphical operating systems like Linux and windows [72].

2.7.1 Labview

LabVIEW was first launched 1986 as a tool for scientists and engineers to facilitate
automated measurements. The name LabVIEW is a shortened form of its descrip-
tion: Laboratory Virtual Instrument Engineering Workbench [71]. LabVIEW was
developed by National Instruments as a workbench for controlling test instrumen-
tation. However its applications have spread well beyond just test instrumentation
to the whole field of system design and operation [73]. Easy to interface to many
hardware items like data acquisition and test equipment.

LabVIEW an environment that enables programming in G, this is a graphical pro-
gramming language created by National Instruments that was initially developed to
communicate via GPIB, but since then it has been considerably updated. LabVIEW
now provides other facilities including debugging, user interface, hardware man-
agement and interface for system design.

LabVIEW is from a closed sourced which makes it unsuitable for some applica-
tions where standardisation or specific customisation is required. Closed source also

increases cost of owning and running a National Instruments system.
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Graphical Programming in Labview

Each VI has three components: a block diagram, a front panel, and a connector pane.
LabVIEW integrates the creation of the user interface, called front panels, into the de-
velopment cycle. Individual pieces of LabVIEW code are called virtual instruments,
(VIs) [71].

The front panel is built using controls and indicators. Controls are inputs which
allow a user to supply information to the VI. Indicators are outputs which indicate,
or display, the results based on the inputs given to the VI. A front panel and corre-

sponding block diagram are shown in 2.14.
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FIGURE 2.14: Am example of a basic piece of code in LabVIEW. The

block diagram (white background) is used to send instructions to the

front panel (grey background). The instructions can be used for con-
trol, data collection, data viewing or indication of status

The back panel of the VI, which is a block diagram, contains the graphical source
code. All of the objects placed on the front panel will appear on the back panel
as terminals. The back panel also contains structures and functions which perform
operations on controls and supply data to indicators [73].

Collectively controls, indicators, structures, and functions are nodes. Nodes are
connected to one another using wires.

Thus a VI can be run as either a program, with the front panel serving as a user
interface. Alternatively, the connector pane is used to integrate the VI into the block
diagrams of other higher order VIs. When a VI is dropped as a node into a higher
level block diagram, the front panel defines the inputs and outputs for the node
through the connector pane. This implies each VI can be easily tested before being

embedded as a subroutine into a larger program [71].
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Programming in Labview is based on data availability. If there is enough data
available to a VI or function then it will execute. Execution flow is determined by
the structure of the graphical block diagram on which the programmer connects
different function-nodes by drawing wires. These wires propagate variables and
any node can execute as soon as all its input data becomes available. Since this could
be the case for multiple nodes simultaneously, LabVIEW can execute inherently in
parallel. [74].

The graphical approach allows non-programmers to build programs by drag-
ging and dropping virtual representations of lab equipment with which they are
already familiar. The LabVIEW programming environment, with the included ex-
amples and documentation, can be used to make user interfaces and simple routines
very quickly.

However, there is also a risk of underestimating the level of complexity required
for high-quality G programming. For complex systems or large pieces of code it
is important that the programmer possess an extensive knowledge of the special

LabVIEW syntax and the topology of its memory management [74].

PXI Chassis

PCI eXtensions for Instrumentation (PXI) is the National Instruments hardware sys-
tem which can be used as a basis for building electronic test equipment, automation
systems, and modular laboratory instruments[75].

PXI is designed for measurement and automation applications that require high-
performance and a rugged industrial form-factor [76]. With PXI, the user selects the
modules from a number of vendors and integrate them into a single PXI system,
over 1150 module types were available in 2006 [75]. A typical 8-slot PXI chassis is
4U high and half rack width, full width chassis contain up to 18 PXI slots which can
each accept a module[75].

PXI modules can be customized through the choice of module for a vast range of
measurement and automation applications. There are also companies specializing
in writing software for PXI modules, as well as companies providing PXI hardware-
software integration services.

Most PXI instrument modules are register-based products, which use software
drivers hosted on a PC to configure the instruments, taking advantage of the increas-

ing power of PCs to improve hardware access and simplify embedded software in
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FIGURE 2.15: A PXI Chassis similar to those used at the X-band Test

Stands. The controller is the left-most unit which controls the other

modules. There are up to 18 slots in a PXI crate of this size, these can

be filled by a variety of cards such as: ADC’s, DAC’s, voltage probes,
digital multi meters, and timing cards

the modules. The open architecture allows hardware to be reconfigured to provide
new facilities and features [76].

The modular PXI systems allows the user to incorporated only the required fea-
tures without adding unnecessary cost. In addition it is not necessary to create cus-
tom software or drivers, this reduces the manpower and development facilities re-

quired to complete the system [56].

2.8 Diagnostics and RF Control in Particle Accelerators using

Labview

The selection of a suitable technology is a key factor in the development of any
project to achieve the requirements of the project [76].

Fifteen years ago, LabVIEW had not been widely accepted for control systems
of accelerators and large experimental control systems due to limitations in perfor-
mance, scaleability, and maintainability of large LabVIEW designs [77].

The diagnostics and control of RF fields are essential aspects in every accelerator
experiment. Diagnostics are key for the adjustment and normal operation of the ma-
chine. They provide useful information related to several processes and components
of the machine, and they can be based on different physical phenomena depending
on the variable to be measured and the accelerator type. The diagnostic tools need
to perform high accuracy measurements in order to generate valuable information.

Particle accelerator experiments are complex systems that require a large num-

ber of devices and tools for development and operation. Therefore, the research and
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innovation in technologies applied to particle accelerators is very dynamic, result-
ing in new tools, applications and improvements from year to year. Among these
technologies, those focused on the RF control and diagnostics are specially relevant,
as they play a key role in the acceleration and the correct operation of the whole
machine.

The usage of X-band frequencies leads to very high sampling rates which directly
translates in the need for expensive equipment.

Digital LLRF feedback loops typically implement the phase and amplitude con-
trols in a single loop, taking advantage of the parallel execution possibility offered
in digital signal processing architectures [78].

The main requirements for a control system for the X-band test stands is a flexi-

ble, modular and re-configurable system. The hardware required requirements are:

* Digital: the solution architecture must be mainly based on digital hardware,

microprocessors and FPGAs, minimizing the usage of analog components.

* Modular: the platform selected must have a modular nature, giving the oppor-
tunity to easily exchange independent modules without being the rest of the

system being affected.

* Reconfigurable: the solution must allow for quick changes or the addition of

new functionalities and adapt to future changes in requirements.

Considering this, the PXI platform of National Instruments has been selected as
the main architecture for the development of the proposed applications. PXI pro-
vides a large variety of modules of very different types, like data acquisition, sig-
nal generation, FPGA technology, timing, to name a few. Another big advantage
of working with this architecture is that all the system is integrated under a com-
mon environment operated in LabVIEW. This eases the task of integrating a wide
amount of hardware devices, thus reducing the effort employed in complex tasks
such as driver development, use of peer-to-peer streaming or DMA transfers among
others. It is also worth pointing out that LabVIEW allows to program FPGA based
cards in standard LabVIEW language, not requiring the development of low level
VHD code, a fact that eases the development of programs in terms of effort and time

[76].
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Timing And Synchronisation using PXI Chassis

Control and data acquisition systems for particle accelerators often need to ensure
time-coherent behavior in a distributed environment. This is usually achieved by a
dedicated timing network whose purpose is to distribute a common notion of time
from one master to many receiving nodes [77].

Real-life accelerator timing systems often combine two approaches. Detecting
event-type behavior is required for safety systems and highlighting a specific system
behaviour such as breakdown detection, For event-type control the master control
system needs to react to external conditions with low latency. On the other hand,
having a solid time base everywhere is practical for general operation and for time-
tagging acquired data [77].

Typically a time dependent application consists of a network containing multiple
clocks that each require synchronisation within set tolerances. In particle accelerator
applications the quality of timing and synchronisation is of critical importance. Poor
timing and synchronisation will directly impact the performance of the application
or the usefulness of the data generated by it [77].

No oscillator perfectly generates the specified frequency, the major clock error
components being accuracy, stability, and jitter. when using distributed timing sys-
tems, cable distances begin to dictate performance due to clock skew and clock drift
[77].

NI provides timing and synchronization control via the PXI chassis which main-
tains the 10 MHz back plane clock and length-matched PXI star trigger signals. With
the PXI chassis you can distribute a 10 MHz reference clock on the back plane to
achieve synchronization across modules within a PXI chassis. The 10 MHz reference
clock can be synchronised between multiple chassis’. For an NI PXI Express chassis,
this oscillator is accurate to 25 parts per million (ppm) [79].

With the NI PXI chassis clocks and triggers are physically connected between

subsystems, this typically generates the highest precision of synchronization [79].
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Chapter 3

Xbox1 LLRF: Design and

Commissioning

3.1 Introduction

Xboxl1 is the first standalone test stand to be operated at CERN. As discussed in the
previous chapters, the primary objective of the test stands is to support the devel-
opment of high-gradient, accelerating structures and high-power, 50-100 MW range,
RF components for the CLIC project [5]. Before Xbox1 started operations the only
place where X-band power was available at the pulse lengths and power required
to test CLIC accelerating structures was CTF3 at CERN. The CTF3 facility was de-
scribed in Section 1.2.5.

Xbox1 has the same modulator, klystron, pulse-compressor, waveguide distribu-
tion system and accelerating structure configuration as previous test stands at KEK
and SLAC [80], [81]. Due to the shift in frequency from the 11.4 GHz used at SLAC
and KEK to the 12 GHz used in Europe, many new waveguide components had to
be designed. This included the pulse compressor, directional couplers, mode con-
verters, vacuum ports, hybrid splitters and waveguide loads.

The X-box test stands require advanced instrumentation and control for proper
operation and to avoid damaging the structure. An important part of the RF in-
strumentation is the low level radio frequency (LLRF) system which drives the high
power RF system. The LLRF regulates the RF field in the accelerating structures by
measuring the magnitude and phase of cavity fields. Regulation of the field phase
in accelerating structures is an important parameter that controls performance, es-
pecially in machines like FELs. A phase error induced by the LLRF that controls the
X-band structure directly affects beam quality.

The LLRF system is responsible for generation, modulation and reception of the
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X-band pulses and can be generally split into two sections; a transmitter and a re-
ceiver. The transmitter must produce an 11.9942 GHz RF pulse with phase and am-
plitude modulation and sub-microsecond pulse lengths. At Xbox1 the X-band pulses
must use the 2.9985 GHz master oscillator from the CLEAR accelerator as a source so
beam and RF timing can be synchronised. A master oscillator is a single RF source
used to generate a constant frequency from which is derived any other frequencies
required in an RF system. The 2.9985 GHz CLEAR master oscillator is generated
using a Rhode and Schwarz SMC100A signal generator.

The X-band receiver must produce a modulated pulse which is amplified using
a 50 MW Kklystron, compressed in the time domain and passed to the accelerating
structure.

The receiver must perform down-conversion of the returning RF signals so they
are suitable for digitisation. The receiver will use frequency mixing to translate the
X-band signals down to the MHz region where they can be sampled using the ex-
isting acquisition cards ax Xbox1. A crucial aspect of the LLRF receiver is the local
oscillator (LO). The phase noise performance is a parameter of interest which is used
to quantify the quality of the LO as direct measurements are not readily available for
X-band frequencies. Errors from the LO will be directly mixed with the RF signals,
as such they appear as errors in the cavity field detection which influences the regu-
lation of the acceleration field. A phase-locked loop (PLL) and an alternative single
side-band mixing technique are both tested for the LO generation at Xbox1.

The requirements for the LLRF will be determined from the timing and phase
resolution required to perform breakdown localisation and from the current ADC
hardware. The design and commissioning of the LLRF system will be described in
this chapter.

In some case, the requirement on phase stability differs by time scale, short term

(during the pulse), medium term (pulse-to-pulse), long term (minutes to hours).

Facility | Frequency | Amplitude Stability | Phase Stability
Facility | Band (GHz) Target (%) Target ( °)
XFEL X 0.01 0.01

ILC L 0.1 0.1

SNS X 0.5 0.5
JPARK L 1 1

TABLE 3.1: Stability in Different Accelerators [13], [33], [82]. The sta-
bility is specified in peak to peak rather than in rms in proton machine
due to beam velocity is dependent on energy gain.
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At this junction the phase and amplitude stability tolerances of the CLIC main
beam have not been very strictly defined and as such there are no strict tolerances
to be reached by the LLRF at this junction. Hence it would be prudent to consider
some other X-band RF sources to help quantify the achievable stability. This was
particularly the case prior to serious consideration of a klystron based first CLIC
stage, as in the initial CLIC design the RF for the main beam was provided by the
drive beam rather than a traditional LLRF system.

Several particle accelerator facilities utilise X-band RF systems and their target
performances will be summarised here. The most prudent comparison is perhaps

the other X-band test stands at CERN as they have the most overlap in similarities.

Facility Frequency | Amplitude Stability | Phase Stability
Facility Band (GHz) Target (%) Target (°)
Xbox2 LLRF X 0.4 0.9
ELETTRA FEL X 0.5 0.5
Swiss XFEL X 0.018 0.027
CLIC Drive Beam X 0.1 0.05
Libera Digital LLRF S 0.027 0.033
LCLS Klystron Output L 0.1 0.5

TABLE 3.2: Comparison of phase and amplitude stability targets at

the output of the LLRF system from a variety of particle accelerator

facilities operative at or below X-band frequencies [5], [14], [37], [58],

[83], [84]. X-band is in the range of 12 GHz (in these specific cases, in

actuality X-band can extend down to 9 GHz) , S-Band is 3 GHz and
L-band is 1.5GHz

A summary of the literature described here suggests that a reasonable long-term
phase and amplitude stability of the RF arriving at the structure (after the klystron)
is 0.5° and 0.5% respectively from Tables 3.2 and 3.1.

3.2 Design of the X-Band Pulse Forming Network

Previously, the pulse forming network (PFN) at Xbox1 was a complex chain of ana-
log amplifiers, phase shifters, pulse amplifiers and voltage controllers. These were
controlled using individual timing signals, individual control systems and a PLC
that communicated with the PXI crate.

The intention for the new PEN is to reduce the complexity of this system and
increase the resemblance with the system used at Xbox2 and Xbox3. The reduction
in complexity will increase stability by reducing the number of error sources in the

RF chain. The pulse control will also be integrated directly into the PXI system.
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3.2.1 Requirements

¢ The pulse forming network must use the 2.9985 GHz CLEAR master oscillator
as an RF source and must have the ability to be synchronized with the CLEAR

accelerator timing signals.

¢ The system must generate a signal at 11.9942 GHz with pulse, phase and am-

plitude modulation

* RF pulse stability of 0.5° and 0.5% respectively at the output of the LLRF.

Formerly, the 11.9942 GHz was produced in a mixing crate belonging to CLEAR,
and the RF was transferred to Xbox1 using a coaxial cable, which was approximately
30M. The new LLRF system will generate the 11.9942 GHz at Xbox1. This will re-
duce thermal drifts and will allow for easier local diagnostics.

The X-Band RF requires pulse, amplitude and phase modulation. This can be
achieved in analog, digitally or using a combination of both. In this case, one dig-
ital modulation card is used to replace a number of modulation components that
were used in the original PFN. Modulation becomes more expensive and difficult as
frequency increases. It is impractical to modulate the 11.9942 GHz signal directly, so
the system will modulate the S-band master oscillator signal. The modulated master
oscillator can then be multiplied up to the X-band frequency; the X-band signal will
retain the modulation after mixing. This method has been demonstrated at Xbox2
and Xbox3 with success.

The NI5793 RF modulation card generates a modulated 2.9985 GHz signal which
is synchronised to the CLEAR master oscillator of the same frequency. The RF mod-
ulation card has an amplitude resolution of 0.23 dB and frequency tuning resolution
of 25kHz. The previous system for phase modulation used 10-bit phase shifters
(1024 voltage levels) but the NI5793 uses 16bit DACs (65,536 voltage levels).

The modulated 2.9985 GHz input is up-converted to 11.9942 GHz output using
mixing. Thus, an oscillator is required at either 8.995 GHz or 14.9925GHz. Two
schemes have been proposed that use frequency multiplication and mixing. The
phase noise performance of the two schemes will be considered to determine which

will be optimal.
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¢ Scheme 1 (Shown in Figure 3.1): Multiply the master oscillator by 4 to produce
11.9942 GHz. Mix this again with the master oscillator to produce 8.995 GHz
and 14.9925 GHz. Low pass filter to obtain 8.995 GHz and mix with the modu-

lated 2.9985 GHz.

12GHz
Modulated

. 3GHz
dle 8 Modulated 9GHz
NI5793

——

9GH: RF 3GH:z m 12GHz E
—-

3GHz RF 9GHz &
12GHz RF 3GHz : : ' 15GHz

FIGURE 3.1: Scheme 1: Proposed LLRF layout for the generation of

a modulated 11.9942 GHz signal using a the CLEAR local oscillator

source. This generation scheme uses a x4 Multiplier to produce side-
bands close to 15 GHz and 9 GHz, of which the 9 GHz will be used

¢ Scheme 2 (Shown in Figure 3.2): Double the master oscillator to produce 5.9975 GHz.
Mix this with the master oscillator to produce 8.995 GHz and 2.9986 GHz. High
pass filter and mix with the modulated 2.9985 GHz.

12GHz
Modulated

- 3GHz
3GHz e Modulated , 9GHz
Master NI5793

—
9GHz RF 3GHz 6GHz

—_—

6GHz RF

9GHz &

3GHz RF 1GHz 3GHz
— 4

12GHz RF

FIGURE 3.2: Scheme 2: Proposed LLRF layout for the generation of

a modulated 11.9942 GHz signal using a the CLEAR local oscillator

source. This scheme differs from the previous (Scheme 1) only in the
use of a x2 multiplier (instead of a x4 multiplier)

3.2.2 Managing Phase Noise in Chains of RF Components

Phase noise and timing jitter are both measures of uncertainty in the output of an
oscillator in the frequency and time domain respectively. Phase noise is a measure
of the short-term phase/frequency instability of an oscillator. Phase noise adjacent to

the desired frequency will spread the fundamental signal over a range of frequency
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bins and broadband noise degrades the signal-to-noise ratio. The signal-to-noise

ratio is given by:

SNRy5 = 10l0g10 (Ps"g””l>
Pnoise
Because phase modulation is symmetrical around the centre frequency, the phase
noise is measured in a single side-band. The frequency axis is plotted on a log scale
as shown in Figure 3.3. The curve can be segmented into a number of regions which
each have a slope of fi" Moving from the furthest offset towards the carrier, the
white noise region is where x = 0. The “flicker” phase noise region is where x =1
and past this point the phase noise increases at approximately 20 dBm per decade.
The transition from flicker noise to white noise is referred to as the corner frequency,

fe, low values of corner frequency are desirable as this increases signal-to-noise ratio.

PHASE
NOISE
(dBc/Hz)

-«3—- "FLICKER" PHASE NOISE

"WHITE" PHASE NOISE

:— CORNER FREQUENCY

FREQUENCY OFFSET, f_,, (LOG SCALE)

FIGURE 3.3: Example of Single Sideband Oscillator Phase Noise mea-

sured in dBc/Hz vs Offset Frequency. The spectral purity of the

carrier is affected by the device generated flicker noise at frequen-

cies close to the carrier and shows a 1/f component with a corner
frequency known as f.

A sinusoidal signal with phase error can be defined as:

V(t) = Vocos[wot + 0(t) + P(t)]

Where 0(t) is a constant phase (offset) and ®(t) is the random phase error. The
phase noise modulates the desired tone to produce sum and difference sidebands at
either side of the carrier which can be seen on the spectral output. For noise sources
in a narrow bandwidth, (a reasonable approximation), the noise is considered to

modulate the oscillator output.
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V(t) = Vhcos|wot + P (t)] = Vo[cos(wot)cos(D(t)) — sin(wot)sin(P(t))]

V(t) = Vplcos(wot) — sin(P(t)]

Phase noise is plotted as the ratio of the phase noise power in a 1Hz bandwidth
at an offset frequency from the carrier, relative to the power of the carrier. The unit is
decibels below the carrier per Hz bandwidth, dBc/Hz. A diagram of a phase noise

plot is shown in Figure 3.3,

3.2.3 Models for Predicting Phase Noise in RF Components

An analytical method is used to predict the phase noise in RF chains in order to
attempt to predict the levels of phase noise in each design before commissioning. For
each type of component in the chain an individual model is devised by taking into
account gain, loss and frequency conversion. Finally, the whole chain is summed to
predict the final phase noise at the output. Table 3.3 summarises all of the parameters

used in the following analysis.

Amplifier

Although amplifiers increase the signal power level, the carrier-to-noise ratio of the
signal is degraded by the added noise of the amplifier. An ideal amplifier would not
contribute any additional noise so the amplifier noise figure, F, would be zero. This
is not the case practically. The noise figure is a measure of the degradation of the
signal-to-noise ratio. The noise figure has an intrinsic flicker noise corner frequency,
which will cause the noise figure to increase at 10db per decade below the corner
frequency [85]. The corner frequency is represented by f. and was shown in the
diagram in Figure 3.3. The flicker noise component is mathematically represented

as:

F:F0<1+jj:;> (3.1)

The single sideband, carrier-to-noise ratio is defined as I'(f,,) = Ig—g. The output

carrier power of the amplifier is simply the product of the input power and gain.

The total output noise of an amplifier has two components. The first component is
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G Gain (dB)

F Noise Figure (dB)

L Conversion Loss (dB)

Ci Carrier Input Power (dB)

Co Carrier Output Power (dB)

N; Input Noise Power (dB)

No Output Noise Power (dB)

kT Boltzmann’s constant multiplied by the absolute temperature (kT =-174 dBm/Hz)
T'i(fm)ap | Input carrier-to-noise ratio in dBc/Hz at a carrier offset of f,

To(fm)ap | Output carrier-to-noise ratio in dBc/Hz at a carrier offset of f,,

TABLE 3.3: Definition and Units of the parameters used in Phase
Noise Estimation calculations in Section 3.2.3

the value of the noise floor. The second component represents the product of the

noise and the gain.

Co = GC; No = fkTG + GN;

The noise contribution of the amplifier is a combination of the thermal noise floor

and amplifier noise figure divided by the amplifier gain.

_No _ fKTG+GN; fkT N; FkT
lolfm) = =76~ ¢ To =Dlm+g

Including the flicker noise component (from Equation 3.1) and expressing the
result in a logarithmic form leaves the single sideband, carrier-to-noise ratio for an

amplifier.

r;(fm) %
To(fm)ap = 10 - log <1O<10dB) + (1 + ]J‘(C> .1()( 1o ))

Passive Components

The model for an amplifier will be adapted for a passive component. Passive compo-
nents, in this case a filter, will be modelled as an amplifier with gain of 0dB and noise
figure equal to the insertion loss. In this case the signal-to-noise ratio is degraded
only due to the losses in the passive component. The phase noise contribution of the

filter is expressed as:
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Ti(fm)ap

To(fn)as = 10 - log (10( ) 4 10(”1(fq)> (3.2)

Frequency Multiplier

During frequency multiplication the carrier-to-noise ratio increases according to the

following approximate relationship [86]:

2

c

As frequency increases the performance of an oscillator will be degraded by both
increased frequency and lower quality factor. Where the quality factor is a dimen-
sionless parameter that describes how under-damped an oscillator or resonator is.
It is defined as the ratio of the initial energy stored in the resonator to the energy
lost in one radian of the cycle of oscillation. Quality factor is alternatively defined
as the ratio of a resonator’s centre frequency to its bandwidth when subject to an

oscillating driving force [47].

The Effect of Frequency Multiplication on Phase Noise

Let %1 and %2 be the phase noise density-to-carrier ratios before and after fre-
quency multiplication. Similarly, 5% and 3% are the rms phase jitter densities be-
fore and after frequency multiplication. After frequency multiplication &, = nd,,

where 7 is the multiplication ratio. After frequency multiplication [86]:

Nop) _® (Nop\ _n® _ ,(Nor
c ), 2 ~\'c),” 2 c /),

The effect of frequency multiplication by a factor n on the carrier-to-noise ratio
is to multiply by n2. This is demonstrated in Figure 3.6 where the master oscillator
is multiplied by four. The phase noise profile is almost identical but the phase noise
increased by approximately 12 dBm which is 20log(4).

So frequency multiplication by a factor n will multiply phase noise by 7n? and
total noise by ”72 The phase noise model of the frequency multiplier will include
degradation of the signal due to conversion loss. As the frequency multiplier is
an active device there will also be a noise figure and gain. The full model for the

frequency multiplier is:
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n®> +FkT kT

No
e

Co n°Ti(fn) +

Including the flicker noise component (from Equation 3.1) and expressing the
result in a logarithmic form leaves the single sideband, carrier-to-noise ratio for a

frequency multiplier.

( T;(fm)4p+20log(n) ) fc ( Fy+kT+20log(n)—C;G ) (krch,» )
T'o(fm)ap = 10-log (10 0 - <1 - f) -10 10 +10\7 ™ )
m

The additive noise attributable to a frequency multiplier is strongly dependent
on the active element in the multiplier and the input drive level and hence an am-
plifier may be required before the input to the multiplier. However, whenever an
amplification is added it is clear that the noise from the input amplifier will also be
multiplied by 72, so from this perspective it would be desirable to multiply before

amplifying. Thus, there is a design trade-off between power level and phase noise.

Mixer

Phase noise analysis of a mixer is complicated by the presence of at least two input
frequencies. An ideal mixer would have a noise figure of zero, whereby the only
signal degradation would be due to conversion loss. This is not the case in practice.
The cumulative effect of the mixer is the rms sum of the carrier-to-noise ratios of
the input signals. The phase noise model for a mixer will include a conversion loss,

noise figure, and the carrier-to-noise ratios of both input ports.

No FkT kT

o " i (fm) +Tio(fm) + C. + IC,

- i — .
Lo(fm)ap = 10-log <10< W) +10(8) 4 <1 + f) o™ ) 10(”10“1))
m

Where the mixing process uses an RF frequency much higher than the LO fre-

quency it is clear that the higher frequency input will dominate the phase noise.
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3.2.4 Predicting Phase Noise of RF Generation Schemes

Now that each component type has been approximated the cascade of components
can be modelled as a whole. This phase noise analysis will account for only the RF
components and ignore other sources of noise such as cables, auxiliary circuits and
power supplies. There will be a small variation of the performance of the amplifier
due to varying input frequency and driving voltage, which is accounted for.

For both schemes the amplifier, filter, mixer, and modulation card are identical
models. The difference between the two schemes is the frequency multiplication
factor, (both of the annotated schemes are shown in Figure 3.4 and Figues 3.5). The
drive power for the AQA1933K active frequency quadrupler is +2 to +5dBm. The
drive power for the ADA0416 active frequency doubler is 0 to +6dBm. Hence an
input power of +3dBm will be assumed for both schemes. No amplification is re-
quired after the frequency multipliers as they are active components.

The amplifiers are the ZVA-183-s+ wideband amplifier operating from 700 MHz
to 18 GHz with a gain of 24dBm. The mixers are M1-0616 double balanced passive
mixers. The LO and RF ports accept 6 GHz to 16 GHz and the IF port accepts DC
to 4 GHz. The conversion loss is typically 10 dBm from the datasheet. The same filter
can be used for both schemes to isolate the 9GHz, the filter will be the FB0955 band-
pass filter with insertion loss of -3dBm. The schemes are shown with the relevant

parameters in the following figures:

B 5 - 15db

— G =12db

—

9GHz RF

—_—

3GHz RF EO =3db

— -

12GHz RF fo=10k L=55db
' ' FO = 6db

FIGURE 3.4: Scheme 1 Annotated: This is the same scheme as was

shown previously in Figure 3.1 for 12 GHz Generation using x4 Mul-

tiplier. This diagram contains all of the available gains, corner fre-

quencies, noise figures and input powers which can be collected from
the component data-sheets

The 2.9985 GHz CLEAR master oscillator is generated using a Rhode and Schwarz

SMC100A signal generator. The measured phase noise spectrum is plotted in orange
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FIGURE 3.5: Scheme 2 Annotated: similarly, This is the same scheme
as was shown previously in Figure 3.2 for 12 GHz Generation using
x2 Multiplier plus additional annotations

|

|

in Figure 3.6. This source will be used to generate all of the other LLRF frequen-
cies; therefore, the master oscillator provides the baseline for signal quality. The
measured data shown in blue in Figure 3.6 is generated by using an AQA1933 fre-
quency multiplier to multiply the master oscillator by four, this generates a signal at

11.9942GHz. This signal acts as a benchmark for the quality of the X-band source.
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FIGURE 3.6: Measured Phase noise of 2.998 554 GHz Master Oscilla-
tor and 11.9942 GHz produced by frequency multiplication by a factor
4 (followed by amplification and filtering)

The phase noise analysis prediction for the two schemes is almost identical, and
is shown in Figure 3.7. The doubler shows 4.2dBm improvement at small offset
frequencies. This is due to the two schemes being essentially identical; the difference
in dBm between 20log(2) and 20log(4) is 6dBm, which is the primary source of the
variation. The phase noise performance is degraded by around 15dBm with respect

to the 2.9985 GHz source oscillator.
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FIGURE 3.7: Predicted Single Sideband Phase Noise for the Quadru-
pler (blue) and Doubler (purple) Schemes (from Figures 3.4 and 3.5)
with respect to the 3GHz Master Oscillator (yellow) which is the
source for both schemes. So the additional phase noise above the
level of the master oscillator is added by the components in the chain
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The phase noise for the modulated 12GHz with respect to the phase noise perfor-

mance of the PXI modulation card is much more illuminating, this is shown in Figure

3.9. The output phase noise for both schemes is highly correlated to the phase noise

of the PXI card which is shown in Figure 3.8. As the final stage is mixing with the

modulated 2.9985 GHz the phase noise performance of both schemes is limited by

the phase noise performance of the N15793 PXI card.
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FIGURE 3.8: Phase Noise of the NI5793 PXI RF Generation Card taken

from the component datasheet. The phase noise profile is dependent

on the programmed output frequency of the card, in this case the fre-
quency will be 2.998 554 GHz

This can also be highlighted by plotting the phase noise performance of the
8.995 GHz post filtering. Prior to mixing with the modulated 2.9985 GHz the phase
noise of the 8.995 GHz signal is on average 13.58dBm better for the quadrupler and

an average of 15.3 dBm better for the doubler.

3.2.5 Converting Phase Noise to Jitter

Oscillator specifications often use timing jitter rather than phase noise so the method
for converting phase noise to timing jitter is described.

The integrated phase noise power is the integral of the phase noise spectrum
over the offset frequency range. The lower bound for the integration should be as
low as possible to obtain true rms jitter. In practice oscillator specifications may not

be specified below 1kHz. Jitter can be calculated from the following [87]:

2 -104/10)
RMSPhase]itter(seconds) = BT
0

Where A is the integrated phase noise power in dBc and fj is the centre fre-
quency. It is common to simplify the computation by considering each decade indi-
vidually to examine the respective contributions to the jitter. The individual power

ratios for each section can then be summed.
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FIGURE 3.9: Single Sideband Phase Noise at 11.9942 GHz for the
Quadrupler and Doubler Schemes with respect to the NI5793 PXI
Card (left) and at 8.995 GHz before being mixed with the modulated

pulse from the NI5793 (right)
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Where A is the integrated phase noise power in dBc. The rms phase jitter and

timing jitter at various points along the signal chain are tabulated:

Signal RMS Phase Jitter (°) | RMS Timing Jitter (ps)
2.9985GHz Master Oscillator 0.0012 0.0034
2.9985GHz PXI Card 0.0559 0.0518
8.995GHz Quadrupler 0.0015 0.0050
8.995GHz Doubler 0.0032 0.0056
11.9942GHz Quadrupler 0.0529 0.0123
11.9942GHz Doubler 0.0488 0.0113

TABLE 3.4: Predicted RMS Phase Jitter and RMS Timing Jitter

Table 3.4 shows that the limitation on jitter performance of the up-conversion

scheme is the jitter of the NI5793 PXI card, which is an order of magnitude larger

than the other jitter contributions below X-band frequencies.

As mentioned, the quality of the pulse generation scheme is limited by the PXI

modulation card so this is not a useful metric to decide whether to use the doubler or

quadrupler. A consideration in the decision could then be the possible introduction

of unwanted harmonic.
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The potential disadvantage of using a doubler is the introduction of an additional
frequency into the system at 5.995 GHz, this frequency is not used anywhere else in
the LLRFE. Although this would be attenuated significantly by the band-pass filter,
there is still a risk that the extra frequency will cause unwanted modulation of the
11.9942 GHz RF pulses. The internal circuitry of both the doubler and quadrupler
will both produce frequencies at 5.995 GHz, 11.9942 GHz and other harmonics such
as 9 GHz and 15 GHz which are filtered inside the component. Hence this is also not
a suitable metric for deciding between the two schemes.

The design for the LLRF receiver uses a down-conversion scheme that utilises
a cw signal at 11.9942 GHz, thus for practical reasons the quadrupler scheme is se-
lected, as the output at 11.9942 GHz can be split into two and used in both the trans-

mitter and receiver.

3.2.6 Commissioning the X-Band Pulse Generation System

The master oscillator power arriving at the LLRF crate is 0dBm. This signal is re-
quired for four different functions inside the crate hence the master oscillator is split
into four channels. After splitting the power in each channel is reduced by approxi-
mately 6 dBmm. Three of the channels are used in the RF generation and the fourth is
used to produce the local oscillator. Ideally the RF design would minimize the total
number of components, in particular amplification stages, in order to minimize the
phase noise and error sources. In actuality this is not possible as the power budget
determines the required stages.

Figure 3.10 shows the proposed diagram of the up-conversion systems after com-
missioning, it is based on the schematic shown in Figure 3.4. The up-conversion

system is shown with the PLL in Figure 3.11 during commissioning.
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FIGURE 3.10: X-Band Pulse Generation Schematic. The S-Band mas-

ter oscillator is shown in the top left and is the source for all the sig-

nals in the LLRF crate. This is used to create the 11.9942 GHz mod-

ulated pulse and is sent to the receiver (bottom left) to produce the
local oscillator for down-conversion

FIGURE 3.11: Proposed X-Band Pulse Generation during Commis-

sioning. During commissioning additional components (amplifiers

and filters) were added in order to ensure all components are operat-
ing within their desired range

The final implementation of the LLRF will be described here and can be seen in
the schematic in Figure 3.12. The purpose of the four channels which will be derived

from the master oscillator are as follows:

* One channel of the master oscillator will be sent to the PXI RF generation card

(NI5793) as a reference input for synchronisation.
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¢ The second 2.998 554 GHz channel will be used to produce 11.9942 GHz using

a x4 frequency multiplier.

¢ The third channel will be used as the IF for mixing 11.9942 GHz and 2.9985 GHz
to produce 8.995 GHz using the ZX05-24MH+.

e The fourth channel is used in the local oscillator generation; this channel is

divided by 16 to produce 186 MHz.

FIGURE 3.12: Final implementation of the X-band LLRF Transmit-

ter system. This schematic contains the power levels measured

throughout the system. The output power from the master oscillator

(SMC100A) IS +15dBm which is then transported over to the LLRF at
Xbox1.

The output power from the master oscillator (SMC100A) is +15dBm. This signal
is then transported over to the LLRF at Xbox1, the power arriving at the LLRF crate
from the master oscillator is +11.84dBm.

Without amplification, after filtering and splitting, the master oscillator the power
would be in the region of 0 dBm due to the losses in the filter and the splitter. Mea-
sured losses in the splitter are on the order of —9 dBm per channel. Such low power
levels at the output of the splitter (around 0 dBm) are unsuitable for the AQA1933K
multiplier, the NI5793 card and as an LO input to the ZX05-24MH+ mixer. The ac-
ceptable input power ranges for these three components are shown in Table 3.5.

Hence the master oscillator was amplified before splitting, it would have been
possible to amplify all three channels after splitting but this would add more am-
plifiers and filters into the system than was necessary. The ZX6043-S5+ was used to
add 10dB followed by the VLP-41 low pass filter (with a measured attenuation of
—2.9dB). The power level entering the splitter is approximately 18 dBm. After split-

ting the output power in each channel is around 7/8 dBm (with some variation due
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to imperfect splitting and differences in cable lengths and adapters). In addition,
3 dB of attenuation was added before the multiplier and 2 dB before the divider. The

power levels in all four channels are summarised in Table 3.5.

Channel Required Power Level (dBm) | Power Level (dBm)
PXI NI 5793 34+3 7.01
AQA1933K Multiplier 2to5 3.01
ZX05-24MH+ Mixer IF -10to 15 8.14
HMC705 Divider -15to0 10 5.44

TABLE 3.5: Required and Measured Power levels for each of the four
299855GHz Channels from the Master Oscillator

The AQA1933K is an active multiplier so the output power at 11.9942 GHz is
10.86 dBm. The output power of the multiplier is very sensitive to both the compo-
nent temperature and fluctuations of the input 5V power supply. As a result, a heat
sink is added on the exposed surface of the multiplier and a smoothing capacitor is

used on the input power supply. The approximate capacitance is calculated from:

c>

f RLoad

Where f is the approximate frequency of the voltage fluctuations and Ry, is the
impedance of the load, a 100uF capacitor was found to be suitable.

The first mixing stage is used to produce a constant 8.995 GHz using the ZX05-
24MH+ mixer.

The mixer was followed by a FB0955 9 55GHz band-pass filter which has a pass-
band ranging from 8.9 GHz to 10.2 GHz. With a constant LO power of 7.98 dBm and
IF input power of 8.14 dBm the output power of the mixer is —14.99 dBm. The mixer
exhibits significant conversion loss, this is shown in Figure 3.13. The data sheet for
the ZX05-24MH+ (shown in Figure 3.14) states that the conversion loss is between
7dbm and 10.2dbm for a 30 MHz IF. The data sheet also states that the conversion
loss increases with increasing IF. As the IF in this setup is 2.9985 GHz the conversion
loss is much greater.

The output of the first mixing stage at 8.995 GHz will be fed as the local oscillator
into the second mixing stage with the modulated 2.998 554 GHz signal as the RF in-
put to generate the final 11.9942 GHz modulated RF pulse. The power level after the

first mixing stage was measured at —14.99 dBm, hence it must be amplified in order
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ZX05-24MH+ Mixer - Input IF power vs Output RF power
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FIGURE 3.13: ZX05-24MH Mixer Measured Conversion Loss - IF In-
put Power (dBm) vs RF Output Power (dBm) with 11.9942 GHz LO

at 10.78dBm
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FIGURE 3.14: Expected Mixer Conversion Loss as a function of both
Input RF Frequency and LO Power Level as taken from the ZX05-
24MH+ Datasheet

to be used as a LO for the second mixing stage. As the signal needs to be ampli-
fied by at least 25 dBm, two stages of amplification were required, each followed by
a FB0955 band-pass filter. The ZVA-183-S+ amplifier has a gain of 24 dBm, but can
only accept input powers up to 4 dBm. The ZX60-140122 amplifier produces an extra
10 dBm of gain, this amplifier must be placed second as it can accept an input power
up to 10dBm. The output power of the 8.995LO after amplification and filtering is
10.86 dBm.

The IF for the second mixing stage is the 2.9985 GHz modulated pulse. The out-

put power from the NI5793 ranges from 0 dBm to 8 dBm, this power level must be
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adjusted so that this range lies within the linear region of the ZX05-24MH+ mixer.
Figure 3.15 shows that the linear region of the mixer is approximately between
—4dBm and 5dBm, hence the output from the NI5793 is attenuated by 4 dBm to

align with this region.

ZX05-24MH+ Mixer - Input IF power vs Output RF power
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FIGURE 3.15: ZX05-24MH Measured Power Scan - 2.9985 GHz Pulse
Input Power provided be the NI5793 (dBm) vs 11.9942 GHz Output
Power (dBm) with constant LO power of 10.86 dBm at 8.995 GHz

The output of the 2nd mixing stage is an 11.9942 GHz pulse with a maximum
power of 3.82dBm. This signal is filtered using the FB1215 low pass filter and am-
plified using the ZVA-183-S+ amplifier then filtered again. The output power range
of the 11.9942 GHz pulse is 4.12dBm to 12.06 dBm.

An attenuation of 4 dBm was applied to the output power to bring it within the
range of 0dBm to 8 dBm. This was done for two reasons. Firstly, it allows room to
either attenuate or increase the output power range of the LLRF to suit the require-
ments of the TWT and klystron. Secondly, it is to ensure the optimal performance
of the NI5793 card. The output is produced using a 16 bit TI3482 DAC. Not fully
utilising the full dynamic range of the DAC in the RF generation card will reduce
its resolution. For example, at Xbox2 the RF transmitter will saturate the klystron at

15% of its full power range therby only utilizing a small range of the DAC.
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3.3 Design of the LLRF Receiving End

At Xbox1 the high power RF can be used to power X-band structures in the CLEAR
LINAC to drive the acceleration of an electron beam. Alternatively, it is possible for
the RF pulses from Xbox1 to be used to condition a CLIC prototype structure. Either
of these applications will greatly benefit from localisation of arcs inside the struc-
ture, this is known as breakdown localisation and was described in Section 1.4.4, as
well as being able to accurately measure the fields in the structure. Breakdown lo-
calisation requires accurate phase and amplitude information. The RF design of the
receiver will be determined by the required timing and phase resolution for break-
down localisation.

Furthermore, at Xbox1 there is a requirement to synchronise the RF pulses with a
beam in accelerating structures which are more than 30 m away. Hence the require-
ments for the phase and amplitude detection are more stringent than required for
breakdown localisation. Successful acceleration requires that the phase of the elec-
tromagnetic wave in each cavity be synchronized to the moment the particles enter.
Phase noise added during down-conversion directly will appear as jitter on the RF
pulses, resulting in an incorrect instantaneous measurement of the RF phase at the
accelerating structure. From Section 3.2.5, for a timing jitter of 10fs, an rms phase
jitter below 0.75° is required at 11.9942 GHz.

There are three ways in which the X-band signals can be measured. They can
be measured directly through a diode, this translates the signals to DC which dis-
cards much of the information encoded in the signal, only amplitude information is
retained. Alternatively the X-band signal could be directly digitized. However, this
would require sampling rates above 24 GHz which is not feasible and is certainly not
possible with existing National Instruments hardware. The high data rates would
also place too much stress onto the PXI processors and Labview real-time software.
The fastest oscilloscope offered by NI can sample at 12.5GSPs however the resolu-
tion is reduced to 8bits and the module wold cost approximately $30,000 for only 2
channels. The final method is down-conversion. In order to retain more than the am-
plitude information the signals will have to be converted down to a lower frequency
where they can be processed. The most common method for obtaining all of the
phase and amplitude information with minimal processing overhead is to convert
the IF signal into polar components which are converted to Cartesian IQ coordinates.

In the Xbox1 PXI crate there are four acquisition cards each with four channels,
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therefore there are 16 acquisition channels meaning only eight of the channels can
be processed using sampling rates in the GSPS range as the Xbox1 PXI has only two
processors. Eight of the channels can still be used to process DC amplitude signals
at a sampling rate of 250 MHz and the other eight channels can be used for more
detailed measurements using GSPS sampling speeds.

Quadrature sampling obtains both components of a complex signal by taking
subsequent samples from the two signals which are each offset 90°. This is referred
to as IQ sampling.

A conventional analog IQ demodulator uses analog components to translate an
RF signal to two baseband I and Q channels before converting to digital data sam-
ples. Low-quality analog RF components can cause numerous errors that degrade
IQ demodulator performance, including DC offset, gain imbalance, and phase im-
balance. High-quality analog components in an IQ demodulator reduce these errors
but increase the cost of RF system. High-speed ADCs and digital demodulation are
now widely used as an alternative approach in order to reduce errors caused by
analog RF components.

When using digital IQ demodulation the single signal path ensures perfect gain-
matching between the two I and Q signals. The concerns of gain balancing and
impedance matching for all the RF and analog components is eliminated. Conse-
quently, analog DC offsets and drifts do not affect the digital IQ demodulator.

The quadrature phase shift is dependent upon the precise timing of the sampling.
The ADC clock period provides an exact phase shift at the center frequency only.
Signal frequencies not equal to the centre frequency contain a quadrature phase error
when measured. For a limited signal bandwidth, this quadrature phase error is
maintained at insignificant levels.

The LLRF at Xbox1 can use IQ demodulation provided the RF signals are mixed
down to a sufficiently low IF. For digital IQ demodulation, the sampling frequency
is four times the signal frequency. This creates a special case where the samples will
measure I, -Q, -I, Q. This has the benefit of reducing the required trigonometry and
hence reduce the computing power required to reconstruct the I and Q components

from the instantaneous voltages [88]. The analog signal is described by:

Vi = Acos(wt + ¢) = Re[(I + jQ)el“"]
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The signal can be modelled in polar coordinates as a rotating vector with ampli-
tude, A, angular frequency, w and initial phase of ¢g. Positive frequencies rotate the
phasor anticlockwise. The phasor is translated into cartesian coordinates using the

following;:

y(t) = Acos(wt + ¢) = Alcos(¢o) sin(wt) — sin(¢g)cos(wt)]

The I and Q information is converted to amplitude and phase information using

the following [88]:

I = Acos(¢o) Q = Asin(¢y)

A= VPi @

If the initial position of the rotating vector is known, then the new position is
measured at a known time later, and the algorithm rotates the phasor back to the
initial position obtaining the change in amplitude and phase between the two vec-
tors.The easy translation between Cartesian and polar coordinates makes signal pro-
cessing less computationally intensive. The latency of IQ sampling is two samples.
For 1Q sampling the IF will be sampled four times every cycle to Fsuupiing = 4 - Fip.

The use of IQ sampling forms part of the specification for the IF and lock frequency.

3.3.1 PXI Acquisition Cards

The LLRF system at Xbox1 will reuse the acquisition cards which are already in
place. These are two fast oscilloscope cards (NI5162) and two slow ADCs (NI5762).
Each card has four channels.

The NI5762 can sample each channel at 250 MSPs, these cards will be used to
sample pulsed DC signals provided by log detectors. In general, log detectors are
used to measure signal strength, as opposed to detecting signal content.

The edge method of breakdown localisation uses the timing difference between
the falling edge of the transmitted signal and the rising edge of reference signal.
Assuming that the vacuum arc starts absorbing and reflecting RF power instanta-
neously as the breakdown is ignited, the delay between the two edges should cor-
respond to a unique longitudinal position. Identifying where the breakdown begins

relies on the accuracy of resolving the rising and falling edge. Ability to detect the
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rising edge depends on the sampling rate, signal-to-noise ratio and allowable rise
time in the ADC.

Rise time is measured with respect to time, while bandwidth is measured with
respect to electrical frequency. In this case the rise time is the time taken for the
rising edge to increase from 10% to 90% of the desired output value in response to
an input step function [43]. The bandwidth is found by referencing the system’s
frequency response. The inversely proportional relationship between rise time and
bandwidth can be derived by considering the time and frequency response of an
ideal RC low-pass filter, which consists of a resistor and capacitor in series. The
resolvable rise time is related to the bandwidth by the following equation when the

system’s response resembles that of an RC low-pass filter [89]:

Bandwidth

RiseTime =
iseTime 035

There is a bandwidth limiting filter on the input to the NI5162 oscilloscope which
limits the rise time to 320 ps, this is ample for this application. The RF pulses have a
rise time of approximately 7 ns. This can be resolved using a bandwidth of 50 MHz.
However, for 50 MHz IF the rising edge would only be represented in one sampling
bin so detection of the rising edge is limited to one bin. An IF of 300 MHz would
spread the rising edge over 6 sampling bins. Therefore, a suitable IF will be in the
range of 150 MHz to 300 MHz to be able to digitize the rising edge with reasonable
resolution whilst satisfying IQ sampling requirements using existing PXI Cards.

Within this range there are advantages to using a smaller IF frequency. A larger
IF will have a larger bandwidth that results in a larger thermal noise floor, this re-
duces the dynamic range of the measurement. For an ambient temperature of 290 K
the noise floor of a 300 MHz IF is 1.76 dBm larger than that of a 200 MHz signal. A
lower IF frequency will also be less sensitive to phase and frequency instabilities. A
10 ps jitter at 300 MHz corresponds to 1.08° phase error while the same jitter results
in only 0.72° phase error at 200 MHz and 0.54° phase error at 150 MHz [89].

The NI5162 accepts an external sampling clock up to 1.5 GHz, however there is a
sample clock time base divisor in the card with a minimum value of 2, and therefore
the actual sample will be half the input rate.

Thus the IF needs to be an 1/8th of the clock frequency. Both the IF and the sam-
pling rate must be generated from the 2.9985 GHz source. An IF of 187.4 MHz was
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chosen as this can be produced by dividing by 16, the clock frequency at 1.499 GHz
can be easily generated from the master oscillator.

The requirements for the down-conversion system can be summarised as:

* Mixing the 11.9942 GHz signals down to 187.409 MHz ensuring the RF to IF

conversion process is linear

¢ Minimising the error contribution from the down-conversion process by gen-
erating a low phase noise oscillator at 11.8068 GHz using the master oscillator

as a source

* Generating a stable, low noise sampling clock at 1.499 GHz

3.3.2 Generating the Local Oscillator Frequency

Now the IF frequency has been determined the local oscillator frequency is also
known. The 11.9942 GHz RF will be mixed down to 187.4MHz using a local os-
cillator at 11.806 88 GHz. This frequency must be generated using the 2.998 554 GHz.
The process has two stages, firstly, the master oscillator is divided to produce an in-
termediate frequency which is then used as the input for up-conversion to X-band.

The quality of the local oscillator directly affects the quality of the measurements.
A superheterodyne receiver, is a type of radio receiver that uses frequency mixing to
convert a received signal to a fixed intermediate frequency which can be more con-
veniently processed than the original carrier frequency [55]. All superheterodyne
receivers use one or more local oscillators to convert an input frequency to an in-
termediate frequency before the signal is demodulated. In the ideal receiver, these
frequency conversions would not distort the input signal, and all information on
the signal could be recovered. In a real receiver, both the mixer used for conver-
sion and the local oscillator will distort the signal and limit the receiver’s ability to
recover the modulation on a signal. Mixer degradation, such as from undesired mix-
ing products, can be minimized by proper design in the rest of the receiver. The local
oscillator degradation, which is principally random phase variations (phase noise),
cannot be decreased except by improving the performance of the oscillator. The lo-
cal oscillator phase noise will limit the ultimate signal-to-noise ratio which can be
achieved when receiving a modulated signal [90].

Phase noise can also limit the angular resolution which can be achieved by an
interferometric receiver. Reciprocal mixing may cause the receiver noise floor to

increase when strong signals are near the receiver’s tuned frequency; this limits the
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ability to recover weak signals. All of these effects are due to local oscillator phase
noise [90].

Local oscillator phase noise will effect the bit error rate performance of a trans-
mission system. A transmission error will occur any time the local oscillator phase,
due to its noise, becomes sufficiently large that the digital phase detection makes an
incorrect decision as to the transmission phase [90]. In this case, as the phase of the
field needs to be measured as accurately as possible, any phase errors could cause
an incorrect reading and hence contribute to the bit error rate.

The division ratio is 16 which converts the master oscillator from 2.998 554 GHz
down to 187.4 MHz. Frequency dividers are widely used in many communication
systems such as frequency synthesizer and clock generation circuits. Two methods
will be considered and compared; a programmable divider and a direct digital syn-
thesiser.

An arrangement of flip-flops is a classic method for integer n division, pro-
grammable frequency dividers are a chain of flip-flops. The easiest configuration is
a series where each flip-flop is a divide-by-2. Such division methods are frequency
and phase coherent to the source over environmental variations including tempera-
ture [91].

As mentioned in Section 3.2.3, multiplying the frequency of a signal by a factor
n increases its theoretical phase noise by 20log(n), in addition to the component self-
noise. Conversely, dividing the frequency of a signal by n will lower its theoretical
phase noise by 20log(n). For a division ratio of 16 the phase noise should be reduced
by 24 dBm with respect to the reference.

The programmable divider for this application is the HMC705. The divider can
be programmed to divide by any number from n =1 to 17. The datasheet phase
noise specifications of the HMC705 from the are shown in figure 3.16.

A direct digital synthesiser, DDS, is a modern method of producing a tuneable
output signal referenced to a high frequency fixed input signal. However, this tech-
nology is currently limited to relatively low frequency regions, generally less than
5GHz. The DDS for this application is the AD9914.

The high frequency reference signal will be divided by a scaling factor deter-
mined by a programmable binary tuning word. The output frequency can be pro-
grammed with hertz resolution and sub degree phase tuning. In addition the DDS

can eliminate the need for manual tuning due to long term temperature drifts or
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FIGURE 3.16: Expected Phase Noise vs Temperature Performance of
the HMC705 Programmable Divider as taken from the datasheet

FIGURE 3.17: Simplified Diagram of the operation of a DDS showing
the main blocks and a visual representation of the conversion from
digital values to analog sine wave

component aging. The tuning can simply be done using the digital control interface
of the DDS.

The internal blocks of a simple DDS are the address counter, programmable read
only memory (PROM), and digital to analog convertor (DAC). A simplified scheme
is shown in Figure 3.17. The PROM functions as a sine lookup table containing the
digital amplitude information corresponding to a complete cycle of a sine wave at
the desired output frequency. The address counter increments with each clock cycle
to access each memory location in the PROM. For each location the digital amplitude
is passed to the DAC which produces the output sine wave. The output frequency is
determined by the reference frequency and the sine wave step-size. The magnitude
of the step-size is determined by the programmable binary tuning word.

The output frequency of the DDS is defined by:

fo=fiton (33)
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Where fo is the desired output frequency, f; is the frequency of the source, FTW
is the frequency tuning word and N is the number of bits in the address counter.

Due to the Nyquist theorem, the maximum output frequency of the DDS is half
of the reference frequency. The output frequency spectrum will contain the desired
output frequency plus harmonics at sum and difference frequencies of the output
and reference frequency. A low pass filter can be used to suppress the unwanted
harmonics and is usually included in the output circuitry of the DDS.

The general noise floor of a DDS device is determined by the cumulative com-
bination of substrate noise, thermal noise effects, ground coupling, and a variety of
other sources of low-level signal corruption. The noise floor, spur performance, and
jitter performance of a DDS device is greatly influenced by circuit board layout, the
quality of its power supplies, and the quality of the input reference clock.

It is logical to assume that the DDS quantization noise is white, as it is with most
data acquisition systems. However, the DDS is more complex because the trunca-
tion of the address counter introduces a deterministic error. To ideally reconstruct a
signal each value in the address counter would correspond to a value in the lookup
table [92]. However, the DAC often has less bits than the address counter which
leaves a disparity between the resolution of the two components. This is the source
of phase truncation spurs which can be seen in the phase noise spectrum in Figure
3.18.

The measured phase noise results from both division techniques are shown in
Figure 3.18. All of the following phase noise measurements are collected by con-
necting the signal chains to a Rhode Schwarz FSWP50 phase noise analyser.

The phase noise is approximately 10 dBm lower than the 2.998 554 GHz reference
due to the reduction in frequency. At this stage it is difficult to determine which
system is optimal. Although the divider has a slightly higher close-in phase noise it

does not exhibit the spurious performance of the DDS.

3.3.3 Generating the Sampling Clock

The sampling clock at 1.499 GHz could be generated by dividing the master oscil-
lator by 2. However it isn’t practical as the master oscillator is already being split
into at least four channels, splitting this signal again would have a significant effect
on the power budget and result in the need for extra amplification throughout the
entire LLRF system. The alternative is to split the output of the 187.4 MHz into two
and multiply one channel by 8 to produce the clock.
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FIGURE 3.18: Measured Phase Noise of each of the 187.409 MHz sig-
nals which were generated by dividing the 2.998 554 GHz by 16 using
the divider (Blue) and DDS (Purple)
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FIGURE 3.19: Measured Phase Noise profile of two versions of the

1.499 GHz Sampling Clock which were which were generated by

multiplication of the output signal from the divider (Blue) and DDS
(Purple)

Figure 3.19 shows the phase noise performance of the clock when produced from
the divider and the DDS. The phase noise from the DDS hits an apparent higher
noise floor around —147 dBm at 100 kHz offset. In a DDS circuit a significant portion

of the phase noise can be attributed to the internal reference clock, which in this case
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appears to exhibit worse phase noise than the master oscillator. This is logical as
the DDS is a commercial product designed for a wide variety of applications where
perhaps in this case the phase noise performance has been sacrificed for flexibility

or price. Hence the divider will be the optimal solution carried forward.

3.3.4 Frequency Up-Conversion to produce the Local Oscillator

The receiver must produce an X-band local oscillator at 11.8068 GHz using an 187.4 MHz
input. It is not possible to use frequency multiplication as a multiplication factor of

64 is required. Direct frequency multipliers are built from a nonlinear electronic com-
ponents which generate a series of harmonics followed by a band-pass filter which
passes one of the harmonics to the output and blocks the others. Since the power

in the harmonics declines rapidly, usually a frequency multiplier is tuned to only a
small multiple (twice, three times, or five times) of the input frequency [93].

A commonly used method of up-conversion is a phased locked loop. This has
been implemented before in the X-band test stands. Keeping the input and output
phase locked keeps the input and output frequencies constant. Consequently, in ad-
dition to synchronizing signals, a phase-locked loop can track an input frequency, or
it can generate a frequency that is a multiple of the input frequency. The disadvan-
tages are that PLL’s do not have good phase noise profiles and introduce a secondary
oscillator into the RF chain so the noise from the PLL is not correlated [94].

An alternative for up-conversion is frequency mixing. The single side-band (or
image reject) mixer is used in specialist applications where only one mixing product
is needed. Image rejection mixers remove one of the two output signals from the
mix process by trigonometric phase cancelling techniques. Although they are more
complicated and more expensive than standard mixers, single side-band mixers can
be particularly useful in reducing the overall system cost by enabling the complexity
of filters to be reduced.

The phase locked loop is a negative feedback loop which uses a phase detector
and a voltage controlled oscillator to produce an output frequency with constant
phase angle relative to the input signal. They are commonly used to generate a
stable high frequency signal from a low frequency input. The negative feedback
loop tries to force the difference, the error signal, between the input signal and the
output frequency to zero at which point the two signals will be in phase and the
signals are in a ‘locked” state. A frequency divider in the feedback loop is used to

set the output frequency, the input frequency will be multiplied by the division ratio
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to produce a higher frequency output signal [95] [96]. A simplified PLL circuit was
shown earlier in Figure 2.4.

The PLL is the AFD5355 which is a wideband PLL which can produce output
frequencies from 5GHz to 13GHz. The AFD5355 has both integer and fractional
dividers allowing for very precise adjustment of the output frequency. The integer
divider can produce output frequencies at integer multiples of the input frequency
whereas the fractional divider can produce output frequencies at fractional multiples
of the input frequency. The difference between a PLL and frequency multipliers is
that when using a PLL the input signal is not used as an output. The output signal is
created using a separate VCO and synchronised to the input signal using the phase
comparator.The output frequency is selected by programming the division ratios
into the registers [95] [96].

The phase noise results from the PLL are shown in Figure 3.20 using a PFd of
62.47 kHz. For lowest jitter applications, it is optimal to use the highest possible PFD
frequency to minimize the contribution of in-band noise from the PLL. The spur on
the PLL phase noise shown in Figure 3.20 is present when using both the DDS and
divider, hence it is a product of the PLL. The phase noise results are comparable with

the phase noise from the PLL data sheet, which is shown in Figure 3.21.

FIGURE 3.20: Measured Phase Noise at 11.8068 GHz generated by

using the AD5355 PLL. Two versions of the signal are shown which

compare the output of the PLL when using the Divider (Blue) and
DDS (Purple) as the input
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FIGURE 3.21: Expected Closed Loop Phase Noise of the PLL for
an output frequency of RFp,; = 13.6 GHz taken from the ADF5355
datasheet

Further analysis of the phase noise is possible using the ADISim PLL software
produced by analog devices [97]. The ADF5355 PLL is simulated using the input
phase noise profile from Figure 3.18. The loop filter is not changed and the phase
detector frequency, PFD, is set to 62.47 kHz. Using the ADISim software it is possible
to isolate the phase noise contribution of the individual PLL components. The result
is shown in Figure 3.22. The quality of the reference, the loop filter and the PFD
frequency are not important in this case as the PLL phase noise is dominated by the

quality of the internal VCO.
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FIGURE 3.22: ADI SimPLL Simulation of the Phase Noise of the PLL

output at 11.8068 GHz and the individual contributions to the total

Phase Noise of the major components inside the PLL. It can be seen
that the phase noise is dominated by the quality of the VCO

Single side-band mixing schemes utilise phasing techniques to cancel out the
unwanted mix products. To achieve this the single side-band mixer utilises two
balanced mixers and the quadrature (90°) hybrids as shown in Figure 3.23. The two
balanced mixers within the single side-band mixer are driven in quadrature by the
IF signals. The LO drive to each mixer is in-phase and the output is combined in

quadrature [98].

FIGURE 3.23: Schematic of Single Side-band Up-Conversion

Using the analysis methods described in Section 3.2.2 the phase noise of the up-
convertor can be predicted. As the up-convertor is a mixer-based process the pri-
mary source of phase noise comes from the input signals, any noise on the LO or RF
will be transmitted to the output. In this case the 11.9942 GHz RF input will be the

main source of phase noise, this is shown in Figure 3.24.
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FIGURE 3.24: Predicted Phase Noise of the Up-Convertor

It is not possible to achieve complete cancellation in a real single side-band mixer.
For perfect cancellation the mixers must be identical and the amplitude balance and
phase shift of all the inputs must be exact. Levels of image rejection of around
—20dB should be obtainable using this approach. The up-convertor used will be
the ADRF6780. The achievable side-band suppression is in the region of 25dBm
from the datasheet information, as shown in Figure 3.25. The plot on the left shows
side-band suppression as a function of input RF frequency, temperature and VATT
voltage for a baseband input of 100MHz. The VATT voltage controls the output
attenuator and will be left at 2.6 V. For 12 GHz the sideband suppresion at 25°s
approximately 25 dBm. The datasheet plot on the right shows the output spectrum
for a baseband input of 100 MHz, the suppression is the difference between peak 1
(the desired output) and peak 3 (the unwanted sideband) with peak 2 being the RF
frequency, the suppression is —37.02 dBm.
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FIGURE 3.25: ADRF6780 Side-band Suppression at Three Gain Set-

tings and Temperatures (Left) and spectral output (right)

Figure 3.26 shows initial phase noise results which are testing the up-convertor

board in isolation, this measurement is only the ADRF6780 output with cw inputs at

187.409 MHz and 11.9942 GHz .The set-up does not include signal conditioning on

the inputs to improve the phase and amplitude balance to improve the suppression

(which is not measured here). The up-convertor phase noise is dominated by the

11.9942 GHz reference input as predicted.

FIGURE 3.26: Initial Phase Noise results at 11.8068 GHz from the

ADRF6780 Up-Convertor



Chapter 3. Xbox1 LLRF: Design and Commissioning 92

Signal conditioning is required in order to improve the sideband suppression
and reduce the phase noise of the up-convertor. The up-convertor requires four base-
band input signals at 187.409 MHz which must be amplitude matched and correctly
phased, (I, -I, Q and -Q). The ADRF6780 can up-convert to signals from 5.9 GHz to
23.6 GHz. The full schematic of the up-convertor including the signal conditioning

is shown in Figure 3.27.

13.6dB

Phase Bias Tee &
Shifter Transformer

10dB

Bias Tee &
Transformer

—
11.8GHz LO Matched
— lengths

12GHz RF 2548

3GHz RF Multiplier
— -10dB

187MHz

Up-Convertor

FIGURE 3.27: Up-Convertor Schematic

The input 187.409 MHz signal will be the same as the source for the PLL, the
input power is 0dBm. The signal is split into two using a differential amplifier,
this will produce a positive and a negative output thereby introducing a 180°phase
shift between the two channels. The amplifier model is the LTC6402. The LTC6402
bandwidth extends from DC to 600 MHz and the input to the LTC6404 accepts 0 to
18 dBm.The transformer and the series resistors at the amplifier differential outputs
create —12.6 dBm of attenuation for a 50 (2 load. The amplifier has significant loss
as the board is designed so that the amplifier sees a higher 400(2 load impedance as
it is designed as a high impedance ADC input. After the differential amplifier the
power in the two channels are —11.97 dBm and —12.01 dBm.

After the differential amplifier two amplification stages were required. Both
channels are amplified using the ZLJ-4HG+, filtered using the ZX75LP-216 low pass
filter, amplified again and finally filtered again using the ZAPB-184-S+ band pass
filter. The output power in each channel is now 13.6 dBm and 13.4 dBm.

A 90° phase shift will be induced between the two channels using a delay line
and a phase shifter. After this point all of the cable lengths and components must
be identical in order to retain the 90°phase shift. The exact phase shift induced by
the delay line is 89.766°. Finer adjustment of the phase was not possible as the
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phase shifter is tuned manually. The cables each have a different attenuation in-
duced by the difference in length of the delay lines, the difference is 0.08 dBm at
187.409 625 MHz.

Each 187 MHz signal must be split again while maintaining their phase. In ad-
dition, the ADRF6780 baseband inputs must be biased to 500 mV. Two boards were
produced which split and bias the 187 MHz signals. The signals are split using the
ADT2-1T-1P+ surface mount RF transformer. At 187 MHz the insertion loss the
phase and amplitude balance are 0.11 and 0.13dBm respectively. The signals are
biased using the TCBT-123+ surface mount bias tee. A board was designed for these
components using PCBEagle, the board outline and assembled boards are shown in

Figures 3.28 and 3.29.

FIGURE 3.28: Board Outline for Balancing IQ Inputs

FIGURE 3.29: Prototype Boards for Balancing IQ Inputs

After the IQ balancing boards the four phased output signals are connected to

the input ports of the up-convertor using identical RF cables to maintain the phase
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187 MHz Additive Phase Noise from Up-Convertor Signal Conditioning
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FIGURE 3.30: Added phase noise due to signal conditioning of the

187.4MHz inputs. The input to the up-convertor crate is shown in

yellow, this is produced by dividing the master oscillator by 16. The

input to the up-convertor is shown in purple, this is after all the stages
of splitting, amplifying, filtering and biasing

and amplitude balance. Figure 3.30 shows the added phase noise due to signal con-
ditioning between the crate input and the up-convertor input.

The RF input to the up-convertor at 11.9942 GHz will be generated from the
2.9985 GHz master oscillator. In the original LLRF crate, a cw signal at 11.9942 GHz
was produced in the transmitter chain. However, this will not be re-used as splitting
this signal will reduce its” power by approximately —3 dBm and this will affect all of
the power budgets in the RF generation scheme. Instead, the 2.998 55 GHz reference
used by the NI5793 RF Pulse Generation card will be split into two. Splitting this
signal generates a spare 2.998 55 GHz signal which is used for the up-convertor. The
power of this signal was 7.01 dBm but it will be reduced to around 4 dBm, this has
no impact on the operation of the NI7593 card. The 2.998 554 GHz input is mul-
tiplied using the AQA1933K active multiplier and filtered using the FB1215 low
pass filter, the output signal at 11.9942 GHz is 2.54 dBm. This is acceptable for the
ADRF6780 which accepts —6 dBm to 6 dBm. The output power of the up-convertor

is 4.169 dBm. The commissioned up-convertors is shown in Figure 3.31.
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FIGURE 3.31: Up-Convertor after Commissioning

The phase noise profile of the 11.9942 GHz closely resembles that of the 2998554GHz
input, this was shown in figure 3.6. The additive phase noise at 11.9942 GHz is due
to the increase in frequency as described in section 3.2.3. The noise to carrier ratio
increases by n?2 where n is the multiplication factor, in this case n=4 so the phase
noise should increase by 16 dBm, the average increase in phase noise is 14.536 dBm.

With the signal conditioning and cavity filter from chapter 3 the performance
of the up-convertor is significantly improved with respect to both the rejection of
unwanted mixing products and phase noise. This is compared with the initial phase
noise results shown in Figure 3.26.

The spectral output is shown in Figure 3.32. The power in the spectrum at
11.9942 GHz is —64.179 dBm so the rejection is 68.348dBm. Similarly, the power
at 12.1816 GHz is —63.375 so the rejection at this frequency is 67.543 dB.
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FIGURE 3.32: Measured Frequency Spectrum at the output of Up-
Convertor. The rejection of the carrier and upper side-band is below
the noise floor of the measurement

The final phase noise results of the 11.8068 GHz local oscillator are shown in Fig-
ure 3.33. The single-sideband up-convertor and cavity filter combination produce
significantly lower phase noise results than the X-Band PLL. The average reduc-
tion in phase noise close to the carrier (up to 10 kHz) is 40.64 dBm. Also the phase
noise floor is reduced by 6.38 dB (at offset frequencies above 100 kHz). Figure 3.34
shows the phase noise results at the output of the receiver. The 11.9942 GHz cw ref-
erence is down-converted using both of the local oscillator production methods. The
improvement in phase noise from the single side-band up-convertor is maintained

through the down-conversion.
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FIGURE 3.33: Measured phase noise spectrum af-

ter Commissioning: comparison of the phase noise
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with an X-Band signal at 11.9942 GHz to produce
two versions of the IF at 187.4 MHz
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3.3.5 Commissioning the Receiver/Down-Conversion

The full schematic of the receiving end using the PLL is shown in figure 3.35. The
LLREF crate is built in two layers, the eight down-conversion channels are built onto
the top layer. The down-conversion channels are shown during commissioning in

Figure 3.36.

FIGURE 3.35: Schematic for the LLRF Down-Conversion with the
PLL. The PLL can be replaced by the single side-band up-convertor

FIGURE 3.36: Down-Conversion section of the LLRF Crate during
Commissioning
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The fourth channel from the master oscillator is divided by 16 to produce 187 MHz
using either the programmable divider or the DDS. The output power of the divi-
sion stage is 7.05dBm. This is followed by a ZX75LP-216 low pass filter, a ZJL-3G
amplifier and another low pass filter. The ADF5355 PLL accepts 0 dBm as an input
power so 9dBm of attenuation is required before the PLL.

The output power of the PLL is 1.89 dBm. The PLL output signal must be split
into 8 in order to feed all of the down-mixing channels, this will reduce the power
by around 12 dBm. Between the PLL output and the signal splitting there are two
amplification stages which amplifies the power to 23.45 dBm.

Each of the eight ZX05-24MH+ mixers has an LO power of approximately 11.36 dBm
+ 0.1dBm depending on cable lengths. The RF signals return from the system and

are attenuated before the crate so that the power is in the range of —10 dBm to 0 dBm.

Down-Mixer Linearity vs Input Pulse Power from PXI

—Klylnc
| |——PEI
PER
=g
- PR
“PLI
—PLR
|—™REF

-
B

R
]
T

-
<o o
T

187.4MHz Output Amplitude (dBm)
()]

2 1 1 1 1 ] 1 1 ]
-2 -1 0 1 2 3 A 5 6 7

11.9942GHz Input Pulse Amplitude (dBm)

FIGURE 3.37: Measured Power at the Output of the Mixer at
187.4MHz vs Input 2.998554 GHz Pulse Power provided by the
NI5793 RF Generation card

After each mixer there is a ZX75 amplifier and a ZJL-3G amplifier. Two of the
channels also have an isolator, these channels will are used for reflected power sig-

nals, PKR and PLR.
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3.4 DC Power Supply Stability

The LLRF crate uses power supplies which derive from the mains power supply. The
stability of the LLRF components will depend on the stability of the power supplies.
The output power of the AQA1933K frequency multiplier is particularly sensitive to
fluctuations of the input 5V power supply. A voltage fluctuation of 0.5V results
in a an output power deviation of +0.1dBm at the output of the LLRF crate, this is
only a 0.001% fluctuation in the input power to the TWT which is negligible.

The AC voltage is passed through two AC-DC convertors which produce 5V and
12V DC respectively in order to powers the active components in the LLRF system.
Without additional filtering, mains power supplies can be less stable than bench-
top DC power supplies which have additional circuitry to smooth and control the
output DC voltage. The DC voltages from the LLRF crate are sampled every 60s
using the NI5162 and compared with a NGE103B bench-top power supply during
the same 50 hours period to validate if the stability is within an acceptable range and
free from spurs from spikes in the mains supply. The data is shown below in Figure

3.39.
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FIGURE 3.39: Measured Stability of the 5V (Top) and 12V (Bottom)
DC Power Supplies to the LLRF Crate vs a NGE103B DC Power Sup-

ply over 50 Hours during February 2021
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The mean and standard deviation of the measured voltages are shown below in

Table 3.6. The stability of the bench-top power supply surpasses that of the LLRF

AC-DC convertors, this is likely to additional circuitry in the bench power supply.

However, both the NGE103B and the LLRF power supplies have a standard devia-

tion of less than 0.06 V and an average value within 0.05V of the voltage setpoint.

Additionally, there are no spurs so the LLRF power supply. Hence the stability of

the LLRF power supply is deemed acceptable.

5V Supply 12V Supply
LLRF | NGE103B DC | LLRF | NGE103B DC
Mean (V) | 4.998 4.999 11.994 12.005
o (V) 0.049 0.029 0.051 0.032

TABLE 3.6: Mean and Standard Deviation of the Stability of the 5V

and 12V DC Power Supplies
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3.5 Conclusion

The LLRF can be considered in two parts, a transmitter and a receiver. Two schemes
were considered and the phase noise of both designed was predicted. It was deter-
mined that the difference in phase noise between the two schemes was not signifi-
cant because the largest contributor to the phase noise is the N15793 RF Modulation.
The scheme selected used a frequency quadrupler and this transmitter was commis-
sioned.

The receiver uses a local oscillator to convert the input X-band signals to an
intermediate frequency before the signal is digitally demodulated in the PXI. The
11.9942 GHz RF will be mixed down to 187.4 MHz using a local oscillator at 11.8068 GHz.
This frequency must be generated using the S-band master oscillator.

A commonly used method of generating a local oscillator is a PLL, this has been
implemented before in the X-band test stands. The PLL phase noise is dominated
by the quality of the internal VCO of the PLL and hence cannot be improved any
further. An alternative for up-conversion is frequency mixing. The single side-band
(or image reject) up-convertor is used in specialist applications where only one mix-
ing product is needed. The up-convertor is the ADRF6780 and the achievable side-
band suppression is in the region of 25dBm from the datasheet. Signal condition-
ing was used to improve the sideband suppression and reduce the phase noise of
the up-convertor. With the signal conditioning and cavity filter from Chapter 4 the
performance of the up-convertor is significantly improved with respect to both the
rejection of unwanted mixing products and phase noise.

The single-sideband up-convertor and cavity filter combination produced sig-
nificantly lower phase noise results than the X-Band PLL. The average reduction in
phase noise close to the carrier (up to 10 kHz) is 40.64 dBm. The 11.9942 GHz cw ref-
erence is down-converted using both of the local oscillator production methods. The
improvement in phase noise from the single side-band up-convertor is maintained

through the down-conversion.
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Chapter 4

Design of a Narrow-band Cavity

Filter at 11.806 GHz

4.1 Introduction

The up-convertor mixes two frequencies at 11.9942 GHz and 187.4 MHz which will
produce first sidebands at 11.806 GHz, 12.182 GHz. The lower side-band is required,
while the upper side-band and carrier are contamination. The upper side-band, car-
rier, and any spurious frequencies falling close to the desired bandwidth must be
sufficiently attenuated while the 11.806 GHz is transmitted. Phase and amplitude
balancing at the inputs to the up-convertor will increase suppression of unwanted
mixing products but will not remove them entirely. Additional suppression can be
achieved using filtering. A filter fulfilling the requirements does not exist commer-
cially as the bandwidth must be less than 187 MHz and centred at 11.806 GHz, hence
a custom filter was designed by the author.

The filter can be considered as a loss free, ideal two-port network located be-
tween a source and the load. The network will transmit power from the source to
the load with frequency dependent attenuation. Depending on the configuration of
pass and stop bands a filter can be classified as: low-pass, high-pass, band-pass or

band-stop.

4.2 Design Specification

The most important properties of the filter will be rejection outside the pass-band
and sharp transition between pass-band and stop-band. This is due to the relatively
small bandwidth with respect to the centre frequency, this ratio is called the frac-
tional bandwidth. The filter design is heavily influenced by the fractional band-

width, which in this case is 0.85%. This parameter also determines the physical
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FIGURE 4.1: Iris Coupled Cavity Filter

realization of the filter. For fractional bandwidths below 1% an iris coupled cavity
filter is most suitable [99], this type of filter is shown in Figure 4.1. This filter type is
physical cavity, where the capacitance and inductance are formed by the geometry
and volume of the structure.

Reducing the fractional bandwidth further will significantly complicate the filter
design. In addition, using a bandwidth of 100 MHz allows flexibility of the local
oscillator so that the LLRF system can be used to produce different intermediate
frequencies if required (such as for non-IQ sampling).

Cavity filters are characterised by low insertion loss in the pass-band and high
rejection in the stop-band. In particular, iris-coupled filters have the advantage of
achieving narrow bandwidth, although their design is mechanically more complex
and thus milling operations can be more expensive.

Other design considerations are related to the mechanical manufacture, these
are: connector type, filling material, construction method and material. The filling
material will be air at ambient temperature and humidity. A summary of the design

specification is shown in Table 4.2.

Centre Frequency 11.806 | GHz
Bandwidth (3dB) 100 | MHz
Pass-band Edge +200 | MHz

Rejection at Pass-band Edge | -70 dB
Input & Output Connector | SMA
Input & Output Impedance 50 Q)
Dielectric Filling Material Air

TABLE 4.1: Specification for 11.806 GHz Band Pass Filter
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4.3 Equivalent Lumped Circuit Model

The class of a filter refers to the class of polynomials from which the filter is math-
ematically derived and the type of polynomial used to characterise their transfer
function [53]. For this specification the Chebyshev type 1 filter type was chosen due
to high selectivity and high stop-band attenuation. The compromise for Chebyshev
type 1 filters is unavoidable ripple in the pass-band. The maximum allowable pass-
band ripple therefore becomes part of the specification. This determines the filter
order which is the first stage in the design process.

The dominant method for filter design is network synthesis. This approach re-
quires approximating the response of an ideal filter using a transfer function which
describes the filter’s output for each possible frequency input.

A polynomial is fitted to the transfer function. Using fraction or partial frac-
tion expansions of the polynomial, enables the element values for a lumped element
model to be found. Lumped inductances and capacitances are combined to form a
cascade of resonant circuits, which each represent one of the physical cavities of the
cavity filter.

Each pass-band can be produced using passive lumped elements. Inductors pass
low frequencies while capacitors pass high frequencies. Combining these two com-
ponents and altering their values can create a circuit that can transmit any required
frequency band. At a given frequency, the series sections will be at their minimum
impedance and the shunt sections at their maximum impedance; for a band-pass
filter this will occur at the centre frequency [99].

This filter design process begins with a lumped circuit model which demon-
strates the desired behaviour of the filter, this is called the low pass prototype fil-
ter. The values of the elements in the prototype design are called ‘g-values’. The
g-values have been tabulated for common filter topologies. The tabulated values are
normalised to a source impedance of 50€) and a centre frequency of 1 rad/second.

The g-values will be transformed to the design frequency and source and load
impedance [53]. The prototype is an example of a normalized design from which
the desired filter can be scaled or transformed. The actual filter is obtained by trans-
forming the prototype filter [53] to generate the low-pass lumped element filter.

A second transformation is used to transform the low-pass lumped element filter
into a band-pass filter. The transformation requires that the low-pass filter be consid-

ered with both its positive and negative frequency responses mapped to the upper
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and low halves of the pass-band. The frequency response of the lumped element fil-
ters will be simulated and verified in Microwave office. When the component values
of the band-pass lumped element model are known they can be converted into the
physical dimensions of the cavity filter.

To summarise, the stages in the design of a lumped element model of the desired

cavity filter are as follows:

The number of elements in the cavity filter is determined using the stop-band

attenuation and pass-band ripple for a Chebyshev type 1

¢ The g-values of the low-pass prototype filter are determined using look-up

tables or calculated from design equations

¢ The element values of the scaled low-pass filter are obtained when the g-values

of the prototype are transformed to the desired corned frequency and impedances

The low-pass filter is converted to a lumped element band-pass filter

The power transfer ratio of a Chebyshev type filter is expressed as:

|S21CHebyshen (@ )|* = H—sle,%(aJ’)
Where N is the filter order, w' is the normalised angular frequency, ¢ is related
to the maximum pass-band ripple and T}, is the Chebyshev polynomial of the nth
order. The pass-band ripple of the Chebyshev filter response is:

RP = 10logyo(1 + %)

The pass-band ripple will oscillate between 1 and (1 + ¢2)~!, for this reason
Chebyshev filters are said to be equiripple. The parameter ¢ is referred to as the
'ripple factor.” Keeping the order constant, the higher the value of ¢, the higher the
pass-band ripple and the stop-band attenuation. If a better stop-band attenuation
is required without compromising the pass-band ripple, then the filter order must
be increased. Filters with lower pass-band ripple have reduced selectivity. Insertion
loss inside the pass band is determined by the quality factor of the filter elements.

Adding more reactive elements increases the rejection capability of a filter [100].
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4.3.1 Determining Filter Order

In order to use the design tables for the prototype filter the filter type and required
number of elements must be determined. The filter order will be determined from
the stop-band attenuation, bandwidth and the type of filter, in this case Chebyshev
type 1 [99]. The Chebyshev filters are typically normalised so that the edge of the
ripple band is at wp =1

The number of filter sections is determined by selecting an acceptable level of
pass-band ripple and solving the following equations for the number of sections, .
The pass-band ripple is the amount of variation in amplitude within the pass-band
of the filter. L(w) is the rejection as a function of the angular frequency.

!/

L(w) = 10log1g[1 + € cosh*[n cosh_lg/]]
Wy

The pass-band exhibits equiripple behavior described by the ripple factor . The

ripple factor is related to the pass-band ripple, L,,.

Lar

€=[ew —1]
The ratio of the upper rejection frequency to the upper pass-band edge frequency
in radians is also required in order to determine the number of sections. At the pass

band edge the rejection is specified as —70dB.

~
_|_

fu _ 1 0009

2
Wy, w f
Where fy; is the upper rejection frequency (centre frequency £200 MHz) and f is the

centre frequency. The ratio of the bandwidth to the centre frequency is w:

100MHz

Selecting an odd number of elements will result in a filter which is symmetric
about the centre cavity. This will make the design and optimisation easier as the
filter elements can be optimised as pairs of identical cavities placed symmetrically
around the central cavity. Increasing the filter order will result in a steeper roll-off
into the stop-band until the filter order is approximately 10. Thereafter, the improve-

ment in performance with added elements is almost negligible with respect to the
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additional time and complexity in the design [53]. The optimal value to satisfy the

filter specification is 7 cavities for a maximum pass-band ripple of 0.1dB.

4.3.2 Low-Pass Prototype Element Values

There are two methods for obtaining the g-values. Firstly, g-values for common fil-
ter configurations are tabulated, for Chebyshev the order and ripple must be known.
Secondly the values can be computed from design equations. Both the tables and de-
sign equations are found in [53] The prototype element values for the normalised
low-pass function assume a cut-off frequency of 1 rad/sec and source and load
impedances of 1(). Either an input capacitor or an input inductor can be used in-
terchangeably. The design equations for calculating g-values are based on an odd
number of filter elements and Chebyshev filter type. The number of the g-values
that need to be computed is related to the number of resonators. Values are com-
puted for n resonators, go to g,+1. For a cavity with an odd number of sections,
the two end resonators always have a g-value of 1. For the g-values of the internal

sections, the intermediate values, f, v, ax and by must also be calculated.

2a
g1="" (4.1)
4a,a, 1

= —Anfln-1 42

g bn—lgn—l ( )

80, §nv1 =1 (4.3)

Where:
B = ln(coth%) v = sinh(%)
ay = sin( (2k;nl)n) be = 7* + sin®(4)

Where: k=1,2,3,--- ,n.

The g-values will be converted to inductances and capacitances by normalising
with respect to the design frequency and impedance [53], [99]: Impedance scaling is
invariably a scaling to a fixed resistance. This is because the terminations of the filter,

at least nominally, are taken to be a fixed impedance. The frequency and impedance
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scaling are combined into a single step:

gnRs
L,=—" 4.4
= (4.4
n
n= 4.
C w.R. (4.5)

Where w, is the upper cut-off angular frequency and R is the source or load
impedance, in this case w = 277 - 11.856GHz and Rs = Ry = 502 respectively. The
source and load impedances are both 5002 as SMA connectors lines will be used to

couple in and out of the filter.

4.3.3 Low-Pass to Band-Pass Transformation

The following equations are used to transform the low-pass prototype into a band-
pass filter prototype, this involves shifting the centre frequency of the filter. The
centre frequency of the low-pass prototype is at w = 0, this is transformed to wy
which is the centre frequency of the band-pass filter.

The upper and lower pass-band limits are w; and w, respectively and A is the
normalized bandwidth [53]. The band-pass mappings (equations 4.6, 4.7 and 4.8)
are applied to the reactance of the components from the low pass filter, these were

shown in Equations 4.4 and 4.5:

Wy = y/woawq (4.6)

(4.7)

L= (= 20 48)

The transfer function of the band-pass filter is derived from the transfer function
of the band-pass filter with w replaced by (- — “0). This separately maps the band-

edge frequency of the low-pass response to the band-pass frequencies w; and wy.
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Z;, | Impedance of band-pass series element
Zc | Impedance of band-pass shunt element
Lip Inductance of low-pass series element

Lgp | Inductance of band-pass series element
Crp | Capacitance of low-pass series element
Cpp | Capacitance of band-pass series element

TABLE 4.2: Specification for 11.806 GHz Band Pass Filter

The series inductor transforms to a combination of an inductor and capacitor in
series, as shown in Equation 4.9. Similarly, the shunt capacitors are transformed into

a parallel combination of inductor and capacitor which is shown in Equation 4.10.

1 w wo w 1 wo
L LPA(wO w) Bpwo CUQCBP(CU) (49)
1 1 1
Ze = “o _ - (4.10)

“woCrp w Cor(5)  woLpp(2)

The values of the series elements can be found from Equations 4.11 and 4.12 [99]:

Rs
n =g, — 411
BP n ol ( )

1 A
Chy= ——— 4.12
BP = o woRs (4.12)

The values for the shunt parallel inductors and capacitors can be found from Equa-

tions 4.13 and 4.14:

1 ARg
= —— 4.13
b= s (4.13)

1
=gy 4.14
CBP gnA(UoRs ( )

4.3.4 Verifying Prototype Circuits

Design equations were used to verify the tabulated values for a seven element Cheby-
shev filter where the first element is a series inductance. The tabulated "g-values’ are

compared with the calculated results in Table 4.3.
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G | Computed (Q2) | Tabulated (Q2) | Difference (%)
0 1 - -

1 1.168 1.181 1.11

2 1.404 1.423 1.35

3 2.056 2.097 1.99

4 1.517 1.573 3.69

5 1.982 2.097 5.48

6 1.355 1.429 5.64

7 1.165 1.181 1.37

8 1 - -

TABLE 4.3: Comparison of Tabulated and Computed ‘g-values’

The low-pass prototype values are shown in Table 4.4. The results were simu-
lated in Microwave Office to verify the behaviour by observing the scattering pa-

rameters, the results are shown in Figure 4.3.4 and Figure 4.2.

G [L,@H) | Cs (pP)
1.168 0.788

1.404 0.379
2.056 0.138

1.517 0.409
1.982 0.128

1.355 0.366
1.165 0.786

TABLE 4.4: Element Values for the 7 Element Chebyshev Low-Pass

Prototype Filter
PORT IND IND IND IND
P-1 ID=L1 ID=L2 ID=L3 ID=L4

Z7=50 Ohm L=0.788 nH L=0.138 nH L=0.128 nH L=0.786 nH

Y % / { :‘ __"\__I ) ;_" " / il ‘.\I iy ;-\_'_' Va
[—u—~ 00 o 00 o 00 o 00 —E‘—]

PORT
P=2
CAP —t— CAP ——— CAP —— Z=50 Ohm
ID=C1 ID=C2 ID=C3
C=0379pF | C=0409pF [ C=0.366 pF [

. J h 4 - d
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FIGURE 4.2: Simulated Scattering Parameters of Low-Pass Lumped
Element Prototype Filter

Simulation in Microwave Office was repeated to verify the behaviour of the
band-pass prototype. The inductance and capacitances are no longer ideal, they
must be modelled with a frequency dependent quality factor. The element values
are shown in Table 4.5. The quality factor was evaluated at the centre frequency of
the filter and the quality factor was set at 100. This is reasonable when consider-
ing that the Q-factor can be expressed as the reciprocal of the fractional bandwidth,
which was 0.85%.

It was found that the series capacitances were extremely small and thus were
considered to be negligible and therefore discarded. This is consistent with an iris-
coupled cavity filter design, where the cavities are inductively coupled and the ca-
pacitive coupling is negligible. Though both inductive and capacitance couplings

exist between resonator sections, only an inductance is shown between the shunt

L, | (mH) |G | (phH)
L1 | 0.00361 | C1 | 50.735
L2 | 0533 |C2|142.156
L3 | 0.00129 | C3 | 205.422
L4 | 0392 | C4 | 228001

L5 | 0.000891
L6 0.335
L7 | 0.00802

TABLE 4.5: Calculated Element Values for Lumped Element Band-
pass Prototype
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FIGURE 4.3: Band Pass Lumped Element Prototype Filter

FIGURE 4.4: Scattering Parameters of Band Pass Lumped Element
Prototype Filter

sections as the predominant coupling between resonator sections is inductive [53].
The low-pass element filter is shown in Figure 4.3 and the frequency response
is shown in Figure 4.4. The simulated performance of the band-pass filter shows
that the filter operates correctly in the desired pass and stop-bands. However, the
simulated results show a large insertion loss in the pass-band. This is due to the low
value of the Q-factor in the simulations. In reality, the Q-factor of the distributed
elements will be higher than micro-strip technology, which will reduce the insertion

loss by increasing the stored energy in the cavities.
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4.4 Conversion to Physical Dimensions

Most filters can be placed into one of three different categories which describes their
physical realisation. These categories are lumped, semi-lumped and distributed.
A lumped circuit is constructed from discrete inductors and capacitors, these are
appropriate for frequencies up to 100 MHz. Semi-lumped filters use discrete induc-
tors and distributed capacitances. For frequencies in the range of GHz, entirely dis-
tributed elements are common because lumped elements are difficult to construct at
microwave frequencies [99].

In a cavity filter, both the inductance and capacitance are distributed through
the filling medium inside a closed metallic container. Inside the metallic container
there is a small metallic cylinder that is secured to the base at the bottom and free
at the other end, this is an inductive resonator. The resonator itself has distributed
inductance, while the distributed capacitance is formed in the gap between the free
end of the resonator and the upper wall of the enclosure. The inductance of the
resonator and the distributed capacitance resonate at a frequency determined by the
mechanical dimensions of the cavity and the resonator [99].

When designing a cavity filter, the lumped circuit model must be transformed
into the physical dimensions of the cavities. The cavity filter in this design will be
an iris-coupled cavity filter, a diagram of this filter type was introduced in Figure
4.1. This design has the advantage of achieving narrow bandwidth, although their
design is more mechanically more complex than other common filter type (such as
waveguide or comb-line), and milling operations can therefore be more expensive
than some other cavity filter designs.

In an iris-coupled cavity filter, each cavity is coupled to the adjacent cavities
though a coupling slot. The coupling will alter the dimensions of the cavity from
the nominal dimensions.

The electrical specifications of iris-coupled filters are converted into the mechan-
ical dimensions of the parts of the filter. The mechanical dimensions which must be

computed are:

¢ Diameter of cavity
* Height of the cavity block
* Length of resonator

¢ Diameter of resonator
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¢ Dimensions of irises

The process for converting the band-pass lumped filter into a physical cavity is
summarised below. There are several intermediate computations which are required

in order to characterise the coupling and determine the dimensions of the irises.

1. Determining the number of filter sections - completed in section 4.3.1

2. Computing the initial cavity dimensions - these include the diameter, height,

resonator height and resonator diameter
3. Computing the height, width and thickness of irises

* Calculate g-values - previously calculated in Section 4.3.4

* Calculate coupling reactance and magnetic polarizability of the irises
* Find initial width and length of irises from empirical measurements
* Calculate compensated magnetic polarizability of the irises

* Final width and length of irises from empirical measurements

4. Deciding the diameter and the length of tuning screws

4.4.1 Determining Diameter of Cavity and Resonators

The characteristic impedance of the cavities will be used to determine the diameter
of the cavity and the inner resonator. The characteristic impedance is a function of
the various dimensions of the transmission line and the dielectric constant of the
non-conducting material in the transmission line. For most RF systems, the charac-
teristic impedance is normalised to either 50 () or 75 (). For low-power applications,
transmission lines are optimized for low loss, which occurs when the characteristic
impedance is approximately 75 () for transmission lines with air dielectric [101]. The
cavity and resonator form a coaxial transmission line [53], [99] and their characteris-

tic impedance is defined by:

7o = L <D> (4.15)

Where D is the diameter of the outer cavity, r is the diameter of the inner res-

onator and ¢ = 1 as the filling material will be air. The losses are minimised for a
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given diameter ratio which corresponds to a characteristic impedance (Zy) of 75 ()
[53].

The diameter of the coaxial cavity has its implications on the insertion loss and
the size of the filter. Higher diameter results in a larger sized filter with lower in-
sertion loss [99]. However, it is important to select a diameter such that the cavity
is not over-moded. As the diameter is increased, an unwanted TE or TM mode can
appear. This restricts the diameter of the cavity.

The cavities are half-wavelength transmission line resonators; the outer diameter
of the cavity will be half the guide wavelength at the centre frequency. The guide
wavelength is the distance between two equal phase planes along the waveguide
as a function of the frequency and material. The guide wavelength will always be
longer than the wavelength in free space. The guide wavelength for a centre fre-
quency of 11.806 GHz in air is 25.4 mm.

Considering size and design data on similar cavity filters [53], [99], a cavity diam-
eter of 12 mm for the iris-coupled filter is suitable. From Equation 4.15 the diameter
of the inner resonator is 3.4 mm. The resonators are quarter wavelength resonators,
this property determines their height. The resonators height will be 6 mm.

Cavity height is determined by assuming a clearance of several millimetres at the
free end of resonators for tuning. In this case the cavity height will be set to 9.50 mm,
which leaves a tolerance of 3.50 mm. These will be the initial values for cavity and

resonator dimensions, the actual values will be refined during simulation.

4.4.2 Calculating Iris Parameters

In an iris coupled filter, a cascade of resonant cavities are coupled through irises,
this coupling between cavities can be either capacitive or inductive. The coupling is
determined by altering either the height, width or thickness of the iris [99].

Thinner irises produce higher coupling, hence the prototype design (shown in
Figure 4.1) will be amended to minimise the thickness of the iris by directly over-
lapping the cavities rather than building an iris of finite thickness. The iris coupling
will therefore be determined using only one parameter. The length of the iris is ad-
justed by changing the distance between the centres of the adjacent cavities. This iris
design simplifies the cavity design and eases manufacture.

The length of the iris will be determined physically by overlap between adjacent
cavities. The correct overlap, and therefore the correct iris width, will be achieved

by adjusting the distance between the centre of two adjacent cavities. The iris width
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FIGURE 4.5: Chord Length of a Circle
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FIGURE 4.6: The iris length (L) is a chord of the cavity and can be

calculated from the expression (shown in the bottom left corner) us-

ing the cavity radius (r) and the distance between the centres of the

two cavities (2 - d). In the successive calculations the diameter of the
cavity is referred to as a as shown on the right

will be a chord of the cavity circumference. This is shown in Figure 4.5 where the
iris length is shown in red and will be referred to as the iris length, /. The equation

to find this length is:

ChordLength =2 - \/1r? — d? (4.16)

The relevant dimensions and the description of the irises is shown in Figure 4.6.
The irises are rectangular and are fully characterised by their height and length. The
iris height is already known, this is the height of the cavity (12mm). Thus, only
the length will determine the coupling between adjacent cavities. The iris length
is computed from empirical relationships between iris shape, dimensions and mag-
netic polarizability, these relationships are collated in the literature and the relevant
graph is shown in Figure 4.7 [53]. In order to use the graph, the magnetic polariz-

ability of the irises is required. This can be calculated by starting from the coupling
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between cavities.
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FIGURE 4.7: Empirical measurements which describe the relation-

ships between Iris shape, Dimensions and Magnetic Polarizability

[53]. These relationships are used to calculate dimensions for a given
iris shape

The coupling coefficient is a dimensionless value that describes the interaction
between two resonators. This concept is used widely in filter theory. Approximation
formulas give the values for coupling for this filter topology [53]. The following

equation can be used to approximate the coupling between cavities:

kn,n+1 ~ 7

Where k is the coupling between cavityn and n+1, w is the fractional bandwidth,
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w) is the low-pass cut-off frequency and g to g, are the previously calculated g-
values. The accuracy of the approximation increases inversely to the fractional band-
width. The exact values of the coupling coefficients at the centre frequency depend

e e . . dk; ; .
on the specifications for the pass-band and the derivatives Z(};” , this means that

the exact values cannot be calculated [53]. The exact values can only be obtained

after optimisation. The approximate values are shown in Table 4.6.

Coupling Coefficients
k12 | 0.00661 | k45 | 0.00499
k23 | 0.00499 | k56 | 0.00527
k34 | 0.00480 | k67 | 0.00674

TABLE 4.6: Calculated Coupling Coefficient between Adjacent Res-
onators, the values calculates can only ever be approximate

The magnetic polarizability of each iris is required in order to calculate the phys-
ical dimensions of the coupling irises using the coupling coefficients. When an iris is
present in a transmission line the electric and magnetic fields become distorted. The
distortion of the magnetic field arises from two magnetic dipole moments induced in
the iris by an exciting tangential magnetic field. The magnetic dipole moment is the
strength and orientation of an object producing a magnetic field. The strength of the
magnetic dipole moment is proportional to the product of the magnetic polarizabil-
ity of the iris and the magnitude of the exciting tangential field. The magnetic dipole
moment in the iris will radiate power into the mode in the second transmission line,
when the magnetic field of the mode being excited has a component parallel to the
magnetic dipole moment. This also holds true for the electric dipole moment.

When two resonant cavities are coupled via a small iris they will have two nat-
ural resonant frequencies, these will be w, and w; — Aw. When the tangential mag-
netic fields are pointing in the same direction on either side of the iris, the cavities
will oscillate at frequency w,. This is the same as the resonant frequency of the cav-
ities without the iris. When the tangential magnetic fields are pointing in opposite
directions on either side of the window, the natural resonant frequency is w, — Aw.
Provided the perturbation (Aw) is small relative to the centre frequency, then the
coupling coefficient is defined by substituting the equation for stored energy inside
the cavity into this, which produces the coupling between cavities in terms of their
dimensions. From [53], the coupling factor in terms of the physical cavity dimen-

sions is:
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M)L§s2
k =
2a?

Where:

M is the magnetic polarizability (mm?)

Ag is the guide wavelength, this was calculated in section 4.4.1 (mm)

* s is the number of field variations in the diameter of the cavity, in this case

s=1

l is the iris length (mm)

a is the cavity diameter (mm)

The magnetic polarizability of the irises will be calculated from the coupling be-
tween cavities. The coupling between cavities is rearranged to find the following

expression [53]:

_ kB3a?

M 2

The relationship for a rectangular iris from Figure 4.7 has been repeated in Figure
4.8 for clarity. For a rectangular iris, W is the height of the cavity which has been set
at 9.5 mm. This will be constant for all the cavities. For a rectangular iris the plot is
approximately linear when the width to height ratio is between 0.09 and 0.2575. The
ratio of height to width of the iris must be selected, in this case 0.5 was chosen as
it lies comfortably within the linear region for rectangular irises and is suitable for
circular cavities. The linear region can be approximated as an expression which is
shown in Equation 4.4.2. This expression was solved for /, iris width, and the results
are shown in Table 4.7.

©__ y57. Murn

l”/”Jrl nn+1

—0.2454 4.17)
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5 Magnetic Polarizability of Rectangular Irises
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FIGURE 4.8: The Empirical Relationship between Iris Dimensions and

Magnetic Polarizability for a Rectangular Iris which was shown in

Figure [53] has been converted to a linear equation for the region
where w/L is between 0 and 1.

4.4.3 Adjusting Resonant Frequencies due to Irises

The addition of the irises will reduce the resonant frequency of the cavities; hence,
their dimensions should be adjusted to account for this. This accounts for a small
adjustment to the diameter of the cavity. Although each cavity will have its own res-
onant frequency, and therefore optimum radius, in the final design all of the cavities
will have a diameter of 12 mm for simplicity of manufacture.

The lengths of the irises determined above are approximate, and their accuracy
is improved by computing compensated magnetic polarizabilities of the irises and

then recalculating the lengths of the irises.

2.1
(Mn,n-l-l)Comp = Mn,n+l[1 - (%ﬂ)z] (418)
c

Final values for the lengths of the irises are calculated using Equation 4.4.2 with
the compensated values for the magnetic polarizability. The original and adjusted
iris lengths are shown in Table 4.7. There should also be a small adjustment in
the cavity radii due to the irises. However, these adjustments are in the range of
0.25mm, which is close to the manufacturing tolerances. Consequently, in the final

design all cavities will be 9.5 mm radius for simplicity.
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Iris Length (mm)
Cavities | Coupling Coefficients | M (I°) | Original | Adjusted
12 0.00661 123.857 | 6.643 5.286
23 0.00499 301.714 | 10.110 8.140
34 0.00480 311.150 | 10.256 8.261
45 0.00499 310.483 | 10.823 8.140
56 0.00527 301.714 | 10.110 8.140
67 0.00674 123.857 | 6.643 5.286

TABLE 4.7: Coupling between Cavities, the resulting Magnetic Polar-
izability of Irises and Iris Length before and after adjustment

FIGURE 4.9: SMA Probe which will be used to couple into the Input
and Output Cavities. The radius and length of the coax probe is fixed

4.4.4 Final Design Dimensions

122

An SMA probe (shown in Figure 4.9) will be used to air-couple into the end res-

onators near to their base, at the short-circuited end of the resonator. The probe

radius and diameter are the dimensions of the SMA connector, which will be used

to couple to the external cavities and hence these dimensions are fixed. Probe height

is the distance from the bottom of the cavity. This can be optimised during simula-

tion to improve external coupling but must be at least 2.05 mm from the bottom of

the cavity due to the external dimensions of the SMA connector.

The design dimensions are summarised in Table 4.8, these are initial parameters

and will be optimised during simulation. Using the adjusted iris lengths from Table

4.7 the overlap required to achieve this cavity length is calculated using the method

described in Section 4.4.2.
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Dimension (mm) Cavities Overlap between
adjacent cavities (mm)
Cavity Height 12.00 12 0.613
Cavity Diameter 9.50 23 1.591
Resonator Height 6.35 34 1.648
Resonator Diameter 3.38 45 1.632
Probe Outer Radius 2.05 56 1.591
Probe Conductor Radius | 0.65 67 0.613

TABLE 4.8: Final Calculated Design Dimensions for the Seven Cavity
filter with SMA connections
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4,5 Simulations in CST

The calculated dimensions where used to build the cavity structure in CST where
the design can be verified and dimensions optimised. As the filter is symmetric
about the central cavity, the cavities will be modelled and optimised in pairs. The
filter can be tuned to the centre frequency and the scattering parameters improved
by optimisation. The features which will be used for optimisation are the distances
between adjacent cavity centres, the heights of the central resonators and the height
of the SMA coupling into the end cavities.

The mesh is a tetrahedral mesh with 4,641 cells. Symmetry planes are used along
the centre (the long edge). Cells per wavelength in the structure are 8 in the filter

and 2 in the background.

4.5.1 Initial Optimisation

Initially the filter can be modelled as just two cavities and the probe couplings, as
shown in Figure 4.11. The background is modelled as a perfect electrical conductor
and the filling material is air. At the upper side-band frequency, 12.182 GHz, the
magnitude is —35.881 dB for two cavities where the background material is a perfect
electrical conductor. It was found that 4mm was the optimal height for the central

resonator.

|Mag| {dB}

Al 1nz 114 11.6 e i2 122 1z4
Frequency (GHz)

FIGURE 4.10: CST Model of Two Cavity Filter (Left) and Scattering
Parameters of Two Cavity Iris Coupled Filter (Right). The resonant
frequencies of the two cavities can be seen clearly from the S21
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The optimisation was repeated for three and five cavities. The CST model of
the three cavity filter is shown in Figure 4.11 and the five cavity filter in Figure
4.12. At 12.182 GHz the magnitude is —42.972 dB for three cavities where the back-

ground material is perfect electrical conductor. The reflection at the centre frequency

is —8.19dB.

[Mag] (dB}

Al 1nz 114 11.6 e i2 122 124
Frequency (GHz)

FIGURE 4.11: CST Model of Three Cavity Filter (Left) and Scattering
Parameters of Three Cavity Iris Coupled Filter (Right)
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Frequency (GHz)
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FIGURE 4.12: CST Model of Five Cavity Filter (Left) and Scattering

Parameters of Five Cavity Iris Coupled Filter (Right). The resonant

frequencies of the individual cavities are no longer clearly defined
but the rejection outside the pass band is significantly imporoved

Finally, the full seven cavity model is shown in Figure 4.13. At 12.182 GHz the
magnitude is —95.682 dB for seven cavities where the background material is a per-

fect electrical conductor. The transmission at the centre frequency is —11.2dB. A
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seven cavity design satisfies the specification for rejection in the stop-band, with ex-
cellent transmission and minimal reflection in the pass-band. As more cavities are

added into the simulation the rejection in the stop-band increases.

|Mag| (dE)

1 "z 11.4 1B 18 12 12.2 124
Frequency (GHz)

FIGURE 4.13: CST Model of Seven Cavity Filter (Left) and Scattering
Parameters of Seven Cavity Iris Coupled Filter (Right). The rejection
outside the pass-band far surpasses the specification
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4.5.2 Manufacturing Material

Two materials were considered, copper and aluminium. Copper exhibits the best
electrical properties due to its high electrical conductivity. Pure copper is very soft
and therefore difficult to machine; hence, a suitable alloy was found that balanced
machinability, cost and electrical conductivity. These alloys are known as "free ma-
chining copper.” Two of the most common are C109, Copper Tellurium alloy, and
C111, Copper Sulphur alloy. C109 was chosen due to its availability with a local
supplier. The electrical conductivity of C109 copper alloy is 5.35MS/m.
Manufacturing in aluminium will reduce the material cost. Aluminium has lower
electrical conductivity which will result in more power losses in the filter. However,
this could be beneficial as the additional attenuation will reduce the reflected power
rejected by the filter, thereby reducing the standing wave ratio. The aluminium al-
loy AL6082 was selected due to its high machinability and electrical conductivity of
2.63MS/m. As shown in Figure 4.14, there is only a reduction in transmission for

aluminium with respect to copper. Thus the filter will be manufactured in AL6082.

40F 1 40t

|Magl {dB}
|Magl {dB}

<180 ! <180
11 12 14 116 18 12 122 124 11 12 14 116 18 12 122 124

Frequancy (GHz) Frequancy (GHz)

FIGURE 4.14: Comparison of 521 for the Seven Cavity Filter when the
background material is changed from PEC to Cooper C109 (left) and
Aluminium AL6082 (right)

4.5.3 Manufacturing Tolerances, Bend Radii and Mechanical Design

The dimensions must be adjusted for manufacturing tolerances. The most precise

tolerance of 20um will be slow and expensive to machine and hence it was only
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Parameter Final Value
(dB)
Transmission at 11.806GHz -10.67
Reflection at 11.806GHz -20.02
Transmission at 11.9942GHz -98.82
Transmission at 12.189GHz -128.47

TABLE 4.9: Simulated Performance of Seven Cavity Filter Manufac-
tured in AL6082 with Tolerances

used for the most sensitive dimensions, the resonator heights and distance between

cavity centres. Additionally, a radii of 0.5 mm was added to all internal corners.

|Mag] (dB)
: =]
=

1" 1.2 114 1.6 1.8 12 122 124
Frequency (GHz)

FIGURE 4.15: Final Results from CST Frequency Doamin Simulations.
The Seven Cavity Filter will be Manufactured in AL6082 and the sim-
ulated results include all Tolerances and Radii on internal corners

The filter was simulated again to account for tolerances. The optimised result is
shown in Figure 4.15 and the final dimensions are in Table 4.10. The final mechanical
design is shown in Figure 4.16, the design also includes a lid piece the ability to add

a tuning screw into each cavity.
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Parameter Final Value | Parameter Final Value
(mm) (mm)
Outer Cavity Diameter 12.00 Resonator 1 Height 4.46
Cavity Height 9.50 Resonator 2 and 3 Height 4.59
Probe Radius 0.65 Resonator 4 and 5 Height 4.49
Probe Length 2.00 Resonator 6 and 7 Height 4.49
Probe Height 2.05 Overlap 12 and 67 1.60
Coax Substrate Radius 2.05 Overlap 23 and 56 1.26
Resonator Diameter 1.00 Overlap 45 and 34 0.93

TABLE 4.10: Final Dimensions of Seven Cavity Filter Manufactured
in AL6082 with Tolerances

FIGURE 4.16: 3D Model of Seven Cavity Band Pass Filter without the

lid. The internal structure of the cavities with central resonators is

shown as well as tapped holes for attaching the lid and SMA connec-
tors
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4.5.4 Tuning Pins

In mathematics and electronics, Cavity perturbation theory describes methods for
derivation of perturbation formulae for performance changes of a cavity resonator.
These performance changes are assumed to be caused by either introduction of a
small foreign object into the cavity, or a small deformation of its boundary.

Inserting a metallic structure into the cavities will perturb the electromagnetic
field, thereby changing the resonant mode inside the cavity and altering the param-
eters of the filter. As the capacitance is distributed in the cavity and determined by
the dimensions, inserting tuning screws is equivalent to changing the capacitance of
the cavity.

Tuning pins are used to alter the behaviour of a resonant cavity after manufac-
turing. Tuning of the filter is required in order to compensate for non-ideal factors
that will cause the manufactured cavity to deviate from the ideal CST model. Such
parameters can include surface roughness, material imperfections, manufacturing
imperfections and imperfect contact between surfaces, for example between the lid
and base or the input and output connectors.

The tuning pins will be standard sized screws as these are easily accessible and
therefore reduce the cost and complexity of the filter. Three different widths of tun-
ing screw were simulated in order to see which would be most effective. Each sim-
ulated cavity was probed individually with a 3 mm radius self-tapping screw. The
maximum possible insertion depth is 5 mm as this would touch the top of the central

resonator.

FIGURE 4.17: CST Simulation of Filter with Tuning Screws, a single

pin is entered into the centre of each cavity, it would also be possi-

ble to add tuning pins into the irises to alter the coupling between

cavities but the space is limited and the tuning would become overly
complicated

The filter will be tuned in order to optimise several parameters of significance,
the most important being the transmission coefficient in the pass-band and the re-
jection in the stop-band.

The transmission co-efficient at the unwanted frequencies should be very low to

indicate that the power at these frequencies is being significantly reduced. In the
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original filter design the goal for suppression at 11.9942 GHz and 12.182 GHz was
—40dB. The final CST design showed attenuation of —98dB and —128 dB respec-
tively, this already surpasses the design specification without additional tuning.

In a perfect filter the transmission coefficient at the centre frequency will be close
to 0dB, this indicates almost no additional power is lost in the filter other than re-
sistive losses. Realistically, it is normal for filters to have around —3dB to —5db of
loss. The insertion loss in the pass-band from the CST simulation is —10.67 dB.

The stability of the transmission in the pass-band is the most important parame-
ter as the output of the filter is amplified and used during the RF down-conversion.
If the output power of the filter varies, from fluctuations in the pass-band transmis-
sion, then these power level changes will be directly converted down to the interme-
diate frequency. These power changes will then be falsely interpreted as originating
from the RF signals.

For seven tuning pins simulated with several possible positions, the number of
permutations becomes unfeasible to optimise in a timely manner. In addition, s-
parameters do not respond linearly when inserting individual tuning screws. For
these reasons, a full simulation of the tuning would not be possible without a com-
plex and time-consuming optimisation. Therefore, a simulation of the full tuning
with seven pins will not be covered in this work. It will be deemed sufficient to
determine if the size and number of tuning pins are able to perturb the fields signif-
icantly enough to provide an adequate tuning range.

The filter will be tuned in order to optimise several parameters which must all be
balanced; this creates a goal function. In CST, a probe will be placed at 11.806 GHz,
11.9942 GHz, and 12.182 GHz on both the S11 and S12. A 3rd order polynomial was
fitted using a —least squares” approximation to the extracted s-parameters from CST.
This simulation was used to identify the individual effects of tuning each cavity.

A goal function optimisation is used to find solutions that satisfy the design re-
quirements. This method finds the minimum of a problem specified by a set of goal
functions, a weighting for each goal and any bounds or relationships between the
goal functions [102]. The lower and upper bounds are 0 mm and 4 mm and the ini-
tial value for each tuning pin position is 0. The full optimisation goals are shown in

Table 4.11.
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Min S11(x) < —304B
Frequency Min S11(x) | 11.806GHz
Max S21(x) > —10dB
Frequency Max S21(x) | 11.806GHz
521 @ 11.9942GHz > —90dB
521 @ 12.182GHz > —1004B

TABLE 4.11: Tuning Optimisation Goals for the filter, these will be
monitored by observing the S11 and 521 while the tuning pin positons
is changed

The insertion depth of the tuning screw was simulated between 0 mm and 4 mm
using 8 iterations. In practice the tuning screw will be tuned manually by turning
a screw; thus it is not unreasonable to assume that the screws can be adjusted to
much less than 0.5mm by hand without devising a mechanical solution. From the
s-parameters the tuning parameters were extracted with respect to insertion depth;
namely the frequency when the S11 is minimised, the frequency when the transmis-
sion is maximised and the rejection at 11.9942 GHz and 12.182 GHz. The optimisa-
tion procedure is carried out for each cavity in turn. The single cavity tuning results
are summarised in Table 4.12:

All of the parameters cannot be tuned to their ideal values with single cavity
tuning. Although some of the parameters can be satisfied, they cannot all be satisfied
simultaneously to within an acceptable tolerance. However, the single cell tuning
does validate the effectiveness of the tuning pins.

The results show that most of the optimal tuning positions are in the region of
1 mm, these would be the starting positions for further optimization. The rejection in
the pass-band always meets the set goals so this information will not be considered
in further optimisation. In addition, the insertion loss in the pass-band is always
improved with respect to the original simulated results. As these are considered the

two most important parameters, the tuning pins can be considered acceptable. The

All Goals Achieved? No No No No No No

Cavity
Parameter 1 2 3 4 5 6 7
X 1.742 2.034 1.468 | 3.1749 1.729 | 0.9156 1.00
S11 Minimum -21.465 | -17.09 | -15.95 | -3249 | -1550 | -30.01 | -17.58
S21 Maximum -11.93 -9.18 -12.04 | -10.35 -8.24 -9.03 -13.59

521 at 11.9942GHz -123.66 | -120.19 | -103.57 | -115.66 | -107.39 | -102.48 | -120.36
521 at 12.1824GHz -141.16 | -121.19 | -133.59 | -128.96 | -131.69 | -129.36 | -132.35

TABLE 4.12: Tuning Results from Individual Cavity Tuning
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process was repeated with two cavities being tuned simultaneously. The full results
for each screw combination are included in Appendix A. The best combination is
when pin 7 is at 1.40 mm and pin 4 is at 2.30 mm and the s-parameters are shown in

Figure 4.13.

S11 S11 Minimum 521 521 Minimum
Minimum Frequency Maximum Frequency
(dB) (GHz) (dB) (GHz)
-31.23 11.834 -9.86 11.797

TABLE 4.13: Tuning Results from Two Cavity Tuning

With two tuning pins the design specifications can be met with an acceptable
error whilst at the design frequencies.

Beyond this point the tuning will not be simulated as the number of combina-
tions begins to become unfeasible, and it has been shown that the tuning screws
can achieve the desired tuning ability. The screws can perturb the cavity field suffi-
ciently to induce significant changes in the resonant mode. Furthermore, the tuning
becomes increasingly effective when two screws are tuned instead of one. It can be
extrapolated that tuning even more cavities simultaneously, up to seven, will be able

to yield ideal tuning.

4.6 Manufacture and Test

Three prototypes of the filter design were manufactured by CNC Proto using CNC
milling with a surface finish of 0.1 mm tolerance [103]. One of the manufactured
filters is shown in Figure 4.18.

Figures 4.19 and 4.20 show the S-parameters of two of the filters after assembly
and tuning. The s-parameters were measured on an X-band VNA with a range of
4 GHz to 20 GHz. The measurements were taken with 10,001 points, 600 MHz range
and a bandwidth of 500 Hz. The filter response varies slightly between the two.
Prior to assembly, the second filter was cleaned using ultrasonic cleaning, however
this did not improve the filter response with respect to the first filter. The final s-

parameters for both filters are collated in Table 4.14.
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FIGURE 4.18: Interior and Lid of one of the Manufactured Cavity
Filters, the SMA connector can be seen on the left.

Filter 1 Filter 2

Parameter Initial | After | Initial | After

Value | Tuning | Value | Tuning

(dB) | (dB) | (dB) | (dB)

S11 at 11.806GHz -254 | -3954 | -0.79 | -37.30
S21 at 11.806GHz -12.21 | -8.66 | -13.79 | -8.59
Transmission at 11.9942GHz -43.02 | -69.40 | -12.18 | -69.55
Total Rejection at 11.9942GHz | -30.81 | -60.74 | -1.61 | -60.36
Transmission at 12.1894GHz -56.37 | -78.19 | -52.32 | -78.53
Total Rejection at 12.1894GHz | -44.16 | -69.53 | -54.63 | -69.87

TABLE 4.14: Final S-Parameters of Two Manufactured Filters Before
and After Tuning

Measured S11 and S21 - Filter1 Post-Tuning

[Mag| (dB)
A
o

-70 f|——Measured $11
Measured S21
-80 ! : : : :
1.7 11.8 1.9 12 121 12.2
Frequency (GHz)

FIGURE 4.19: Measured transmission (S21) and reflection 9511) of the
1st filter after tuning



Chapter 4. Design of a Narrow-band Cavity Filter at 11.806GHz 135

Measured S11 and S21 - Filter2 Post-Tuning

[Mag| (dB)
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11.7 11.8 11.9 12 121 12.2

Frequency (GHz)
FIGURE 4.20: S11 and S21 of the 2nd Filter after Tuning
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Both filters are very close to the design specification for rejection at 11.9942 GHz;
the specification was —70 dB and the final results are —69.40 dB and —69.55 dB. The
transmission in the pass-band for both filters are —8.66 dB and —8.59 dB, which is
lower than for an ideal filter but is comparable to the simulation which suggested

—10dB.

4.6.1 Thermal Dependence

Figure 4.21 shows the variation in the pass-band behaviour as the temperature is
varied. It is likely that the temperature of the filter will vary seasonally or when the
system is switched ‘on” due to a ‘heating-up’ period. The reflection at 11.806 GHz
varies 0.0103 dB per® C and the transmission varies by 0.0161 dB per® C. The LLRF
crate is well contained and hence the internal temperature is likely to change by no
more than 10° during operation. As such, the total transmission and reflection will
change by less than 0.2dB due to temperature, and this fluctuation can be compen-

sated by the amplifier which follows the filter.

FIGURE 4.21: Variation of the reflection and transmission at
11.806 GHz with temperature measured with an RTD probe placed
onto the cavity surface and external air heating

4.7 Conclusion

The up-convertor mixes two frequencies at 11.9942 GHz and 187.4 MHz which will
produce first sidebands at 11.806 GHz, 12.182 GHz. Additional suppression of un-
wanted sidebands can be achieved using filtering hence a custom filter was de-
signed.

The most important properties of the filter will be —70 db of rejection at 12.182 GHz

and sharp transition between pass-band and stop-band. The filter design is dictated
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by the fractional bandwidth, which in this case is 0.85%. This parameter deter-
mines the physical realization of the filter. An lumped circuit model is developed
which demonstrates the desired behaviour of the band-pass filter. Simulation in Mi-
crowave Office verified the behaviour of the band-pass prototype.

The simulated results show a large insertion loss in the pass-band. This is due
to the low Q-factor of the filter. The lumped circuit model was transformed into
the physical dimensions of the cavities. The calculated dimensions where used to
construct the cavity structure in CST where the design was verified and dimensions
optimised.

The filter will be tuned into order to optimize several parameters of significance,
the most important being the transmission coefficient in the pass-band and the re-
jection in the stop-band. The results of simulating the tuning pins validated the
effectiveness of tuning pins.

Three prototypes of the filter design were manufactured by CNC Proto using
CNC milling, two filters were constructed and the performance of both filters was
improved by tuning.

The s-parameters of both filters meet the design specification for rejection at
11.9942 GHz, the specification was —70dB and the final results is —69.19dB. The
transmission in the pass-band is lower than for an ideal filter but is comparable to
the simulation which suggested —10 dB. The conversion loss is not significant as the

power can be easily recovered this with an amplifier.
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Chapter 5

High Power X-Band Measurements

at Xbox1

5.1 Introduction

Firstly, this chapter will describe the network at Xbox1 in detail, covering the high
power, low power, and PXI control systems. This is the system into which the new
LLRF from Chapter 3 has been integrated. The system at Xbox1 will be used to
quantify whether a reduction in the phase noise of the local oscillator translates to
improved RF measurements.

Secondly, this work will aim to characterise the phase and amplitude stability
of the klystron output. This will be measured initially under one set of conditions
(10MW, 150ns, 80% of full RF power for a Modulator Voltage setting of 330kV).
However, this measurement is not a complete characterisation of the klystron. The
full system at Xbox1 will be expected to operate under a variety of conditions, which
will be dictated by either the needs of a conditioning algorithm or by the require-
ments from the CLEAR LINAC. Hence, a sensitivity analysis of the klystron is un-
dertaken to broadly examine the effects of changing various input parameters on the
phase stability of the klystron. The parameters of interest are pulse length, RF power

level and modulator voltage properties.

5.2 Xbox1

The primary objective of the X-band test stands is to support the development of
high-gradient, accelerating structures and high-power RF components for the CLIC
project. Recent studies have explored the possibility of a klystron-based initial en-
ergy version of CLIC for which the test stands are an important research tool. Be-

fore Xbox1 was commissioned. The only availability of 12 GHz power (at the pulse



Chapter 5. High Power X-Band Measurements at Xbox1 139

lengths and required power level) was CTE3 at CERN. CTF3 has now become the
CLEAR experiment which was described in Chapter 2. After a significant upgrade,
Xbox1 now has a similar blueprint to the other two X-band test stands, Xbox2 and
Xbox3. However, some of the specific features remain the same as they are related
to the beam facility and the initial design requirements. The Xbox1 system post-
commissioning is described in [36] and the new system after upgrade is described

here. The main changes are related to the LLRF and control systems.

5.2.1 High Power Network

The Xbox1 klystron is an XL5 designed by SLAC. It is able to produce 50 MW of
12 GHz pulsed power with a pulse width and repetition rate of 1.5us and 50 Hz re-
spectively. A ScandiNova solid state modulator is used as the power source. The
klystron is followed by a ‘SLED-I" type RF pulse compressor, designed and built by
IAP and GYCOM [104]. The pulse compressor was not used in the following experi-
ments, therefore the operation will not be described in detail, (a detailed description
of the pulse compressor operation is contained in [36]). The pre-amplifier for the
klystron is an X-band 1kW TWT from Power Amplifiers. The TWT provides an
additional 30 dB of gain after the LLRF system.

Copper WR90 waveguide under high vacuum is used to extract the RF power
from the klystron and transport it from the klystron gallery down into the CTF2
bunker, after which the WR90 is converted to circular over-moded waveguide. Mode
converters transform the fundamental TE10 mode in the WR90 waveguide into the
low-loss TEO1 mode. The over-moded waveguide section runs between CTF2 and
the test station in the CLEAR beam-line in CTF3, approximately 30 m. The test sta-
tion contains two CLIC structures in series. The waveguide from Xbox1 is currently
terminated with two high power loads next to the CLEAR beam-line; there is no
connection to an accelerating structure.

High power directional couplers (each with 50dB of attenuation) followed by
low power directional couplers (between 20 dB and 40 dB attenuation) are used to
send RF signals to the LLRF system for acquisition and control. There are seven
high-power X-band signals which transfer RF power back to the LLRF crate at Xbox1
using semi-rigid coaxial cables. A functional diagram of the high power network is

shown in Figure 5.1.
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FIGURE 5.1: Xbox1 functional diagram of the high power network.

The position of seven high power RF signals are shown. The low

power section has been simplified and ancillary systems are not in-
cluded

5.2.2 Klystron

The current klystron arrived at CERN in 2020 from CPI after a repair and installed at
Xbox1 in the same year. The conditioning commenced in early 2021 and the klystron
successfully reaching 46 MW for a 50ns RF pulse. As mentioned in the previous
section, the klystrons used at CERN are derived from an R&D effort to produce
power sources for the klystron based, Next Linear Collider project (NLC). The most
reliable klystron to emerge from that effort was the XL-4, which has been re-scaled
in frequency from 11.4 GHz to 12 GHz by SLAC and re-named the XL-5 [105]. The
commercialised version produced by CPI (the VKX-8311A) is currently in Xbox1.
Klystrons are vacuum tube amplifiers that use an electron beam to amplify RF
signals. An electron beam is produced by a thermionic gun and accelerated by a
high voltage DC electric field, (typically, the gun is pulsed at a large negative volt-
age and the body is at ground potential). The electron beam is focused by a solenoid
or permanent magnet that envelops much of the device. Velocity modulations are
excited in the beam as it passes through one or several RF cavities which are excited
by a low-level input signal. The electrons are then passed through a drift tube, in-
side of which the velocity modulations transform into spatial variations as the faster
electrons outpace the slower electrons [106], [107]. The resulting beam is highly
bunched, with a longitudinal space charge pattern which matches that of the input
signal. Higher order and correction cavities can be added to improve the efficiency
of this bunching process [108]. The highly bunched beam is then passed through
one or several output RF cavities where the beam induces electromagnetic fields.
Typically, 30-65% of the beam power is transmitted into the RE. In this way, multiple

MW's of peak power can be extracted from the beam. The power is coupled out of
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FIGURE 5.2: Two functional representations of a multiple cavity

klystron. Modern klystrons usually have additional bunching cavi-

ties but only three are shown. On the left is a circuit diagram and the
physical model is shown on the right

the cavities via waveguides and passed through an RF window towards the desired
load. Two diagrams of a multi-cavity klystron are shown in Figure 5.2; three cavi-
ties are shown for simplicity but in reality modern klystrons are likely to have many
more bunching cavities. The diagrams in Figure 5.2 are based on the VKX-8311A
[104].

The pulse-to-pulse stability of the RF system is usually dominated by the stability
of the klystron amplifier and the high-voltage klystron modulator [107], [109]. The
phase stability of the output from a klystron depends on the stability of the RF input,
plus external factors such as: modulator voltage stability, cooling water flow and
temperature fluctuation, induced vibration as well as internal factors such as noise,
multi-pacting, vacuum quality, erosion, and cathode deterioration [18], [110]

It can limit their working and high power handling capability, besides caus-
ing irreversible surface damage. RF breakdown in a structure can be defined as a
phenomenon that suddenly and significantly changes the transmitted RF power to-
wards a structure. During a breakdown event, the stored energy in the electromag-
netic field suddenly pierces through the walls, usually in localized places, causing
local melting and contamination of the surrounding surface. This results in a very
fast and localized dissipation of stored energy [110]. Evaluation of used klystrons in-
dicates that significant beam erosion from RF breakdown often occurs in the output

cavity as this is a high field region [111].
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Multipacting is an electron resonance effect that occurs when RF fields accelerate
electrons in a vacuum causing them impact with surfaces, which depending on the
energy, release one or more electrons into the vacuum. These electrons can then be
accelerated by the RF fields and impact with the same or another surface. When the
impact energies, number of electrons released and timing of the impacts be such that
a sustained multiplication of the number of electrons occurs, the phenomenon will
grow exponentially and may lead to operational problems [33], [111].

Multipacting is a low power, electron multiplication based resonance breakdown
phenomenon in vacuum and is often observed in RF structures. A multipactor dis-
charge is undesirable, as it can create a reactive component that detunes the resonant
cavities and components, generates noise and induces gas release from the conduc-

tor surfaces.

5.2.3 Modulator

Most high-power Klystrons need a pulsed high voltage power supply called a mod-
ulator. The modulator must deliver pulses which are typically in excess of 100 kV
at current levels well above 100 A [112]. The klystron receives a high voltage mod-
ulator pulse starting a little before the RF pulse and continuing a little after the RF
pulse.

The CPI VKX-8311A klystron can produce up to 50 MW of peak RF power with a
perveance of 1.18 uP. The perveance is one of the most important parameters for the
characterization of klystron operation. The electrical characteristics are completely
determined by the geometric structure of electron gun and the electron emission
characteristics of cathode materials. When the electron gun operates in space charge
limited mode, the current emission will be the function of high voltage during oper-
ation while the perveance will be the function of anode and cathode structures.

For an electron gun, the gun perveance P is determined as a coefficient of pro-
portionality between a space-charge limited current, I, and the gun anode voltage,
U,.

The unit micro-perveance, uP is defined as uP = 10°IV 15, where [ and V are
the klystron current and voltage respectively. However, the klystron efficiency is
around 40%, which means the power source has to be able to provide a peak pulsed
power of 125 MW. This power level and perveance demands a voltage of 410kV and
a current of 310 A from the modulator [36], [104].
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FIGURE 5.3: Xboxl ScandiNova K-3 Modulator with the XL5
Klystron Functional Diagram, the model is extracted from the
klystron datasheet [37]

At the time of construction of Xbox1, few vendors are capable of producing such
a device. Furthermore, the first test stand at CERN was designed with high flexibility
in mind, consequently, a solid state modulator was chosen to power the XL-5 [36].
The only company capable of manufacturing such a device was ScandiNova.

The klystron is powered by a ScandiNova solid state modulator specified to de-
liver pulses up to 400kV, 300 A and 3.25us high voltage pulse at 50 Hz repetition
rate [36]. The stability is specified as 0.25% HV ripple and 0.1% HYV repeatability.
The compact design (3 x 2m?) integrates the HV oil tank and klystron, as well as an
integrated control and interlock system with integrated vacuum and solenoid power
supplies for klystron [104]. The ScandiNova K-3 modulator is shown as a functional
diagram in Figure 5.3 [104].

The charging power supplies convert the 3-phase, 415 V mains voltage into a DC
voltage of up to 1400 V, which is stored in a capacitor bank. The charge stored in the
capacitor bank is then switched through a bank of solid state switches; although only
four are shown in Figure 5.3, there are actually 60 in the real system. The switched
pulse is transferred through a tuning circuit into a pulse transformer with a trans-

former ratio of 1:360, thus enabling the system to step up the 1400V to 500kV [36].
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Using this transformer ratio and the 310 A that the klystron requires, it is easy to cal-
culate that nearly 112 kA of current needs to be switched on the timescales of micro-
seconds. It is at this juncture that the greatest technological challenge is presented.
To reduce the current load on the switches, the current is split evenly between 60
solid state switches, each conducting 1.9 kA of current [113]. The flexibility of a solid
state modulator is now made apparent; the pulse length is controlled directly by the
length of time that the switches remain closed [108].

Due to the high voltages involved, the pulse transformer and klystron gun are
submerged in a bath of insulating oil. The oil quality is checked periodically for
signs of breakdown. For instance, the oil was cleaned and filtered before installation
of the repaired klystron into Xbox1 in 2020. The modulator contains a control system
which can monitor the klystron’s vacuum, temperature and power dissipation, and
subsequently interlock the system if there are any issues [107], [108]. The water
cooling is integrated into the CTF3 main water cooling system.

The high voltage should be regulated, filtered, and have some feedback on both
the voltage and current. It must be protected against over-voltage and over-current
conditions, and be capable of withstanding high stress during normal operation or
failure. The modern method uses high frequency switching supplies. Regulation
of the high voltage is important, as changes in high voltage result in changes in RF
output and ultimately causes changes in the output of the LINAC [106].

The gain of the klystron is a function of the modulator voltage and RF input
power. Fluctuations of the modulator voltages lead to phase variations of the am-
plified RF signals, and these variations can disturb the bunch compression process,
leading to arrival-time and energy variations of the electron bunches [107], [108].

The maximum output of the klystron is determined by the modulator voltage
set-point. The gain curve of the XboX1 klystron were measured in 2021 and are
shown in Figure 5.4.

To meet the specified RF power quality for a LINAC, the modulator voltage ab-
solute precision and pulse-to-pulse repeatability is of critical importance. Ripple
and pulse-to-pulse repeatability on the high voltage should be compensated or con-
trolled, either from low level RF control or from the modulator control. This will

require high voltage precision measurement [106], [109].
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Klystron Gain Curves vs Modulator Voltage
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FIGURE 5.4: Measured klystron output power vs LLRF output power
(%) vs modulator voltage setting (kV). The klystron output power is
monitored directly using a power meter

5.2.4 Low Power Network

The new LLRF (described in Chapter 3) was commissioned and installed in order
to introduce IQ modulation for phase and amplitude information on the X-band RF
signals. The low power network produces the modulated RF pulse and acquires the
RF signals in the system. A functional diagram of the low power network and a
broad overview of the PXI control are shown in Figure 5.5

The modulated 12 GHz output from the LLRF is split equally using a 3 dB splitter.
Half of the power is sent to the reference channel of the LLRF crate and the other half
to the TWT pre-amplifier.

All of the RF cables returning from the high-power waveguide terminate at the
LLRF and control rack, positioned near the operator’s desk. Each high-power RF
channel (seven in total) arriving at the electronics rack is split so that each signal
can be directed to different LLRF systems, such as the log detectors, LLRF crate for
down-mixing and a patch panel for calibration. Any unused outputs of the splitter
are terminated with 500). Where necessary the channels are attenuated as not to sat-
urate any of the RF detectors. Inside the LLRF crate, the signals are passed through

12 GHz band-pass filters in order to filter out higher order harmonics generated in
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FIGURE 5.5: Xbox1 low power functional diagram showing the LLRE,
timing and control. The PXI is also included with the internal cards
shown [73]

the TWT or klystron. The reference channel comes directly from the X-band source
back into the LLRF down-mixers, bypassing the high power network. The refer-
ence channel is used to allow for an absolute phase measurement of the other RF
channels.

Logarithmic Detectors are particularly suited to perform high dynamic range
power measurements and are used in a wide range of pulse detection applications.
These devices produce a low frequency (DC) output that is logarithmically (‘linear
in dB’) related to the input signal level. The log detectors at Xbox1 have already suc-
cessfully been used to detect high reflections and successfully interlock the system
before the upgrade.

There is an interlocking and timing crate which is used for interfacing between
the PXI control system and other components, such as the klystron, log detectors or
ion pumps. The log detector crate has an internal interlock for each channel which
can be adjusted with a potentiometer. The output is a boolean, which is fed into the
interlock crate and then into the PXI for interlocking. The output waveform of the
log detectors is a DC signal which is acquired by the NI5761 cards in the PXI crate.

There are external safety systems from CLEAR that connect to SIEMENS PLC’s.
These are crucially integrated into the safety systems for the beam facility and thus
cannot be changed. The relevant interlocks are transmitted to the PXI via the inter-
locking crate so that the PXI can interlock the X-band system. The interlock crate

receives interlocks from the PLC for water, vacuum, and ‘RF on’” from CTF3. The
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‘RF on’ interlock is a boolean which includes many features across the CTF3 facility.
This will interlock if there is any issue in the facility, for example: high radiation
levels, one of the bunkers being accessed, water stoppage, or any issues with the
LINAC. The ‘RF on’ is also connected to the Xbox1 klystron and will interlock if the
modulator is still heating-up or if there is an interlock in the klystron modulator.

The timing and interlock crate also transmits the triggers from the PXI, namely
the triggers for the TWT, klystron, acquisition.

The vacuum system uses a combination of Nextorr Ion pumps (which are used
are Xbox2 and Xbox3) and CERN vacuum gauges. The vacuum levels are read by
the PXI, which incorporates a software interlock, and connected to the Siemens PLC
for a hard interlock.

The reflected power from the structure and reflected power towards the klystron
require a robust interlock system, because excessively high reflection over many
pulses can result in damage to waveguide components and the klystron’s output
window. For this reason, there are several interlocking systems. Firstly, the log de-
tector crate has a hardware interlock as mentioned. Secondly, there are two software
interlocks which come from the log detector signals and the down-mixed RF ampli-

tudes.

5.2.5 Control and Acquisition

The control system is a network which interfaces the electronics crates, modulator
control system, the operator PC and the PXI crate. The PXI crate and LabVIEW based
control system is used for control and acquisition of the test stand, the software is
LabVIEW 2018. All of the RF control, acquisition, timing, data logging, and inter-
locking software is implemented on the PXI itself using LabVIEW real-time systems.
The PXI crate communicates via the CERN technical network with several other de-
vices, including the PLC and the main operator PC. The PXI system at Xbox1 con-
tains the following PXI cards with the FPGA based cards highlighted:

PXIe-8108 Dual Core Controller

2x NI5162 1.5GSPS ADC

2x NI5761 250MSPS ADC (FPGA)

1x NI5793 4.4GHz RF Modulation Card (FPGA)

1x NI16583 Timing Card (FPGA)
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e 1x NI4353 Terminal Block for RTDs

¢ 1x NI4065 DMM and NI2053 Multiplexer for vacuum

The DC channels from the log detectors are acquired by two NI5761 ADC’s.
These cards contain 8 channels of each with a sample rate of 250MSPS, and a reso-
lution of 14-bits. These ADCs are attached to programmable FPGAs which perform
threshold detection on the reflected RF signals.

The NI5162 cards are used for IQ sampling of the down-converted RF channels,
(these cards were described in detail in Chapter 3, including all the relevant frequen-
cies and parameters of the ADC).

The IQ values are passed through an finite impulse response, FIR, filter and then
converted to phase and amplitude values using the formulas detailed in Chapter
2. In digital signal processing, an FIR is a filter whose impulse response is of finite
period, as a result of it settles to zero in finite time. The finite impulse response (FIR)
filter is a non-recursive filter in that the output from the filter is computed by using
the current and previous inputs. It does not use previous values of the output, so
there is no feedback in the filter structure. FIR filters are most popular kind of filters
executed in software and these filters can be continuous time, analog or digital and
discrete time [114].

Each single RF channel outputs two waveforms, a phase and an amplitude wave-
form, hence there are 16 RF output waveforms in total. A sample of the demodulated
phase and amplitude output from the NI5162 cards using IQ sampling is shown in
Figure 5.6. This data was collected using CHO of the two NI5162 cards; these will be
referred to as NI5162A and NI5162B. Calibration of the two IQ demodulation cards
is detailed in Appendix B. The IQ demodulation occurs within the acquisition loop
in the main real-time code.

For the RF signal generation, the only card available on the market at the time
of planning was the NI5793. It is an RF vector signal generator that can generate
carrier frequencies up to 4.4 GHz. The NI5793 card performs all the modulation of
the S-band waveform from the CLEAR master oscillator. For Xbox1, the modulated
output is synchronised to the CLEAR master oscillator. At Xbox1 the PXI is also pro-
grammed to use the 10 MHz timing clock from CLEAR, as opposed to the 10 MHz
internal PXI clock.

The PXI controls the triggering and interlocking for the entire system using the

NI6583 Timing Card. Five of the interlocks originate in a Siemens PLC, these are
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FIGURE 5.6: A sample Phase and Amplitude Profile collected using
IQ sampling on CHO OF the NI5162A and NI5162B. The source is
produced using a Signal Generator at 187.46 MHz

boolean values for safety, vacuum and water. There are also four interlocks which
are collected through the NI5761 ADC cards, with two FGPA based ADCs that are
able to send an interlock along the back-plane of the PXI using one of the eight
internal trigger lines.

The PXI controller regularly sends packets of information to the GUI on the host
computer (such as un-calibrated waveforms, temperatures, vacuum levels and RF
settings). This is data that can be viewed by the operator in real time. The host
computer also transmits messages and commands from the operator onto the PXI
where they can take effect in the real time code.

There are two types of data files created each day. Firstly, a “Trend data’ file saves
data collected every minute, this data contains vacuum, water, temperatures and
small amounts of RF data such as the maximum and average values for each chan-
nel. Secondly, an ‘Event Data’ file collects the RF waveforms in full. The waveforms
are collected once every minute and also every time a ‘breakdown’” interlock is reg-
istered. The ‘breakdown’ interlock responds to large reflected power signals (and
dark current signals in the case where an accelerating structure is present).

The main code is processed on the PXI using the controller. There are several
crucial loops in the real-time which are ’strictly timed’. The strictly timed loops
maintain their implementation frequency and are prioritized by the PXI processor.
These loops are the control loop, acquisition loop, timing and interlocking loop and

‘tag bridge’. The tag bridge transfers messages between different loops within the
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main code and transmits packages of data to the main GUI which is on the host com-
puter. The other loops are ‘not-strictly timed,” these loops are: vacuum acquisition,
temperature acquisition, and logging. The "logging’ loop is responsible for saving
the data into trend files. These loops operate at a frequency of 1 Hz.

A 24 channel digital multi-meter (DMM) is used to read the vacuum signals from
the ion pump controllers. The temperatures are measured using surface mounted
PT100 thermocouple probes which are read into the PXI using the NI4353 PXI Tem-

perature Input Module.

5.3 High Power Testing

The pulse-to-pulse stability is an important metric in LLRF, particularly for LINAC
applications. Phase and amplitude errors from the RF will result in energy errors,
causing emittance blow-up and luminosity reduction of the accelerated beam in a
LINAC. The stability of the RF power source is therefore of critical importance.

For example, for the Swiss XFel the stability goals for the RF system must sat-
isfy tight requirements on amplitude and phase stability down to 0.018% RMS in
amplitude stability and 0.072° RMS in phase stability X-band stations [115]. In this
work the requirements for pulse-to-pulse rms phase and amplitude stability will be
set at 1° and 0.1% from the high power source as this is achievable and reasonable
according to the literature [108] [106].

The stability of the RF systems will be quantified using two parameters, which
will be referred to as the intra-pulse and pulse-to-pulse stability. Their definitions
will be described prior to the analysis; the definition remains the same for both phase
and amplitude, with the exception that the phase is measured with respect to the
reference channel to achieve an absolute phase measurement.

In the following analysis, the klystron and the 'nominal” parameters are sum-

marised in Table 5.1:

RF pulse length 150 ns
RF Power Level 80%

Modulator Voltage | 330 kV
Repetition Rate 50Hz

TABLE 5.1: Nominal Parameters Used for the Klystron Phase Stability
Study

The LLRF design in Chapter 3 presented two different methods for producing the

X-band local oscillator from a low frequency input. The 11.806 GHz local oscillator
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is used in the down-conversion and mixed with the incoming RF signals. The two
methods are a PLL and single-sideband up-convertor. Both up-conversion methods
were tested successively in the LLRF system at Xbox1. This testing took place in May
2021 with a 150 ns RF pulse length and a klystron power output of 10.82 MW (330 kV
modulator voltage setting). An IQ pulse measurement is saved every 5 seconds

using the N15162 ADC.

5.3.1 Intra-Pulse Stability

The intra-pulse stability will be calculated by taking the rms value across an indi-
vidual flat top. This indicates how much each flat top is expected to deviate from

perfect flatness, a diagram of this metric is shown in the top of Figure 5.7.
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FIGURE 5.7: Diagram of the method which will be used for calcu-

lating the intra-pulse and pulse-to-pulse stability. The same method

applies for both the amplitude and phase measurements hence the y-

axis can either the phase (°) or the amplitude (MW) across the flat top
of a pulse. Gradient of the flat top is not considered here

Amplitude Stability

The intra-pulse amplitude stability can be observed from the examples of pulse data
in Figure 5.8. An example of an amplitude pulse from the reference, TWT and
klystron channels are shown. The vertical axis is measured in ADC counts. From
visual inspection it is clear that the intra-pulse amplitude stability increases after the

TWT and again after the klystron.

FIGURE 5.8: Example of a measured data which shows the amplitude
of the Reference, TWT and Klystron channels for the same pulse. This
is a 150 ns RF Pulse collected on 30.07.2021

The signals from the reference, TWT and klystron are on vastly different power

scales so the amplitude stability measurements are characterised as a percentage



Chapter 5. High Power X-Band Measurements at Xbox1 153

FIGURE 5.9: Calibration of the PXI NI5162 ADC cards which will
measure the RF channels. The raw ADC Counts are converted to Out-
put Power for TWT and Klystron respectively

change. The calibration curves from ADC counts to power for the TWT and klystron
are shown in Figure 5.9. The calibration curves are only valid for the specific ADC
channel on which the measurements were taken. The attenuation of the signals be-
tween the high power network and the input to the LLRF down-mixing crate are
59.6 dB for the TWT output and 87.10 dB for the klystron output. This includes high
power directional couplers, low power directional couplers, co-axial cables, splitter
and connectors.

The normalized intra-pulse amplitude stability is shown in a histogram in Figure
5.10. For the normalized stability the offset has been subtracted so that the values

are centred around zero.
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Normalized Standard Deviation of the Intra-Pulse Amplitude Stability
for the Up-Convertor and PLL for 150ns Reference Pulse
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FIGURE 5.10: Normalized standard deviation of the intra-pulse am-
plitude stability at the output of the LLRF crate. The data shown
here compares the LLRF output when the LO is produced by the up-
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The histogram clearly highlights that the spread is almost identical for the PLL

and the up-convertor, with no noticeable difference in the intra-pulse amplitude sta-

bility between the PLL and the up-convertor. The intra-pulse amplitude stability for

the up-convertor is 0.1316% =+ 0.036% and for the PLL is 0.1684% == 0.033%.

Regardless of the method for producing the LO, (using the PLL or up-convertor),

the amplitude stability becomes successively worse after the TWT and again after

the klystron. The intra-pulse amplitude stability for reference, TWT and klystron

outputs are shown as normalised histograms in Figure 11, the up-convertor was

used to produce the LO. The intra-pulse amplitude stability results are summarised

in Table 5.2.

Reference

TWT (%)

Klystron (%)

0.107% =+ 0.144%

0.192% =+ 0.260%

0.532% £ 0.717%

TABLE 5.2: Intra-Pulse Amplitude Stability for the Reference, TWT
and Klystron Output for a 150 ns RF Pulse using the Up-Convertor as

the LO
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Standard Deviation of the Intra-Pulse Amplitude Jitter
for the Reference, TWT and Klystron for 150ns RF Pulse
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FIGURE 5.11: Normalized intra-pulse stability of the reference, TWT
and klystron output amplitude for 150 ns RF pulse
Phase Stability

Th

e LLRF output is a modulated X-band pulse which is sent to the TWT and then

onto the klystron. An example of the phase profiles from the reference, TWT output

and Klystron output are shown in Figure 5.12.
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FIGURE 5.12: Measured data showing an example of the flat-top re-

gion of the phase of the RF pulses from the reference channel, TWT

Output and klystron output. The data is measured on the same pulse
for all three channels

From the same pulse (as in Figure 5.12) the average phase value across the flat

top region (20 ns to 120 ns) was computed for each pulse and the deviation from the

average computed. The resulting deviations are shown in Figure 5.13. It is clear that
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the klystron phase (yellow) has the largest excursions and that the phase deviations
increase as the signal travels from the LLRF reference through to the TWT and finally

the klystron.

FIGURE 5.13: Deviation of the phase from the average across the flat

top region (20ns to 120ns) for three channels, reference (blue), TWT

output (orange) and klystron output (yellow), for the same pulse
(pulses are the same as were shown in Figure 5.12)

Figure 5.14 shows the intra-pulse phase stability of the reference pulses using
both methods for producing the LO. The intra-pulse phase stability across the flat-
top region is 2.184° £ 0.3159° for the PLL and 1.799° 4 0.2892° for the up-convertor.
The reduction on phase noise of the up-convertor with respect to the PLL, which
was detailed in Chapter 3, has translated to improved intra-pulse stability. From
visual inspection of Figure 5.14 the up-converter appears to increase measurement

accuracy by approximately half a degree.
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FIGURE 5.14: The intra-pulse phase stability for both the PLL and the
Up-converter LLRF systems. This is the standard deviation across the
flat top region taken from 7000 pulses.

The normalised intra-pulse phase stability of the reference, TWT output and
klystron output are shown in Figure 5.15. The results are also summarised in Ta-
ble 5.3. The improvement in the intra-pulse phase stability from the up-convertor,
compared to the PLL, is translated through to a small improvement in the intra-
pulse stability of the TWT and the Klystron. However, this improvement is not as

significant as with the improvement in the phase stability.

FIGURE 5.15: Normalized standard deviation of intra-pulse stability

for the reference, TWT output and klystron output channels. In the

plot on the lef the PLL is used as the LO source. On the right the
up-convertor is used as the LO and the measurement is repeated
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Reference TWT Klystron
Up-Convertor | 1.798° +0.216° | 2.850° 4= 0.356° | 4.736° & 0.853°
PLL 2.153° £0.178° | 2.587° £0.321° | 4.586° £ 0.784°

TABLE 5.3: Intra-Pulse Phase stability of the Reference, TWT output
and Klystron Output for a 150 ns RF Pulse

FIGURE 5.16: Measured Pulse-to-Pulse Phase stability on the Ref-

erence, TWT and Klystron channels. The data is taken from 7000

RF pulses with an RF pulse length of 250ns RF Pulses collected on
10.09.2021

5.3.2 Pulse-to-Pulse Stability

Pulse-to-pulse stability is usually characterized as phase and amplitude variation
between successive pulses of a microwave signal [116]. The pulse-to-pulse stability
will be measured by taking the average value of each flat top and comparing this
with the average with respect to a number of other pulses, this metric is shown in
the bottom of Figure 5.7. The pulse-to-pulse stability can be understoode visually by
observing the data in Figure 5.16

Amplitude Stability

The pulse-to-pulse amplitude stability is shown as the normalized standard devia-

tions in Figure 5.17.



Chapter 5. High Power X-Band Measurements at Xbox1 159

Standard Deviation of the Pulse-to-Pulse Amplitude Jitter
for the Reference, TWT and Klystron for 150ns RF Pulse
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FIGURE 5.17: Normalized standard deviation of the pulse-to-pulse
amplitude stability for the reference, TWT and klystron output pulses
for a 150 ns RF Pulse

The desired amplitude stability leaving the klystron is 0.1%. This is not achieved

on a pulse-to-pulse basis, as is shown in the first row of Table 5, which summarises

the pulse-to-pulse amplitude stability results. Amplitude stability on the order of

0.1% at the klystron output could only be achieved after averaging over 500 pulses

in post-processing, this is 8.33 minutes at a 50 Hz repetition rate.

Time (Minutes) | N Pulse-to-Pulse Stability (%)
Reference | TWT | Klystron
0.02 1 0.3637 | 0.3976 | 1.0105
0.08 5 0.1761 0.2339 | 0.4669
0.17 10 0.1362 | 0.2083 | 0.3505
0.83 50 0.0962 | 0.1778 | 0.2391
1.67 100 0.0885 0.1652 | 0.2082
8.33 500 0.0399 0.0536 | 0.1063

TABLE 5.4: Pulse-to-Pulse Amplitude Stability of the Reference, TWT
and Klystron Pulses using different lengths of Averaging Filter
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FIGURE 5.18: Measured pulse-to-pulse phase stability of the TWT
(left) and klystron (right) output signals. The data has been nor-
malised in order to be centred around zero

Phase Stability

The reference pulse-to-pulse stability cannot be defined because the reference phase
is not an absolute phase measurement. Absolute phase refers to the phase of a wave-
form relative to some standard, which in this case is the reference phase. The nor-
malised pulse-to-pulse phase stability of the TWT and klystron output signals are
shown in Figure 5.18.

The klystron and TWT phase stability do not achieve the 1° phase stability bench-
mark. The results of averaging over increasing time periods is shown in Table 5.5. A
pulse-to-pulse stability on the order of 1° leaving the klystron was only found after
averaging over 500 RF pulses in post-processing, which is equivalent to 8.33 min-
utes for a 50 Hz repetition rate. It is evident that this high power system does not
meet the quality requirements to be used in an X-band LINAC facility. It would be
necessary to develop and implement a feedback system on the klystron to regulate

both the amplitude and the phase output.
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Pulses | Time (Mins) | TWT (°) | Klystron (°)
1 0.02 7.7649 8.2275
10 0.17 3.2663 4.8888
100 1.67 0.6955 1.1539
500 8.33 0.3058 0.5765

TABLE 5.5: Pulse-to-Pulse Phase Stability of the Reference, TWT and
Klystron Pulses using different lengths of Averaging Filter

5.4 Klystron Phase Stability Study

The klystron phase stability was analysed in the previous section under one set of
conditions which can be found in Table 5.1.

In the following analysis three klystron input parameters will be varied, these
are; RF pulse length, RF power level and modulator voltage set-point. This study
will only examine the effect on the phase stability; (amplitude stability will not be
covered in this work). The outputs of interest are the klystron output pulse-to-pulse
phase stability and the phase shift across the klystron. Both of these parameters must
be as stable as possible in order to meet the stringent phase stability requirements of
a LINAC or FEL.

Sensitivity analysis is the study of how the uncertainty in the output of a sys-
tem can be divided and allocated to different sources of uncertainty in the inputs
variables [117]. The klystron is considered to be a "black box’ where the output is
a function of its inputs. Decision making can be improved by identifying how and
when optimal solutions change, or producing flexible recommendations that take

account of changing circumstances [117].

5.4.1 RF Power Scan

The relationship between the PXI power set-point and the klystron output power is
shown in Figure 5.19. The RF pulse length is 150ns and each data set is averaged
over 7000 pulses. The data points were collected over the same period each day,
more tests over different periods of the day were not possible due to the HV safety
limitations which dictated that the 50 MW klystron could not be operated overnight
at this time.

Figure 5.20 shows the pulse-to-pulse phase stability at the klystron output. The
phase stability improves as the LLRF output power increases. The study was re-

peated for modulator voltages of 330kV and 360kV. As the RF power increases, the
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LLRF Output Power vs
Klystron Output Power for 330kV
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FIGURE 5.19: Measured LLRF output power vs klystron output
power. The output power is varied by the user via a LabVIEW GUI
and the klystron power is measured using a power meter.
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pulse-to-pulse phase stability improves, the phase becomes more stable.

This is a result of the operation point being in the saturation region of the gain
profile of the klystron, which was shown in Figure 5.4 . Given that the demodulation
is done digitally and the temperature drift of analog components between samples
can be considered negligible, it is sensible to assume that the phase measurement is
not sensitive to increases in the measured signal power level. Hence, it is sensible
to surmise that the improved phase stability is due to approaching saturation rather

than signal power
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FIGURE 5.20: Klystron Pulse-to-Pulse Phase stability vs LLRF Power
for 150 ns RF Pulse Length for 330 kV and 360 kV Modulator Voltages

Figure 5.21 shows the klystron phase shift with respect to the RF power. The
phase shift increases as the RF input power increases, this is true for both modulator
voltages. However, the change in phase shift is more significant as the modulator
voltage increases. This is logical, as larger modulator voltages result in larger ranges
of the klystron output power so the same amount of phase stability will create a

larger output variation.
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FIGURE 5.21: Measured phase shift across the klystron vs klystron
output power for 150ns RF Pulse. The modulator voltage was manu-
ally set to 330kV (left) and 360kV (right)

Changing either the RF power level or the modulator voltage changes the effi-
ciency of the klystron. A larger RF power changes the velocity of the electrons in the
drift tube of the klystron, this changes the time the electrons spend in the drift tube
and hence alters their depth of modulation. A change in the velocity of the electrons
will result from this change in the modulation to produce a change in the phase shift

across the klystron.

5.4.2 Pulse Length Scan

The RF pulse length is adjusted using the NI5793 RF modulation card in the PXI.
The flat-top region of the phase profiles is defined as the sample point at which the
sum of the change in gradient between five adjacent samples is less than 5. The RF
pulse is varied from 50 ns to 250 ns in steps of 50 ns.

Figure 5.22 shows the standard deviation of the pulse-to-pulse phase stability,
which is calculated by averaging the phase across the flat-top of each pulse and

taking the standard deviation of the average phase from each of the 7000 pulses.
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FIGURE 5.22: Standard Deviation of the Klystron Pulse-to-Pulse
Phase stability vs RF Pulse Length for 8.7 MW Klystron Output Power
and 330kV Modulator Voltage

The pulse-to-pulse phase stability on the klystron output is inversely propor-
tional to the RF pulse length. This is expected as the phase is the average over the
pulse, for a longer pulse length the average will be taken over a longer time period.

The more measurements are averaged, the smaller the error in the mean. The
error in the mean decreases as the square root of one over the number of measure-
ments where in this case the samples are collected in time. For a longer pulse length
the random phase deviations are reduced by —— where N is linear in time.

V)

The average phase shift across the klystron for each pulse length is shown in

Figure 5.23.

The phase shift is not correlated with the change in pulse length as the velocity
of the electrons in the klystron is not altered by the pulse length.

The error in pulse length is not a significant issue as the beam passes through the
cavity during a small period in the centre of the RF pulse flat top. In this case the
method of measuring the pulse-to-pulse stability must be considered. This measure-
ment of pulse-to-pulse stability is calculated by averaging over the whole flat-top

region and comparing successive pulses. An alternative method could take a single

Phase Shift across Klystron vs RF Pulse Length
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FIGURE 5.23: Phase Shift across the Klystron vs RF Pulse Length for
8.7 MW Klystron Output Power and 300 kV Modulator Voltage.
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FIGURE 5.24: Diagram of an ideal voltage pulse (purple) and a real

voltage pulse (red) [36]. After the initial ripple has decayed the sta-

bility across the flat top can be measured (FTS). The ripple can be
reduced by increasing the rise time.

point in the flat top (for example 50% along) and comparing successive measure-
ments of this point, at which point it is equally likely that random fluctuations will

occur at that point regardless of the pulse length.

5.4.3 Modulator Voltage Scan

The most critical parameters of the solid state modulators, which may have a strong
impact on the technology selection, are the modulator voltage ripple and the pulse—to-
pulse reproducibility. The specifications for the ScandiNova modulator at Xbox1
state 0.25% ripple and 0.1% repeatability of the modulator voltage pulses [104]. An
example of a modulator voltage pulse is shown in Figure 5.24.

To be able to characterise a pulse with 0.1% reproducibility it is necessary to mea-
sure more precisely than that. Therefore, a target of 0.05% reproducibility for the
measuring system will be required [112]. The modulator voltage will be measured
using the NI5761 cards; the FPGA program for these cards is already programmed to
measure a DC voltage pulse. These cards have a higher resolution than the NI5162
cards. The NI5761 is a 14 bit card with a 250 MSPS sampling rate. The input range
for a DC measurement is +1.23V pk — pk. The modulator voltage will be converted
down to this range using a voltage divider. The modulator already has an inter-
nal system which divides the modulator voltage pulse down to a voltage which is
suitable for an oscilloscope. The conversion ratio is 1:18500, so for the maximum
modulator voltage of 420kV, the output voltage will be 22.7 V. An additional volt-

age divider circuit with a division ratio of 40 was used. Resistor values of 1 K} and
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FIGURE 5.25: Relationship between Modulator Voltage and Klystron

Output Power (Left) and measured modulator voltage at the PXI

(Right) for a Klystron Input Power of 748.2kW (80% of the full TWT
Output Power).

41.7 () were used The resolution of the measurement will be 61.03 4V and will be
sampled every 4ns, there will be 1500 samples per acquisition resulting in a win-
dow of 6 us. The acquisition will be triggered using the same PXI triggers.

The pulse-to-pulse modulator voltage stability is measured over a 1us section
of the flat-top which starts after the initial oscillations have stabilised. The varia-
tion over each pulse with respect to the average is measured. The stability is con-
verted from ADC counts to kV and normalised around zero. During both modula-
tor voltage scans the RF power level is 80%, this is an input power at the klystron of
750 W and is within the saturation region. The modulator voltage set-point is var-
ied through two ranges: 330-340 kV and 360-370 kV. The relationship between the
modulator voltage set-point, the klystron output power and measured modulator
voltage at the PXI is shown in Figure 5.25. Changing the Modulator Voltage by 1kV
corresponds to a change in the klystron output power of 0.37 MW.

The standard deviation of the pulse-to-pulse stability on the modulator voltage
at 330kV is shown below in Figure 5.26. The standard deviation is +-0.404kV which
would correspond to a change in the output power of 0.304 MW using the linear
relationship shown in Figure 5.25. The standard deviation is calculated using the
same method for each modulator voltage set-point and the results are shown in Table

5.6.
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FIGURE 5.26: Normalized Standard Deviation of the Pulse-to-Pulse

Modulator Voltage stability at 330kV. The stability is taken by aver-

aging across 1 us region of the flat-top of each pulse and comparing
between pulses
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The standard deviation is comparable for each modulator voltage set-point sug-

gesting the modulator voltage stability is constant across the measured voltage ranges.

The phase shift across the klystron responds linearly to increasing modulator

voltage as shown in Figure 5.27. The error bars are one standard deviation of the

modulator voltage measurement and phase shift measurement from each data set.
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Modulator Voltage | Average Standard
Setpoint (kV) (kV) Deviation (£kV)
330 330.015 0.404
332 332.103 0.408
334 333.938 0.398
336 336.075 0.410
338 338.107 0.397
340 340.057 0.399
360 359.982 0.423
362 362.374 0.412
364 364.585 0.412
366 367.482 0.514
368 368.194 0.476
370 370.493 0.487

TABLE 5.6: Pulse-to-Pulse Mean and Standard Deviation of the Mea-
sured Modulator Voltage vs Modulator Voltage Setpoint

FIGURE 5.27: Klystron Output Phase vs Modulator Voltage Setpoint

for 250 ns RF pulse at 80% of the Full TWT Output Power, the verti-

cal and horizontal error bars are calculated as one standard deviation

of the phase and modulator voltage stability respectively. The mod-

ulator voltage was swept twice starting at 330kV (Left) and 360kV
(Right)
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The increased pulse-to-pulse phase stability at the klystron is due to the phase
shift in the klystron changing in between pulses. The change in phase is highly
correlated with a change in the modulator voltage (stability) between pulses. An

example of this is shown in Figure 5.28 for modulator voltages at 338 kV.

FIGURE 5.28: Relationship between the measured change in modula-
tor voltage (jitter) and the klystron phase shift for a modulator voltage
setting of 338 kV

This relationship is calculated using the average value of the modulator voltage
across the flat top and is synonymous with the repeatability.

The klystron pulse-to-pulse phase stability responds linearly with increasing mod-
ulator voltage as shown in Figure 5.29. For higher modulator voltage settings the
PFN must charge the resonant circuits up to a higher voltage. The charging diode
keeps the PEN voltage at full until the discharge cycle, this is inherently more unsta-

ble for higher modulator voltages.
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FIGURE 5.29: Measured modulator voltage (kV) vs pulse-to-pulse
stability of the measured klystron phase (°). The modulator voltage
was swept twice starting at 330 kV (Left) and 360 kV (Right)

5.4.4 Sensitivity Analysis - Summary

The sensitivity of the phase at the klystron output to several input parameters was
measured using one-at-a-time sensitivity analysis. The parameters are RF power
level, RF pulse length and modulator voltage. Interactions between the input vari-
ables was not measured. The stability of the output of the klystron was characterised
using two parameters, the phase shift across the klystron and the output phase sta-

bility.

Klystron Phase Shift

The phase shift changes in response to changes in the input RF power level and the
modulator voltage. Both input changes will alter the velocity of the beam in the drift
tube, which results in a change of velocity of the beam and therefore a change in the
phase across the klystron. The phase shift is unresponsive with respect to the RF
pulse length.

It is possible to infer from the plotted gain curves (shown in Figure 6.11) how the
modulator voltage setting alters the phase shift across the klystron. This is based on
the assumption that the phase shift generally exhibits the same response as for the
amplitude with respect to modulator voltage. This is a sensible assumption given
the results from the RF power level scan from Figure 6.11.

From Figure 5.21, the phase shift response is logarithmic with input RF power
level. Therefore, a linear change in the modulator voltage changes the gradient and

the offset in a predictable way.
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FIGURE 5.30: Calculation of the gain, a (Left), and the intercept, b

(Right), with respect to each range of modulator voltage (330kV and

360kV). The gains and intercept are used to define how the phase

shifts with RF power level using a logarithmic fit of the form: y =
a-In(x)+Db

It can be observed from the gain curves that changing the modulator voltage with
a constant RF power is equivalent to moving vertically upwards at any point along
the curve. Plotting this would results in a linear response which can be characterised
with a gain and intercept value.

Under the same assumption that the phase shift responds akin to the gain curves,
logarithmically, then the change in phase can be characterised by a logarithmic func-
tion of the form y = a - In(x) + b. The gain and intercept (2 and b) of the logarithmic
fit change linearly with modulator voltage. Hence, it is possible to take the two mea-
surements of phase shift and calculate how the gain and intercept will change with
modulator voltage. The klystron phase shift was measured twice, starting at 330 kV
and 360 kV, the results are shown in Figure 5.27.

From this point, the equations for all of the modulator values can be calculated
by extrapolation. For example, when the modulator voltage is 370kV, the phase
will change according to y = a - In(x) + b, where a and b are extrapolated from the

known values and the relationships. the results are shown in Figure 5.30.
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FIGURE 5.31: Predicted Klystron Phase Shift (°) with respect to
changing RF power Levels (%) and Modulator Voltages (kV)

The phase shift across the klystron as a function of RF power level (%) and mod-
ulator voltage (kV) can be predicted by fitting a mathematical function to the data
collected during the parameter scans (Figures 5.21 and 5.27), the resulting fittings
are combined to produce the following (Equation 5.1) for phase shift with respect to

RF power and modulator voltage.

00 = [acotln(xrp)] + b+ [c- Xmo] +d = [acotin(xrp)] + [ - Xmo] + € (5.1)

Equation 5.2 is found by inserting the calculated constants from the RF power
and modulator voltage scan. The gradient and the intercept are calculated from the

measurements in Figure 5.27.

00 = [(0.43xy,, — 124) cotIn(xgr)] + [1.4 - xyo| + 445 (5.2)

The result is a surface plot (shown in Figure 5.30) showing the change in phase
shift for all RF power and modulator voltage ranges. In this calculation the effect of
the pulse length is ignored because it does not have a strong influence on the phase
shift.

Partial differentiation can be used to predict how much the phase across the
klystron will change due to changes in either the RF power or modulator voltage.
The results are shown in Figure 5.32. The greatest change in the phase shift occurs
when operating at high modulator voltage levels and low RF power levels, which

can be seen in the top corner of the left hand plot (this is the steepest gradient)



Chapter 5. High Power X-Band Measurements at Xbox1 174

Predicted Change in the Klystron Phase Shift (°)
w.r.t Changing RF Power Level (%)

~

(=]

4,]

w ~

A Phase Shift (%)
N

0
40 20

60

300 49 80
Modulator Voltage (kV) LLRF Power (%)

FIGURE 5.32: Predicted change in the phase shift across the klystron
(°) when changing the RF power level (%)

Klystron Phase Stability

The pulse-to-pulse phase stability at the output of the klystron responds to all three
input variables. Using the relationships between input and output variables and the
klystron gain curves, it is possible to create a ‘mapping’ which will describe how the
phase shift and stability are likely to change in response to changes in the operating
points. A percentage change in the modulator voltage behaves linearly, whereas a
change in the RF power level changes according to the changing gradient of the gain
curve. This is due to the fact that the RF power level determines the proximity to sat-
uration on the gain curve. This process can be repeated when considering the phase
stability, however the complexity is increased as the phase stabilitys responds to all
three input variables. The results were shown in Figure 5.20, Figure 5.22 and Figure
5.29. The phase stability responds linearly with modulator voltage and inversely to
the RF pulse length. The phase stability is inversely proportional to the RF power

level and the relationship can be described in the form:
y=a-x

where both 4 and b are functions of the modulator voltage level.
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The same mathematical fitting process has been repeated from Equation 5.1 whereby
a function has been matched to the measured phase stability results from the param-
eter sweeps, the results were displayed in Figures 5.20, 5.22 and 5.29. The predicted
pulse-to-pulse phase stability as a function of RF power level, modulator voltage

and pulse length is described by Equation 5.4.4:

P2Protal = [0.0031 - Xy0] + [—0.0033 - xpr] +

[(no - 0.1206) — 26.413 - x|\ 00012 5m) 020 4 1 1345

The change in phase stability with respect to the modulator voltage alone is
0.0032° per kV and for the RF pulse length is —0.0033° per ns. These two param-
eters have similar but opposing effects on the phase stability. The RF power level
has a more significant effect on the phase stability but the gradient in not constant.
Differentiating with respect to the RF power level shows that the gradient is deter-

mined by the position along the gain curve as shown in Figure 5.33.
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FIGURE 5.33: First Derivative of the Pulse-to-Pulse Phase Stability
with respect to RF Power Level (%) and Modulator Voltage (kV)

5.4.5 Modulator Voltage Ripple

A common feature of modulator high voltage pulses is ripple which was briefly
mentioned in section 5.2.3. An example of the measured modulator voltage ripple
is shown in Figure 5.34 for a 300 kV modulator pulse, (only the flat-top region is
shown).

Measured Flat Top Modulator
Voltage vs Time for 330kV Setpoint
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FIGURE 5.34: Measured modulator voltage ripple across the flat top
region at for a modulator voltage setting of 330 kV

In this work the ripple will be defined as the maximum deviation between the
minimum and maximum values along the flat top. The average measured ripple
over 7000 pulses at 330kV is 2.301kV. The normalised standard deviation of the
ripple at 33kV is shown in Figure 5.35, the mean is 2.66 kV and standard deviation
is 0.745kV.
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Meormalized Std of the Ripple of the Measured Modulator Voltage
across the Flat Top for 330KV Setpoint
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FIGURE 5.35: Normalized Standard Deviation of the Ripple across
the Flat Top of the Modulator Voltage Pulse measuring the difference
between the maximum and minimum across each flat top

The effect of the voltage ripple could be a contributor to the instability of the
phase leaving the klystron. The ripple on the klystron phase affects the average
phase value for each pulse which could be resulting in the large pulse-to-pulse sta-
bility. The correlation between the modulator voltage ripple and the total variation
in the phase leaving the klystron is shown below in Figure 5.36. The phase vari-
ation is calculated as the maximum phase minus the minimum phase across each
pulse flat top. The correlation is strong which suggests there is link between the two

variables.
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FIGURE 5.36: Correlation between the Modulator Voltage Ripple and
the Deviation in Phase of Pulses exiting the Klystron, 250ns RF Pulse
Length and 330kV Modulator Voltage Set-point

The PXI collects the traces for both the modulator voltage and klystron phase on
each pulse: therefore, it is possible to apply a correction to account for the modu-
lator voltage ripple to each individual pulse. The correction finds the point in time
of highest correlation between the modulator voltage flat top and the klystron flat
top. The deviation of the ripple from its mean is calculated and a corresponding
phase is added or subtracted, the phase correction is calculated relative to the mean
phase of the pulse. This correction method was applied in post-processing for a
sample of 7000 pulses collected at 300 kV, 150 ns RF pulse length and 80% RF power.
The correction theoretically reduces the phase stability at the output of the klystron
as shown in Figure 5.37. Previously the standard deviation of the phase, without
averaging, was £3.157°, after applying the ripple correction in post-processing the

standard deviation is +1.863°.
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Normalized Klystron Output Phase (°)
for 150ns RF Pulse, 80% RF Power, 330kV
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FIGURE 5.37: Klystron Output Pulse-to-Pulse Phase Stability Nor-
malized around zero, before (Blue) and after (Orange) the ripple cor-
rection was applied in post-processing

5.5 Conclusion

The new LLRF system which was described in Chapter 3 has been installed at Xbox1
and integrated into the high power system and software. Each channel of the N15162
oscilloscope cards is calibrated to correct for the DC offset and AC gain errors.

The up-convertor and the PLL were both used successively as the 11.806 GHz
local oscillator source. Data was collected over 7000 pulses in order to compare
the phase and amplitude stability of the low power and high power components
at Xbox1. The improvement in the phase noise of the up-convertor translates to a
reduction in the intra-pulse phase stability of the reference channel. The average
intra-pulse phase stability of the reference channel is reduced by 0.385° + 0.027°.
The improvement in the intra-pulse stability of the reference translates to an small
improvement in the intra-pulse stability of the TWT output and the klystron output;
0.263 £ 0.031° for the TWT and for the klystron 0.150 & 0.132°. However, the intra-
pulse stability is degraded by the TWT and klystron.

The pulse-to-pulse phase stability of the TWT and klystron do not achieve the 1°
phase stability goal. There is not a significant difference in the intra-pulse amplitude

stability between the PLL and the up-convertor. The intra-pulse amplitude stability
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for the up-convertor is 0.1316% = 0.036% and for the PLL is 0.1684% =+ 0.033%. As
with the phase stability, the amplitude stability becomes successively worse after
the TWT and again after the klystron, the amplitude stability leaving the klystron
is 0.532% 4 0.717%. The desired amplitude stability leaving the klystron is 0.1%
amplitude stability, this is not achieved on a pulse-to-pulse basis.

It was established that the amplitude and phase stability of the 50 MW klystron
at Xbox1 is not sufficient to meet a standard of 0.1% amplitude stability and 1° phase
stability without further development.

A sensitivity analysis was performed on the klystron at Xbox1. This involved
varying the input parameters one at a time and measuring the response at the klystron
output. In particular the study focused on the pulse-to-pulse phase stability. This
was possible as Xbox1 has the capability to record both phase and amplitude before
and after the klystron as well as measuring the modulator voltage. The phase shift
across the klystron increases linearly with modulator voltage and is insensitive to
the RF pulse length. The phase shift response to the RF power level is logarithmic
with the exact parameters of the fit being simultaneously dependent on the modula-
tor voltage. Thus the effects of the RF power level and the modulator voltage cannot
be decoupled. Similarly, the pulse-to-pulse phase stability of the klystron is respon-
sive to the modulator voltage, RF power level and RF pulse length. The stability
increases linearly with pulse length and decreases linearly with modulator voltage.
The gradient of these effects are 0.0033 and -0.0031 so the two parameters have es-
sentially equal and opposite effects. The measurements of the modulator voltage
ripple exhibit ripple over the flat top region. It is proposed here that the ripple is
causing voltage variations across the klystron output phase. A correction was ap-
plied to each individual pulse in post processing which increased the stability of the
phase leaving the klystron. The modulator voltage could be an important parameter

to be improved to enhance klystron stability.
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Chapter 6

Single Path Inteferometry for High
Precision Phase Measurements of

Phase Shifts in X-Band Waveguide

Networks

6.1 Introduction

In an accelerator facility it is common for the high power RF source to be located a
short distance away from the beam line and for a single klystron can be used as the
source for multiple accelerating structures [118]. In these cases the RF source and
the accelerating structures are coupled by lengths of waveguide. This waveguide
network will be subject to vibrations, ground movement and temperature changes.
These disturbances alter the phase velocity of the RF due to changes in the physical
dimensions of the waveguide. This results in a varying phase shift between the RF
leaving the klystron and the RF arriving at the accelerating structures. This phase
effect alters the synchronism between the RF and the beam resulting in sub-optimal
beam acceleration. Characterisation of the magnitude and timescale of these distur-
bances is required to determine if and how corrections should be made.

The length of the high power waveguide network which connects Xbox1 and
CLEAR is approximately 30 m. For the existing high power network, installed prior
to 2021, RF signals are sampled immediately after the pulse compressor and also
at the end of the waveguide network just before input to the accelerating struc-
tures. As a local synchronised phase reference is not available at the two ends of

the waveguide network then disturbances to the network are not determined by



Chapter 6. Single Path Inteferometry for High Precision Phase Measurements of1 -
Phase Shifts in X-Band Waveguide Networks

available measurements in an absolute sense. The installation of a local synchro-
nised phase reference would allow disturbances to be characterised. However, due
to the short RF pulse lengths and modulation during pulse compression such mea-
surements would not allow correction to be made on a timescale less than the pulse
repetition rate which is 50 Hz. Single path inteferometry inteferometry along the
high power RF path is proposed as a method to both characterise environmentally
driven phase variations and also enable continuous correction hence constant phase
delivery [119]. The phase of reflected pulses is compared with the phase of a master
oscillator at the input of the waveguide network.

The high power RF path is a mix of WR90 waveguide and low loss over-moded
circular waveguide. The interferometer must be fully compatible and in no way
detrimental to the delivery of high power pulses. The method employed measures
waveguide length at a slightly different frequency and a much higher pulse repeti-
tion rate than the high power pulses. The frequency of the measurement pulses is
chosen so they are almost fully reflected by the Linac acceleration structure but can
propagate freely through all sections of the waveguide network. The implementa-
tion and experiments described here provide a proof of principle. As well as being
relevant to the CLIC project, this technique described will be of interest to the Free
Electron Laser community where femto-second synchronism of high power short
pulse linacs is required [118] [120]. One useful property of FELs is their ability to
achieve microbunching of the electrons in the beam. This is best achieved if the elec-
trons have identical energies leaving the LINAC. Therefore, the greater the LINAC
RF stability, a greater degree of microbunching can be achieved. Thus, the RF output

from the klystron amplifiers is of critical importance.

6.2 Theory of Operation

The proposed measurement method requires that a number of low power RF pulses
be injected into the waveguide in between subsequent high power pulses. The
length of the low power pulses needs to be sufficient for an accurate measurement of
phase to be made. A suitable pulse length allowing accurate measurement of phase
could be just a few microseconds depending on the precision in femto-seconds that
is required at the structure. Johnson noise is the ultimate limiting factor. In order that
measurements are not affected by multiple reflections along the full network, then

for pulse lengths longer than a few hundred nanoseconds a circulator at the source of
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the low power pulse is required. The repetition rate of the low power pulses needs
to be sufficient to track disturbances and hence depends on how quickly phase is
changing with respect to the precision required. A repetition rate in the range 1 kHz
to 5kHz is planned for the measurement system.

A significant challenge with our interferometric measurement proposal is the re-
quirement of a method for injecting both high power and low power pulses into the
same network whilst keeping the low power source isolated from the high power
source. Effectively a diplexer is needed. One requires minimal absorption or reflec-
tion of the high power pulses through the injection network and the whole network
must tolerate extremely high power levels.

The low power measurement pulse travels through the injection network, then
the waveguide network, reflects from the accelerating structure then travels back
through the waveguide network, through the injection network back to the point of
measurement where it must have sufficient amplitude to be measured accurately. A
modest loss can be tolerated but reflections in the waveguide network must be min-
imised as they introduce reflections which result in errors in determining the phase
change for the whole transmission length. Reflection from intermediate impedance
miss matches on the network arrive back at the measurement point with a phase
that does not depend on the full length of the measurement and hence contaminates
the measurement of the full length.

The operating frequency of the CLIC accelerating structure is 11.9942 GHz and
at this frequency these structures reflect less than 0.01% of their input power. They
become over 95% reflecting at an offset frequency of approximately —50 MHz. Some
of the high power components used in the waveguide network have relatively nar-
row bandwidths. The available bandwidth for the measurement frequency around
the high power frequency is primarily limited by the presence of a jog mode con-
verter. A jog mode convertor is the name used to describe a mode convertor where
the conversion happens inline (as opposed to being a bend), in this case a taper and
dogleg shape converts rectangular mode to the circular mode.

The mode converter from the rectangular TEO1 mode to the circular TM01 mode,
shown in Figure 6.1, has a bandwidth of just 110 MHz for —30dB reflection [121].
The ‘jog converter’ is a compact mode transducer, consisting of two oppositely ori-
ented +45 bends, separated by a very short phasing section, which gives complete
conversion between TE10 and TE20 [122].
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An offset frequency for the measurement pulse of —55MHz satisfies the band-
width criterion of the waveguide network and the reflection criterion at the acceler-
ating structure. The chosen measurement frequency is therefore near 11.9392 MHz.

A typical high power pulse is 50 MW and is supplied by a klystron. For an ac-
celerating cavity with typical a reflection coefficient of —43 dB at the high power
operating frequency will have a returning pulse magnitude of 2.5 kW in the absence
of waveguide losses. In order for the receiver to handle reflected pulses from the
klystron and reflected measurement pulses then ideally the measurement pulse need
to be a few kW. The klystron cannot be configured to give high repetition low power
pulses. The measurement pulse for our system is therefore generated using a signal
generator and then amplified using a TWT. From this point forward the measure-
ment pulses will be usually be referred to as the “TWT” pulses and the high power
pulses the as ‘klystron” pulses. The output power from the TWT available for this
experiment is 1kW. In order to handle full reflection of a 50 MW pulse in the event
that a vacuum breakdown occurs in the accelerating structure or the waveguide net-
work, then 60 dB couplers are routinely used for sampling signals. A 50 MW pulse
that is fully reflected could potentially deliver a 50 W pulse after the directional
couplers. After attenuation in the waveguide system, reflected TWT pulses were ex-
pected to have power levels above 500 W hence the signal after a 60 dB directional
coupler would be of the order of 0.5 mW = -3dBm. The measurement electronics
must be optimised for receiving signals in the range —3 dBm to 1dBm whilst not
being susceptible to damage from 47 dBm pulses.

The inteferometer implementation is complicated by the general availability of
high power X-band components and the use of SLAC flanges at Xbox1 which are
gendered. One method that could be used to inject two different frequencies would
be a magic tee. However, a high power X-band magic tee was not available. An
alternative four port device is a quadrature hybrid. This is slightly more complex
as it induces a 90° shift between the output ports depending on the input port used.
When pulsing into either port 1 or port 4 of the quadrature hybrid the power will be
split between port 2 and 3 with a quadrature phase shift between them. This power
will need to be recombined before injection into the waveguide network, this would
be true for both the magic tee and hybrid. The S-matrix for the perfect quadrature
hybrid is:
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FIGURE 6.1: The Electric Field Profile of the Jog Mode Convertor
which converts rectangular WR90 to Circular Waveguide [121]
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FIGURE 6.2: Schematic showing the proposed integration of the inte-
ferometer at Xbox1



Chapter 6. Single Path Inteferometry for High Precision Phase Measurements of

186
Phase Shifts in X-Band Waveguide Networks
_ - -
0 % 7 O

I o9 o =L
SHybrid = \f \_[i (6.1)

vz 007

=1 =
0 7 7 0l

The high power component available for recombination is a H-plane tee, this device
will recombine the power completely when the input into the two sidearms are in-

phase. The S-matrix for the perfect H-plane tee is:

-1 1
2 2 2
Stee = %1 % \% (6.2)
1 1 9
V2 V2

Therefore a system is required which will correct for the quadrature phase shift
from the hybrid at both frequencies in order for the split power to correctly recom-
bine at the tee. Two waveguide arms of differing length will be used to create a delay
line which will induce a 90° phase advance between the two paths. The proposed
high power implementation is shown in Figure 6.2. The inteferometer is placed in
between the pulse compressor and the start of the long waveguide network. A sec-
ondary TWT and LLRF system is used to generate the ‘phase measurement” pulses

which enter port 4 while the klystron pulses into port 1.
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FIGURE 6.3: Inteferometer Schematic demonstrating the required
phase shift at both the Klystron Frequency and the TWT Frequency

Assuming the klystron pulses enter into port 1 of the hybrid and are split with the
90° phase shift appearing on port 3. Then the path difference between the two arms
must introduce a phase shift of -90° or 270° at 11.9942 GHz. The second frequency
is introduced into the system using port 4 of the hybrid, in this case the quadrature
phase shift will move onto port 4. The same process applies here, the difference in
path length between the hybrid and the combiner must either gain 90°or gain 270°at
the second frequency. This is visualised in Figure 6.3. There are two options, the
extra length adjacent to port 1, shown in Figure 6.3, or the extra length adjacent to
port 4, not shown. Both give valid solutions which are extremely similar.

The path length in WR90 waveguide must satisfy the requirements for phase
advance at both frequencies simultaneously. An exact path length exists which will
induce the correct phase shift at both frequencies, the length will be an exact number
of cycles of each frequency plus or minus a quarter wavelength at the respective
frequencies. This exact length is dependent on the second frequency which can be
selected. Provided it remains within the restraints of the high power system. The
TWT frequency must be within the 110 MHz bandwidth of the mode-convertors. In
addition, the second frequency must be suitably close to the CLIC frequency so that
the IF is sufficiently small that IQ sampling can be performed with the available
digitizers at Xbox1.

A 90° phase shift at 11.9942 GHz is a path length change of 6.25 mm. As the com-
ponents in the interferometer must be symmetrical, this phase shift will be added

as part of two straight sections, shown in Figure 6.2, which will each introduce 45°,
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this is approximately 3.125 mm. The lengths of waveguide between the quadrature
Tee and the combiner Tee must be maintained to micron accuracy in order to to min-
imize reflection at the combiner Tee. Fine control and maintenance of path length
will with be achieved by temperature adjustment and control of the long waveguide
arms.

In order for this measurement to be successful, any unwanted phase shifts in-
duced by the inteferometer must be reduced or characterised. The temperature of
the waveguide affects the phase shift induced between the two arms which reduces
the recombination at the tee.

When pulsing from the klystron, the RF power should be split by the hybrid
and recombined at the tee recovering full amplitude, as though the inteferometer
is invisible to the high power pulses. When pulsing into the TWT port the signal
should also split and recombine without loss. Any reflections at the tee due to incor-
rect phasing will direct power back to the hybrid and then back to the klystron or
TWT. Reflections of this nature should be minimized to the limit of detection. The
inteferometer system should never be operated at high power when the arms are
not correctly phased. Hence Xbox1 should not be operated at high power before the

inteferometer has reached its operating temperature.
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6.3 Determining TWT Frequency and Path Length

There will be identical waveguide path lengths where the klystron frequency can
rotate through an integer number of wavelengths m plus one quarter and the TWT
frequency can rotate through an integer number of wavelength n minus a quarter.
For a given klystron frequency and a given choice of the number of complete wave-
lengths, the TWT frequency is prescribed. The condition for perfect recombination
at both frequencies is therefore n + 0.5 = m.

It has been previously noted that there are some limitations on the choice of the
TWT frequency so the TWT frequency needs to be within £55MHz of the CLIC RF
frequency. As the two frequencies are so close together their wavelengths will be
similar. and the values of m and n will be large. The shortest additional waveguide
lengths for chosen frequencies will occur either for n = m, n=m+1 or m=m-1. To
convert to a physical length the frequencies will be converted to the guide wave-
length in WR90 waveguide. Guide wavelength is defined as the distance between
two equal phase planes inside the waveguide. The guide wavelength is a function
of operating frequency and the lower cutoff wavelength, and is always longer than
the wavelength in free-space.

The equation for determining the guide wavelength with respect to the frequency,

f, and the dimensions of the waveguide, a, is [119]:

c 1 A
AGuide = 7 : e 2 = 3 (63)
1_(2a-f) 1_(TE)2

For rectangular WR90 waveguide the width of the waveguide is represented by
a, this is 22.86 mm and the exact RF frequency is 11.9942 GHz. The spatial wave-
length of the CLIC RF frequency in WR90 is 0.029 850 5 m.

Figure 6.4 corresponds to the interferometer layout of Figure 6.3 but defines vari-
ables for the waveguide lengths and the wavelengths. The long path is shown as x2
but one could also make x1 the long path. These cases are different algebraically as
the system is not symmetrical because the wavelengths are different.

At the klystron frequency pulsing into port 1, the phase shift induced by each of
the two paths (x; and x;) are described by:

T 2nx
Oxiy1 = >+ e (6.4)
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FIGURE 6.4: Diagram defining variable for the additional length cal-
culation. Note lack of symmetry in interchange of input ports (F1 and
F4)
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oy = =3 2 6.5)

Note that path 1 induces an extra % phase shift due to the quadrature hybrid. So

the difference in phase between the RF arriving at the tee is:
Ax =x1—xp

m2r
AO = 9Kly1 — 9Kly2 = E - Tle = 271tm (66)

Where m has already been defined as the number of whole wavelengths in the dif-

ference of waveguide lengths for the klystron frequency. Similarly, at the second

frequency (TWT) and pulsing into port 4, the phase shift over the two paths is:

27X
Orwr1 = /\21 (6.7)
T 27X
Orwr2 = 3 + )\22 (6.8)

The extra 7 phase shift has now swapped ports, so the difference in phase between

the RF arriving at the tee is:

2
AO = 0TWT1 — GTWTZ = E — ij =271n (69)
2 A
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where 1 has already been defined as the number of whole wavelengths in the
difference of waveguide lengths for the TWT frequency.

The difference in length between the two paths, Ax, is determined such that both

of the phase difference equations 6.6 and 6.9 are satisfied and this gives:

Ax =M (m + i) = A <n — i) (6.10)

The smallest additional length might occur under one of three scenarios; m = n,
m = n+1, or m = n —1, giving three different solutions. The klystron frequency
is already determined, both m and n must be determined in order to find a suitable
TWT frequency within the desired bandwidth.

The length difference is eliminated from equation 6.10 and the equation is rear-

ranged to find n. For the case where m = n:

A (n + i) = A (n - i) (6.11)

1T A+ M
n= 1 (/\2_/\1> (6.12)

For the case where m = n + 1:

)\1 <TZ + Z) = )\2 (n — i) (613)

5A1 4+ Ay
n= ——— 6.14
4(Ay — M) (614

Finally, for the case where m = n — 1:

M (n + i) = A (n - i) (6.15)

3A1+ A
n=——— 6.16
4(A — Ap) (6.16)
n must be a positive integer as the waveguide cannot have a negative length.
Equations 6.12 and 6.14 gives valid solutions when the wavelengths are close only if
Ay > A1 whilst Equation 6.16 gives a valid solution for close wavelengths when A; >

Ay. It is apparent that Equations 6.12 and 6.16 give solutions with the smallest value

of n and hence the shortest excess waveguide. Solution 6.14 and other solutions
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have much larger values of n and hence longer waveguide lengths so will not be of
interest here. If A; (feed with zero phase shift to long leg) corresponds to the high
power pulse with a shorter wavelength than the measurement pulse then equation
6.12 determines n and hence the additional length of waveguide.

Note that A1 corresponds to the top diagram in figure 6.4 where power is injected
such that zero phase shift goes to the long leg and 7r/2 phase shift goes to the short
leg. One also sees that A, corresponds to the bottom diagram in figure 6.4 where
power is injected such that zero phase shift goes to the short leg and 77/2 phase shift
goes to the long leg. A lower TWT frequency is required and hence longer wave-
length for the measurement pulse. One of the two solutions 6.12 and 6.16 must be
selected to get a lower frequency for the measurement pulse dependent on whether
high power is injected to port 1 or port 4. The other solution can then be used when
two sources (klystron and TWT) are swapped so that A, corresponds to the top fig-

ure instead of the bottom figure. In this case 6.12 becomes:

Ao (n + i) = Mg <n - i) (6.17)

There is a second set of solutions which are derived from explicitly changing the
phase shifts on hybrid. These solutions are detailed in appendix C.

Once the guide wavelength of the klystron frequency in WR90 is known, m is
set to an integer value and the TWT frequency is swept in order to find a frequency
where n — 0.5 is close to an integer to within three significant figures. When the TWT
frequency is known the path length can be found and the intermediate frequency is
simply the difference between the Xbox1 local oscillator and the TWT frequency.

The frequency offset is relative to the main CLIC frequency of 11.9942 GHz, this
is noted to ensure the second frequency remains inside the bandwidth of the mode
convertors. Increasing the difference between the klystron frequency and the TWT
frequency (within the bandwidth of the mode convertor) will reduce the path length
but increases the IF frequency to be sampled. Formulas are evaluated for differing
values of n expected to give the TWT frequency within the required bandwidth. Two
cases will be shown in this work, one for high power tests and one for low power

tests, the parameters for both cases are summarised in Table 6.3.

Filling Medium | Frequency (GHz) | ntwr | JL (m)
Air 11.92635 65 | 1.947734
Vacuum 11.93911 76 | 2.276097
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As the system will be symmetrical the difference in path length will be achieved
using two pieces of WR90 waveguide, each length will be heated to continuously
correct the length as will be discussed in the next section.The frequency offset is
slightly greater than 55 MHz but it is close enough that the power reduction due to

the mode convertors will be very small.

6.4 Phase Changes in the Waveguide due to Temperature

The waveguide network between Xbox1 and the accelerating structures at CLEAR is
constructed from two different waveguide types, approximately 10 m of WR90 rect-
angular waveguide and 20m of circular over-moded waveguide. The over-moded
waveguide utilises the TE01 mode which exhibits particularly low loss because the
magnetic field distribution of the mode generates lower current levels on the walls
of the waveguide than the other waveguide modes. Therefore, a circular waveguide
carrying this mode is commonly used when signals are sent over relatively long
distances

Both types of waveguide are sensitive to changes in temperature. Thermal ex-
pansion and contraction of the copper changes the dimensions of the waveguide
which changes the phase velocity and guide wavelength of the propagating RF. The

copper will expand linearly according to:
AL = aLAT (6.18)

Where AL is the expansion in mm, « is the coefficient of linear expansion, which has
units of ppm°K~!, L is the original length in m, and AT is the change in temperature
in °C. Over the course of one day the temperature can typically vary by 10°. The
thermal expansion coefficient of pure copper is 16 um per°K at ambient temperatures
(approximately 23°).

The inteferometer is designed to measure thermal and environmental changes in
the waveguide network. If the diplexing section of the inteferometer also expands
and contracts with the environmental changes then this will negate the measurement
of the waveguide length to the structure. Hence, the inteferometer, specifically the
path length, will need to be thermally stabilised and isolated from the environment.
This will ensure changes in the inteferometer will not be conflated with changes in

the length of the waveguide.
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Guide wavelength was defined in Equation 6.3 in Section 6.3. The guide wave-
length depends on 4, the dimension of the broad wall of the waveguide. This di-
mension will expand when heated. For WR90 the width of the WR90 waveguide is
22.86 mm. One side of the inteferometer, the ‘short” arm, is connected to a cooling
system. The other side, the ‘long” arm is heated using heating tapes and thermally
insulated. The two straight pieces of waveguide making up the path difference can
be heated up to 100° C using the heating tapes, the total heated length is 1.948 m.
The phase can be shifted through approximately an eighth of the wavelength by
adjusting the temperature of the ‘long” arms by up to 100°C.

One quarter wavelength at 11.939 85 GHz is 6.25 mm and this is split between the
two arms, so 3.14mm per arm. This must be kept exact in order for the recombina-
tion to work correctly. It is likely that manufacturing errors could have a significant
effect on the recombination. Controlling the temperature up to 100° C is ample to be
able to account for any errors due to manufacturing tolerances and to stabilise the

length of the waveguide.
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6.5 System Simulations

The behaviour of the inteferometer can be predicted by solving for all of the forward
and reflected signals using simultaneous equations. The equations will be formu-
lated as a matrix with dependency on path lengths of the interferometer arms and
the path length to the load (cavity). Matrix elements can also be given frequency
dependency. The system will be solved using matrix inversion. The system with all

signals is shown in Figure 6.5.

FIGURE 6.5: Diagram of the inteferometer as used in the simulation.
The matrix elements correspond to the forward and reflected signals
at different point in the system as indicated here

Each arm of the inteferometer arms has a different phase advance between the
hybrid and the combiner. Let Sy be the s-matrix for the hybrid, St be the s-matrix
for the tee and Sy be the s-matrix for the load. The inputs to the hybrid are F1 and F4.
When pulsing into port 1, F1 # 1 and F4 = 0. When pulsing into port 4 the reverse is
true. The equations which describe the the behaviour at the hybrid, tee and line are

shown in Equations 6.19, 6.20 and 6.21 respectively:

R1] ]
F2 R2 -exp(j
= [su] % p(]_ #2) (6.19)
F3 R3-exp(jos3)
_R4_ i F4 |
R2 F2-exp(jg2)
R3| = [ST] X | F3-exp(jgs3) (6.20)

F5 R5-exp(jgs)
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R5 = SpF5-exp(jps) (6.21)

Where ¢, is the phase advance on the n' line in Figure 6.5, @3 is phase advance
on the temperature adjustable long arm in the interferometer and ¢s is the phase
advance on the line length to be measured. For an input at F4 the length of the long
arm must be adjusted to set R1 to zero implying correct recombination.

The essence of the dual frequency operation is that line 3 must gain 90° when
driven from one port (F1 or F4) but lose 90° when driven from the other port (F4
or F1). The method for calculating the additional line length required for the exact
phase shifting was described in section 6.3. Inspection of Figure 6.5 tells one that the
full inteferometer system can be described by a 9x9 matrix, M, with one input port

and nine unknowns.

(511 $12 --- Sln

S21 S22 .- S2n
M =

_Snl Sn2 .- Snn_

The output of interest is the reflected signal at port 1 and port 4 of the hybrid with
respect to the difference in path length and the length specified here as ¢5. For this
calculation the two input frequencies must already be known, these were calculated
in Section 6.3.

The terms in the matrix M are given by the matrix elements of the individual
responses of the hybrid quadrature coupler, the tee and the load. The S-matrix of
an ideal hybrid and h-plane tee were detailed in equations 6.1 and 6.2. For a real
component there will be losses so the S-matrices are described by the following the
matrices which have been written in a symmetrical form to to obey the reciprocity

theorem:

t11 t12 t13 t14
t12 122 23 24
t13 123 t33 t34
t14 124 t34 t44

1
SHybrid = _ﬁ : (6.22)
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FIGURE 6.6: Hybrid during S-parameter Measurement in the RF Lab
at CERN
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r1l 12 r13
1
STee = 5|12 22 r23 (6.23)
r13 r23 r33

Wheretl =~ 0,t4 ~ 0,12~ j,t3 ~landrl =~ 1,12 =~ —1,r3 ~ 1.414,r4 ~ 0. For
convenience it is desirable to include frequency response for terms in the S matri-
ces in a simple way. It was found that all the curves in Figure 6.7 can be accurately
fitted with first order band-stop filters. The filters are characterised by a resonant
frequency of the parallel arm, resistance in the parallel arm and a series resistance.
The S-parameters of the high power hybrid (manufactured by CINEL) were mea-
sured on a Rohde and Schwarz ZVA24 4 port VNA. The amplitude response of the
hybrid is shown in Figure 6.7.

The hybrid, tee and load were measured to obtain their s-parameters to be used
in the simulations from Section 6.5. The parameters for the measurements are shown
in Table 6.1 along with an image of the hybrid measurement in Figure 6.6. The span

was changed for each component to reflect the expected bandwidth.

VNA Rohde and Schwarz ZVA 24 (4-ports)
Calibration TRL X-Band
Number of points 10001
Resolution BW 10kHz
Temperature 21°C
Center Frequency 11.992 GHz

TABLE 6.1: RF Measurement Settings Setup

The equations for the hybrid, tee and load (from Equations 6.19, 6.20 and 6.21)
are formed into the matrix equation. Then for an input signal being injected into

port 1 the matrix equation becomes:
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FIGURE 6.7: Measured Magnitude S-Parameters of High Power X-
Band Hybrid produced by CINEL

FIGURE 6.8: Measured S-Parameters: Phase (°) Response of the Hy-

brid
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FIGURE 6.9: Measured S-Parameters: Magnitude (dB) Response of
the H-Plane Tee

FIGURE 6.10: Measured S-Parameters: Phase (°) Response of the H-
Plane Tee

FIGURE 6.11: Measured S-Parameters: Magnitude (dB) and Phase (°)
Response of a Low Power X-band Load
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The change in the reflected amplitude will be predicted as a function of the difference

in path length between the two waveguide arms. For this calculation the klystron

frequency is 11.9942 GHz and the TWT frequency is set to 11.9391 GHz, this was

calculated in Section 6.3.

Although the load should reject across a broad bandwidth which covers both

frequencies, in this simulation a quasi-load will be used which is set to absorb the

the incident power at 11.9942 GHz and reject the power at 11.9391 GHz. The full

code for the system simulation can be found in Appendix D

The input parameters for the simulation are shown in Table 6.2. The difference

in the drive amplitudes is simply for demonstration, for a 10 MW klystron pulse and

a 1kW TWT pulse then the actual drive ratio is v/10000 = 100.

WR90 Width
Speed of light
Filling Medium
Frequency 1
Frequency 4
Drive Amplitude 1
Drive Amplitude 2
WR90 Waveguide Losses
Load S11 @ F1
Load S11 @ F2
Length 2
Length 5

22.86
2.99792458 - 108
Vacuum
11.9942
11.9391
100
1
0.0985
-34.13dB -145.26°
-0.78dB -42.69°
0.600
19.995

m\ s
GHz
GHz

dB/m

m
m

TABLE 6.2: Parameters used for high power simulations of the inter-

ferometer Network presented in Figures 6.12 and 6.14
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Figure 6.12 shows the proportion of the reflected signal which returns to both of
the hybrid input ports (Port 1 and Port 4 in figure 6.5) when pulsing into port 1 at
11.9942 GHz. The ideal case occurs when all of the power is reflected back to port 1
and as little power as possible is leaked onto port 4. This occurs when the difference
in path length is 2.276 097 m. A change in length on the order of several millimetres

has a significant change on the transmission and reflection.

b Reflection for injection at Port 1 with Frequency 1 as function of Line Length 3
T T T T 4 T T T |

—Reflected Port 1 ]L

90 - Transmitted Port 5

/ : X Reflected Port 4
80 - “'. / \ =

70 - / \ / / \ .
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0 1] ] 1 ry
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Path Length Difference - L3 (m)

FIGURE 6.12: Simulation of Transmitted Amplitude at Port 5, and

Reflected Amplitude at both Hybrid Input ports (Port 1 and Port 4)

when pulsing into Port 1 at the klystron frequency (F1) with respect
to Length 3

When pulsing into port 4 is it desirable that all of the power is directed back to
port 4 and port 1 should be isolated. This occurs when the difference in path length
is 2.276 097 m as shown in Figure 6.12 by the purple line. When the path length is
not correct more power is diverted to port 4. The reflection to both ports is small in
magnitude as the load is set so absorb power at this frequency.

When pulsing into port 4 at the correct frequency the reverse effect observed, this
is shown in Figure 6.14.

Similarly, when the difference in path length is 2.276 097 m (purple line) all of the
power is diverted back to port 4. In this figure the amplitude of the reflected signals
is much larger because the simulation is setup to reflect a large percentage of the

power at this frequency.
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FIGURE 6.13: Simulation of Transmitted Amplitude at Port 5, and
Reflected Amplitude at both Hybrid Input ports (Port 1 and Port 4)
when pulsing into Port 4 at the Frequency 4 with varying Length 3

6.5.2 Dependence on Frequency

2.32

In the following simulations the length of L3 is maintained at 2.276 097 m for opti-

mum transmission of forward power, the injection frequency is swept at both input

ports. In Figure 6.14 frequency 1 is swept and the injection port is port 1.

Injection at port 1 (Absorption at Port 5) as a function of Injection Frequency
T T T H T T T I

100

90 -\

Transmitted Port 5
Reflected Port 1

g |/
70!
60
50

40

Reflected Amplitude

30

20

10

Reflected Port 4

0 L
11.92 11.94 11.96 11.98 12 12.02 12.04 12.06
Port 1 Injection Frequency (GHz)

FIGURE 6.14: Simulation of Transmitted Amplitude at Port 5 and
Reflected Amplitude at both Hybrid Input ports (Port 1 and Port 4)
when pulsing into Port 1 as a function of Frequency 1

12.08

In Figure 6.14, optimum transmission of the power from port 1 is achieved when

frequency 1 is 11.9942 GHz, as indicated by the green line. The high frequency oscil-

lations are due to the interference of reflections when the frequencies are not ideal.
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In Figure 6.15 the signal is injected onto port 4 and the frequency is swept.
optimum transmission of the power from port 4 is achieved when frequency 4 is
11.9391 GHz, as indicated by the red line. At 11.9942 GHz the power is not transmit-
ted.

-

Injection at port 4 (Rejection at Port 5) as a function of Injection Frequency
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FIGURE 6.15: Simulation of Transmitted Amplitude at Port 5 and
Reflected Amplitude at both Hybrid Input ports (Port 1 and Port 4)
when pulsing into Port 4 as a function of Frequency 4

6.5.3 Dependence on Length to Load

The reflected phase at port 4 is designed to respond to changes in the length of
line 5 as defined in Figure 6.5. Provided the difference in path length between the
two arms is constant and correct then maximum power is transferred through the
inteferometer at both injection frequencies.

The TWT pulses will be reflected at the accelerating structures and will return
back to port 4 of the hybrid. Provided the system is tuned, the amplitude response
at both port 1 and port 4 is relatively unresponsive to the changing length of line 5,
this is shown in Figure 6.16.

In Figure 6.17, the signal is injected to port 4 at the frequency 4 and the reflected
phase at both ports is shown.

The reflected phase response at port 4 is sensitive to changes in the length of line
5. The change of the reflection at port 4 is 2.023° per degree on line 5. The expected
value is 2°per degree on line 5. The difference is due to unwanted reflections arising

from imperfect components. However, despite this imperfection the reflected phase
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Injection on Port 4 at Frequency 4 as a function of Lenght of Line 5
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FIGURE 6.16: Simulation of Reflected Amplitude at Port 1 and Port 4
when the length of Line 5 is changed, input signal is injected into Port
4 at Frequency 4

FIGURE 6.17: Simulation of Reflected Phase at Port 1 and Port 4 when
the length of Line 5 is changed, input signal is injected into Port 4 at
Frequency 2
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at port 4 of the hybrid can be used to measure phase changes in the waveguide
network.

The reflected phase at port 1 also shows a small phase variation. However, it
is not single valued, such that a measurement of reflected phase does not uniquely
determined the line length. The reflected phase on the wrong port depends on im-
perfections in the components and has a complex dependency on all the line lengths.

The system simulation has been used to estimate the effect of changing the length
of L3 on the measurement of L5 as shown in Figure 6.18. In the figure, the ideal

tuning is represented by the purple signal in the centre (L3 = 2.276 097 m).

Injection on Port 4 at Frequency 4 as a function of Length of Line 5 and Line 3
T T T T T T T T T

150

T 100+

<

k=

o 50

o

et

©

@ 0r

(7]

©

T

b 50 L3 =... (m)

o ——2.277471

2 -100 2.276787

A ——2.276103

——2.275419

-150 2.274735

20.008 20.009 20.01 20.011 20.012 20.013 20.014 20.015 20.016 20.017 20.018
Length of Line 5 (°)

FIGURE 6.18: Simulation of Phase of the Reflection at Port 4 of the

Hybrid vs the Phase of the Reflection from Line 5 with changing Path

Difference of the Inteferometer Arms (length of L3). The ideal length
of L31is 2.276 097 m

When the length of line 3 changes, this changes the phase of the reflection re-
turning to port 4 of the hybrid. In Figure 6.18 the path difference between each trace
is 0.684 mm which corresponds to a temperature change of line 3 of 18.6°C for a
waveguide length of 2.3 m and a phase shift of 7.4°.

These phase changes will cause an error on the reading of the reflected phase
from line 5. A temperature change of 0.1°C will change the length of line 3 by
0.003 68 mm. This would shift the measured phase at port 4 by 0.041° according to
Figure 6.18 which would create an error on the reflected phase measurement.

Without knowing what phase changes can be expected from the waveguide net-
work at Xboxl, it is reasonable to assume that the system can be stabilised to within
1° C as this is achieved in other areas of the Xbox systems such as the pulse com-

pressor cooling circuit.
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6.6 Low Power Tests

Experimental validation was planned in two stages starting with low power tests
before proceeding to high power test. Components required for the interferometer
as set out in Figure 6.2 were sourced and characterised. The numbering convention
for the ports is maintained from the previous sections, the definition can be found in
Figure 6.5.

The system was assembled and tested in the RF measurements lab with the com-
ponents in air. The low power system was validated in two steps. Firstly, a load is
used on the output to replicate the long waveguide network. Secondly, a short is
used on the output to replicate a reflected signal. The low power test is also used to
characterise the thermal stability of the inteferometer.

The inteferometer system should be ‘invisible” to high power klystron pulses
entering into port 1, at the klystron frequency (frequency 1) the reflection should be
minimised and the transmission maximised. The high power, vacuum frequency of
11.9942 GHz is converted to 11.9907 GHz as the low power measurements are made
while the system is in air. The RF frequency scales with the square root of relative
permittivity, which is 1.00059 for air and 1 for vacuum.

Two straight sections of WR90 waveguide are used to create the path length dif-
ference, their lengths are 0.972m and 0.973 m so a total path difference between the
arms of 1.945m. In this case, the analytical calculation give the second frequency as
11.9263 GHz with extra lengths 1.9477 m and the number of wavelengths is n = 65.

The inteferometer S-parameters must remain consistent during operation to min-
imise phase changes induced by the inteferometer itself. When the system is not
thermally optimised the phase advance between the two arms is not correct. This
results in incorrect recombination of the power at the h-plane tee and a portion
of the power is reflected back to the hybrid from the tee. In the high power sys-
tem it will not be possible to calibrate the interferometer by directly measuring the
S-parameters using a VNA. Instead, the S-parameters of the inteferometer will be
maintained by ensuring the system reaches exactly the same temperature each time
it is operated and monitoring the reflected amplitude at the input port.

The full thermal stabilisation system and the position of the RTD temperature
probes are shown in figure 6.19. Heating tapes are coiled around the ‘long’ arms

which are then covered in insulation material. The ‘short” arm has four cooling
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FIGURE 6.19: Schematic showing the inteferometer with the posi-
tion of the RTD (resistance temperature detector) temperature probes,
heating tapes and cooling blocks

blocks attached to a chiller which circulates cooling water at 20°, there is also a tem-
perature probe here.

Thermal stabilisation is achieved by heating the ‘long” arm of the inteferometer to
increase the path length due to expansion of the copper. The ‘short” arm is also held
at a constant temperature using water cooling, this ensures that the temperature
different between the two arms (thus the difference in path length) is maintained.
The temperature is controlled by adjusting the duty cycle of the heating tapes. Figure
6.20 shows the stabilised temperatures. Four temperature probes are place on the
‘long” arm on the waveguide surface, below the heating tapes and insulation. These
are RTD’s 1-4 in Figure 6.20, RTD?5 is placed on a cooling block. It was found that
there is a reduction in the temperature along the length of the heating tapes. RTD’s 2
and 3 are placed closer to the power source for the heating tapes which is why their
temperatures are slightly higher.

The average standard deviation of the waveguide temperatures is +0.0123°.

Figure 6.21 shows the waveguide temperature with respect to duty cycle. The
difference between the upper and lower temperatures is the same as was shown in
Figure 6.20, the difference between the probes located close to the power source of

the heater and those at the opposite end (1.1 M away).
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FIGURE 6.20: Waveguide Surface Temperatures measured using

PT100 probes when the heating systems is set at 20% Duty Cycle

(Right). The probes 1-4 are placed on the heated arms and probe 5

is placed on the short arm which is stabilised using a water cooling
system
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FIGURE 6.21: The Upper and Lower Temperatures of the Waveguide

vs Heater Duty Cycle. The upper temperature is taken from the two

probes placed at the start of the heating tapes (close to the power

source) and the lower temperature is taken from the two probes

placed at the opposite end of the arm ( 1m away from the power
source)
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6.6.1 Loaded Output

The system was measured using a Rhode and Schwarz two-port VNA, which will
allow measurement of the full frequency response. In Figure 6.22, the VNA ports
are connected to port 1 and port 5 (the output), This provides the S51 and S11 of the
system at optimal temperature. The purple dot shows the maximum transmission
(S51) through the system at 11.9907 GHz. The S11, the reflection is very small at
11.9907 GHz, this is indicated by the position of the red dot.

FIGURE 6.22: Measured Transmission (S51) and Reflection (S11)
taken from the VNA when pulsing into port 1 vs Injection Frequency.
The temperature of the arms is set at 40°(% duty cycle)

The simulations from Section 6.5 were repeated, the same methodology was used
but the injection frequency was swept. The input parameters for the simulation are
summarised in Table 6.3.

Figure 6.23 shows the simulated transmission (551) and Reflection (S11) when

pulsing into port 1 at with respect to the injection frequency into port 1.
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Reflected Amplitude (dB)

WR90 Width
Speed of light
Filling Medium
Drive Amplitude 1
Drive Amplitude 2
WR90 Waveguide Losses
Load S11
Length 2
Total Length 3
Length Difference
Length 5

2.99792458 - 108

22.86

Air
1
1
0.0985
0
0.600
2.51782
1.91782
19.995

m\ s

dB/m

5888

ferometer Network vs Injection Frequency

TABLE 6.3: Parameters used for Low Power Simulations of the Inter-
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When pulsing into port 4 the S-parameters are reversed with respect to pulsing
into port 1. The S-parameters shown in Figure 6.24 are measured between port 4
and port 5 (544 and S54) when injecting into port 4 when the system was thermally
stabilised. As the frequency difference between the klystron pulses and the TWT
pulses is constant, optimising the klystron pulse transmission using temperature
will simultaneously optimise the TWT pulse transmission.

In Figure 6.24 the purple markers are the klystron frequency, which are now
exhibiting maximum reflection and minimum transmission. The TWT frequency
could be the node either above or below the klystron frequency, as shown by the
yellow markers in figure 6.24. At 11.9263 GHz the transmission is 0.76 dB and the
reflection is —25.52 dB.

FIGURE 6.24: Measured transmission (541) and Reflection (S44) when
pulsing into port 4 vs Injection Frequency. Temperature of the long
arm is set at 40°

The measured frequency response from Figure 6.24 is in agreement with simu-
lated results which are shown below in Figure 6.25. The simulation used the param-

eters from Table 6.3 with injection into port 4 with varying input frequency.
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FIGURE 6.25: Simulated transmission (541) and Reflection (544) when
pulsing into port 4 vs Injection Frequency

6.6.2 Shorted Output

Measurement of the phase of the waveguide network at the output is achieved by
measuring the phase of the reflected TWT signal returning to port 4 of the hybrid.
In order to simulate reflections to port 5 in the low power setup a short is placed on
the output of the inteferometer to reflect the input signal back to the hybrid. The
VNA is connected to port 1 and port 4 of the hybrid to monitor the reflection at both
ports. During the measurements the inteferometer was thermally stabilised. The
reflected phase from the short placed on port 5 is varied using a dial which changes
the internal length, the phase of the reflection can be varied through 180° C using this
method. The following sections show the individual phase and amplitude responses
for each port in more detail. Figure 6.26 shows the phase of the reflection at port 1
(511) of the hybrid with respect to the changing phase of the reflection from the short
at port 5.

At the klystron frequency the phase response is sensitive to the changing phase
at the short. However, the phase in the region of the TWT frequency (11.9263 GHz)

remains constant. Conversely, Figure 6.27 shows the phase of the reflection at port
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FIGURE 6.26: Measure change in phase detected at Port 1 (511) with
respect to the phase of the reflection from the short on the output
controlled by the positon of the moveable short

4 of the hybrid. The phase at the klystron frequency remains constant whereas the

phase at the TWT frequency is sensitive to the changing phase at the short.
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FIGURE 6.27: Measured change in phase at port 4 (544) with respect
to the phase of the reflection from the short on the output

FIGURE 6.28: Measured change in amplitude when pulsing into Port

1, (Left, S11) and pulsing into port 4, (Right, S44) with respect to the

phase of the reflection from the short which is connected to Port 5
(Output port)

This is beneficial to the inteferometer experiment as the port 4 phase measure-
ment is not affected by the amplitude and is only responsive in phase. This is shown
in Figure 6.28 which show the reflected amplitude at when pulsing into port 1 and
port 4 respectively. When the system is optimised the system will correctly recom-
bine both frequencies, hence the reflected amplitude at both frequencies is min-
imised. When there is a complete short and both frequencies are reflected then a
standing wave pattern appear as shown in Figure 6.28.

With the short on port 5 and injection of port 4, the reflected phase and ampli-
tude at port 1 and port 4 at 40°are shown in Figure 6.29. When the phase of the
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reflection from the short on port 5 is varied through 180°, only the phase at port 4
responds proportionally. The return phase at port 1 exhibits minimal response. The
reflected amplitude variation the amplitude variation is very small, at both port 1

the amplitude varies by approximately 0.2 dB, even less for port 4.
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FIGURE 6.29: For injection on port 4, Measured Phase (Top) and Am-
plitude (Bottom) Response at when pulsing into port 4 vs Reflected
Phase at Load at 40°

When the interferometer is thermally tuned the reflected phase at the injection
port changes linearly in response to the line length, only when using the correct
injection frequency for each port. In all cases the reflected amplitude at both injection
frequencies and ports remains relatively unchanged.

It is important to emphasise that reflection at either input port does not reveal

the length of line 5 unless observed at the correct frequency for the port in question.

6.6.3 Thermal Effects

During operation is will not be possible to continuously monitor the S-parameters
using the VNA to conform if the long leg of the interferometer is thermally tuned. It
is important to wait until the inteferometer is tuned before pulsing from the klystron
so that large reflections are not sent back to the klystron from the inteferometer. In

the high power installation a directional coupler will be placed before port 1, this
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FIGURE 6.30: Measured reflected amplitude at Port 1 (Left) and Port
4 (Right) when injecting into port 4 with a short on line 5, vs varying
duty cycle

will measured the forward and reflected power from the TWT port. The low power
1kW TWT pulses can be used to determine if the inteferometer can be thermally
tuned before commencing with the high power klystron pulses. Using a low power
pulse, the forward and reflected signals can be monitored. As the temperature of
the inteferometer reaches its optimum. For pulsing into port 4 (TWT) the ratio of the
return signal on port 1 to port 4 reduces to zero as the interferometer approaches the
optimum temperature.

Phase changes due to the temperature of the inteferometer will also change the
reflected phase at port 4. Figure 6.30 shows how the reflected amplitude at port 1
(Left) and port 4 (Right) change relative to the duty cycle of the heaters.

Figure 6.31 shows how the reflected phase at port 4 changes with the duty cycle
of the heaters. The changing phase with duty cycle, particularly at port 4, is an
important consideration as the purpose of the inteferometer is to measure phase
changes at this port with a very high accuracy. Any phase changes resulting from a
changing duty cycle will directly mask phase changes that we are looking to detect.
A change of 5% in the duty cycle changes the temperature by an average of 6° C.

Figure 6.32 shows the reflected phase at port 4 with respect to the phase at the

short, the error bars represent thermal stabilisation to within 1°C.
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Phase Reflected

FIGURE 6.31: Measurement of the reflected phase at port 4 when in-
jecting into port 4 with a short on line 5, vs varying duty cycle
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6.7 High Power Implementation

The interferometer was transferred from the RF measurement lab to Xbox1 and as-
sembled in the CTF2 klystron gallery; the pulse compressor was removed and the
klystron connected to port 1. A high power load was connected to port 4 and the full
system was placed under vacuum. The system is shown in Figure 6.33 including all
the electronics, cooling circuits, chiller and insulation. The waveguide system still
retains the same fundamental layout as was shown in Figure 6.11. The waveguide
section is shown in more detail in Figure 6.33 alongside the 3D drawing in Figure

6.34 and a diagram of the installation in Figure 6.2.

TWT Port
Electronics Crate | § = ‘Short‘l WG
& Data-logger ' = arm with
water cooling
Hybrid
RF Power from ’
Klystron ‘Long’ WG
& arm with
insulation
Electronics: Power Current
supply, power source for
RTD’s

meters

Connection into
CTF2/CLEAR

Chiller for
water cooling

FIGURE 6.33: A photograph of the inteferometer installation at Xbox1
with all electronics, cooling circuits and insulation

Under vacuum the klystron frequency is 11.9942 GHz and the TWT frequency is
11.9391 GHz. Due to the the lower frequency as measured during the low power
test, being outside the frequency of the jog mode convertors at Xbox1, two extra
waveguide elbows were added into the network compared to the low power test
setup. The total electrical length of the two bends is 0.324m, thus the total path
length difference is 2.271 m to the nearest millimetre. This is in agreement with the
results from the simulation in Section 6.5 which required a path length of 2.276 097 m
for frequencies of 11.9942 GHz and 11.9391 GHz.

The exact path difference can not be known to a higher degree of accuracy due

to the number of unknowns in the system. The temperature stabilisation system is
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FIGURE 6.34: Inteferometer WG installation at Xbox1 in the CTF2
Klystron Gallery (Left) and the 3D Design for the installation (Right)

RTD1 | RTD2 | RTD3 | RTD4 | RTD5
Mean Temp (°C) 84.035 | 84.510 | 81.980 | 82.102 | 20.510
Standard Deviation (°C) | 0.0891 | 0.128 | 0.0879 | 0.0927 | 0.1023

TABLE 6.4: Mean Temperature and Standard Deviation of the Ther-
mal Stabilisation of the Waveguide Loop

used to precisely control the difference in path length.

Figure 6.35 shows the thermal stability of the waveguide loop. There are two
probes on each arm of the waveguide loop, two of the temperature probes are ap-
proximately 2°C lower as they are further away from the heat source. The fifth tem-
perature probe is placed on the short arm of the waveguide loop which is stabilised
at 20°C using a water-cooling circuit. The mean and standard deviation of the sta-
bilised resistance temperature detectors, RTDs, are shown in Table 6.4.

From Table 6.4, the measured thermal stability of the waveguide loop is on the

order of 0.1°C.

6.7.1 Klystron Pulses

In the same way as in the lab setup, the temperature stabilisation system must be
swept in order to find the new minimum reflection point of the system. As the
temperature changes, the amplitude of the signals was measured at three points

using a power meter connected to a patch panel.
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FIGURE 6.35: The waveguide loop is thermally stabilised at 84°C,

the stabilisation of the waveguide loop was measured over 50 hours.

RTD’s 1-4 are plotted on the scale on the left (Blue) and RTD5 is plot-
ted on the scale on the right (Orange)

It was found that when the system is at 84°C the reflection is minimised when
pulsing into the klystron port, this is shown in Figure 6.36. The input power at port
1is 15 MW.

The measured results show the reflected power is directed back to the klystron
port when the system is tuned, thereby isolating the TWT port from reflections. This
is the desired behaviour and is consistent with what was observed in the low power
measurements and simulation. The total portion of reflected power is low (approx-
imately 2%) as any power transmitted through the systems at both frequencies is
absorbed by the load. This is confirmed by considering the power incident at the
load, this is shown in Figure 6.37.

The heater tapes can change the temperature of the waveguide arms in the range
of 20°C to 100 °C. Using the formula for linear expansion of copper from 6.18 this
should equate to an increase in length of approximately 4 mm. Power is injected into
the klystron port at 11.9942 GHz while the heater tapes are varied through their full
range and the power is recorded at three points in the network. The reflected power
at the klystron and TWT ports are shown in Figure 6.36 and the forward power
incident at the load is shown in Figure 6.37.

For an incident power of 15MW, as the heating begins, the inteferometer in not
tuned and there are internal reflections in the system which prevent power from
being transmitted through to the load, which is currently taking the place of the
TWT which would be on port 4. The results from Figure 6.36 are in agreement with
the simulation from section 6.5 which exhibited the same behaviour when adjusting
the path difference between the arms. As the arms are heated more of the power is
directed back to port 1 and port 4 becomes isolated. Upon approaching the optimal

temperature the interferometer beings to transmit more power through to the load,
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FIGURE 6.36: Left: Reflected Power at the Klystron Port and the
TWT Port vs Temperature when pulsing into Port 1 (Klystron Port)
at 11.9942 GHz.

as observed in Figure 6.37. At the optimum temperature the losses in the system are
minimised to approximately the resistive losses in the waveguide. From Figure 6.36,
at 84°C the return loss of the load is calculated to be approximately —34.8 dB due to:

ReturnLoss(dB) = —20log|T|

Where:

r— \/Reflectedpower(%)
B 100

It would be theoretically possible to use the returning pulses at the klystron port
to measure the changing phase of the line. However, as a good accelerating structure
reflects a small fraction of the incident power, then power returning from the load
is similar in magnitude to power reflected from the interferometer due to imperfec-
tions in the hybrid quadrature coupler and the combiner tee. This extra reflection
masks the measurement. Furthermore, the pulse length will be less than 250 ns. The
precision of the measurement of the phase of the klystron pulses is limited by the

phase jitter induced by the klystron itself, which was shown in Chapter 5.
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FIGURE 6.37: Forward Power at the load vs Temperature when puls-
ing into the Klystron Port at 11.9942 GHz

6.7.2 TWT Pulses

It was not possible to simultaneously test the klystron and TWT ports due to lack of
suitable high power RF window to separate the vacuum section from the TWT. The
TWT output port operates in air while the klystron must operate under vacuum.
Hence, the TWT was pulsed into the system separately under air. The corrected
frequencies for operating in air are 11.9907 GHz and 11.9364 GHz for the klystron
and TWT respectively.

Power is injected into the TWT port at 11.9364 GHz at 60 dBm while the heater
tapes are varied through their full range. It was not possible to measure the incident
power at the load, the total attenuation between the directional couplers at the load
and the measurement port at Xbox1 is —110.8 dB, hence the power at the load was
too low to measure. Furthermore, the load is located in the CLEAR LINAC facility
and therefore not accessible during operation. The reflected power at the klystron

and TWT ports are shown in Figure 6.36.
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FIGURE 6.38: Left: Reflected Power at the Klystron Port and the TWT
Port vs Temperature when pulsing into port 4 at 11.9364 GHz

The change from vacuum to air requires readjusting the optimum temperature
to 76 °C. The measured results show the reflected power is directed back to the TWT
port when the system is tuned to the correct temperature. This is the desired be-
haviour and is consistent with what was observed in the low power measurements
and simulations. From Figure 6.38, at 76 °C the return loss of the load is calculated to
be approximately —29.0 dB. The reflection is higher than what was previously mea-
sured for the klystron pulses, this indicates that some of the power is being reflected
from the mode convertors (due to pulsing at a frequency outside their bandwidth)
as well as the load.

In order to test the system’s ability to measure reflected phase in its current state
it was necessary to induce a reflection along the line so that the reflected TWT pulses
can be measured at the inteferometer. Consequently, for this particular experiment
the TWT frequency was adjusted in order to lie just outside the bandwidth of the
mode convertors. The change in frequency will sacrifice some of the transmission
efficiency of the system but is necessary to be able to detect reflected power. In
air the mode convertor band-edge is 11.9357 GHz so the TWT frequency was set as
11.9347 GHz. This gives around 10 m of bare WR90 rectangular waveguide which
can be used for the phase measurement.

In order to make very precise phase measurements the noise level of the acquisi-
tion system should be suitably low. The phase measurement are expected to change

over long periods of time, longer than individual pulses. Hence the TWT phase



Chapter 6. Single Path Inteferometry for High Precision Phase Measurements of2 -
Phase Shifts in X-Band Waveguide Networks

measurement is collected by averaging over a full pulse. This pulse length will be
much longer than the CLIC RF pulses, in these measurements the pulse length was
set to 500 ns.

The low phase noise sampling clock and the Xbox1 LO generated using the up-
convertor will be used during the down-conversion and acquisition, these were de-
tailed in Chapter 3. For a path length difference of 2.276 097 m and the system in
vacuum, the TWT frequency is 11.9347 GHz so when mixed with the local oscillator
from Chapter 3 the IF is 127.9 MHz so the Nyquist is 266 MHz. These signals can be
non-IQ sampled using the NI5162 ADCs at Xbox1 with an oversampling rate of 3.
This pulse length of the inteferometer calibration pulse will be much longer than the
CLIC RF pulses, in these measurements the pulse length was set to 500 ns.

The TWT pulses have much less phase jitter with respect to the klystron pulses,
this is shown in Figure 6.39. There are two reasons for the reduction in phase jit-
ter. Firstly, the klystron is the most significant contributor to the phase jitter and is
not included in this signal chain. Secondly the TWT pulses are over-sampled at a
higher rate and the RF pulses are much longer, (500 ns), so averaging across a much
longer pulse significantly reduced the phase jitter. The TWT pulses have a standard

deviation in the phase of 0.1075°, therefore a 5¢" accuracy is 0.5375°.

FIGURE 6.39: Normalized Standard Deviation of the Reflected Phase
of the TWT pulses

The reflected phase at the TWT exhibits phase changed over two distinct timescales.
There are ‘fast” oscillations which are on the order of 20 minutes. These are attributed

to temperature changes due to the air conditioning in the klystron gallery and the
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oscillations are consistent with those which were previously observed on the output
phase from the klystron. Secondly, the reflected phase from the TWT also exhibits
‘slow” phase changes which take place over the course of the day.

There are two types of temperature measurement available from the Xbox1. There
is a PT100 thermocouple placed onto the un-insulated copper WR90 waveguide in
the CTF2 klystron gallery. In addition, there are ambient air temperature probes in
various point through the klystron gallery and CTF2 bunker, an example of the air

temperatures is shown in Figure 6.40.

FIGURE 6.40: Air Temperatures in the CTF2 Klystron Gallery where
the Xbox1 Klystron and Inteferometer is located

The reflected phase exhibits an oscillation on a time scale of approximately 20
minutes which can be correlated with air temperature in the klystron gallery, in par-
ticular the feedback loop of the air conditioning. During a time period where both
the air conditioning and the reflected phase are oscillating a sample of the data was
taken spanning several hours. A sine function with an angular shift and is fitted to
each time series in order to find the time period of the oscillations and the overall

gradient. The function of the fit is:

27T . 27T
yFit — ‘Bl + ﬁz - COS (dt‘p) + sin (dtp) - (p . t) (6.24:)
Where 8 are the co-efficient of the fitted function, dt is the time between samples,

p is the period and ¢ is the slope. For the air temperature the time period is 22.92
minutes and the slope is 60.1 u°C per minute. For the reflected phase shift the time
period is 23.75 minutes and the slope is 66.7 u® per minute. The oscillations of both
the air temperature; the reflected phase and the fitted functions are shown in Figure

6.41.



Chapter 6. Single Path Inteferometry for High Precision Phase Measurements of2 -
Phase Shifts in X-Band Waveguide Networks

FIGURE 6.41: Oscillations with a short time period (on the order of 2
minutes, compared with 24 hour oscillation) in CTF2 Air Temperature
and Reflected Phase and the fitted function for each

Over a period of several days a longer oscillation can be observed, the time pe-
riod is approximately 24hours. The reflected phase is low pass filtered in order to
remove the short term oscillations. Figure 6.42 shows a clear correlation between
the reflected phase and the WR90 surface temperature as measured by the PT100
thermocouple placed on the surface. Figure 6.42 also shows the temperature of the
thermally stabilised section of waveguide over the same time period which are im-

pervious to the daily oscillation cycle.

FIGURE 6.42: Reflected Phase, WR90 Copper Surface Temperature
and Stabilised Temperatures vs Time from 08.10.2021

The relationship between the reflected phase and copper surface temperature

is shown in Figure 6.43, this is calculated by comparing the gradient of the phase
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and temperature using a sliding window. The window for the temperature can be
larger than the phase window as the temperature is a much slower changing prop-
erty. Several window sizes were compared but the optimal ratio between the phase
averaging window and the temperature averaging window is 1:1.9. The R-squared
value, is the square of the correlation which is a measure of the proportion of vari-
ation in the dependent variable that can be attributed to the independent variable,
in this case the correlation is very high and R? = 0.9077. The linear fit shows that a

change in phase of 1°corresponds to a change in surface temperature of 1.4919°C.

FIGURE 6.43: Correlation between change in reflected phase mea-
sured using the PXI and change in copper surface temperature mea-
sured using a PT100 probe on the bare copper in the gallery

Thermal expansion and contraction of the copper changes the dimensions of the
waveguide, which changes the phase velocity and guide wavelength of the propa-
gating RF. The linear expansion of copper was described in Equation 6.18 in Section
6.4. In this experiment the TWT pulses were intended to be reflected by the mode
convertors rather than the load. The Xbox1 waveguide network spans three differ-
ent areas: the CTF2 klystron gallery, the CTF2 bunker and the CT3 LINAC bunker.
These areas will all have different temperature profiles which means the phase shift
may not be exact or consistent along the entire line, in addition the cables returning
from these sections will also expand and contract differently. Expansion of cables

has not been considered in this work.
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6.8 Conclusion

6.8.1 Low Power Tests

The results of the low power tests shows that the inteferometer operates as predicted.
When the difference in path length between the two arms is correctly phased the
forward power from both ports is correctly recombined and the full power can be
transmitted forward through the inteferometer section.

The low power tests demonstrate that when the path difference is correct and
the signal is reflected back to the inteferometer from the output port using a short,
the power will be directed back to the injection port and the second input port is
isolated.

When the phase of the short is changed the reflected amplitude is relatively unre-
sponsive at both ports and both frequencies. However, the reflected phase responds
linearly only at the correct port and frequency. The reflected phase at port 4 will be
monitored to identify changes in the long waveguide network, the sensitivity of the
phase response at this port is 1.9° per degree of phase shift at the short. The sys-
tem will be stabilised thermally and isolated from the environment to reduce phase
changes from the inteferometer itself. Changing the temperature of the inteferometer
by 1°C is significant enough to mask small phase changes in the range of 0.5° in the

waveguide network.

6.8.2 High Power Results

The frequencies and filling medium can be changed and the system can be re-calibrated.
However, it is crucial the klystron is not pulsed until the system has reached the
desired temperature otherwise significant power is directed back to the TWT port
which will damage the TWT, there are several mechanisms in place to prevent this.
Reflected signals at the klystron port are not long enough in duration to be able
to provide a very accurate phase measurement and the phase jitter from the klystron
is a significant.
The TWT pulse measurement is much higher precision due to the long phase
length. The TWT pulses were down-converted using the low phase noise LLRF sys-
tem at Xbox1 and digitised using the NI5162 ADC. The TWT pulses were reflected

from the mode convertors by pulsing outside their bandwidth, the frequency of the
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TWT signals is changed using the NI5793 signal generator card in the PXI, and this
is synchronised with the CLEAR master oscillator.

There is a strong linear relationship between the phase shift and the temperature.
A temperature change of 1°C corresponds to a phase shift of 1.5°. Simple analysis
predicts 2°. Detailed simulation indicated 1.9° given the imperfect components.

The changes in the reflected phase from the TWT can be separated into two dis-
tinct profiles with differing time periods. There is an oscillation with a time period
of approximately 24 hours which corresponds to a day night cycle and is correlated
to the WR90 surface temperature in the klystron gallery.

Additionally, there are short term phase shifts which are caused by the air con-
ditioning in the klystron gallery, both the air conditioning cycle and the phase shift
cycle have a time period of approximately 23 minutes. There may be other environ-
mental effects on the waveguide (such as ground motion or vibrations from equip-
ment) but they were not studied in this work.

The interferometer is successful as a proof of principle; the system demonstrates
a method for diplexing two pulses of differing frequencies into a single waveguide
network. The secondary pulse can be used to monitor the changing length of the
waveguide network and stabilise the phase arriving at an accelerating structure us-

ing a feed-forward system acting on the phase leaving the klystron.
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Chapter 7

Conclusion

This thesis outlines the work which was undertaken to upgrade the first high power
X-band test stand at CERN, Xbox1. The development of the new X-band LLRF sys-
tem was followed from inception to completion and a custom cavity filter was de-
signed and implemented. The newly developed LLRF system with improved phase
stability was characterised and utilised to commission (RF conditioning) a 50 MW
klystron. The phase stability of the klystron was studied using the new LLRF sys-
tem. Finally, a single path interferometer was designed and constructed from WR90
waveguide. The interferometer was used to pulse a secondary frequency into the
waveguide network at Xbox1 in order to measure small phase changes in the net-

work which occur as a result of the changing environment.

Relevance

In any accelerator it is important to maintain beam quality by controlling the phase
of RF powering the accelerating structures. The stability of the RF power source is
a particularly important metric in LINAC applications. Phase and amplitude errors
from the RF will result in energy errors, causing emittance blow-up and luminosity
reduction of the accelerated beam in a LINAC.

The thesis work is especially relevant to ‘klystron based CLIC” and to the use of
crab cavities in the CLIC beam delivery system. This is the working mode of a pro-
posed CLIC low energy machine powered using klystrons rather than a drive beam.
Two clear advantages of a klystron-based design over a two-beam design at low
energy are that the technical development of full RF unit prototypes is essentially
complete and thus can be tested easily.

It is particularly important in CLIC to guarantee the synchronisation between
crab cavities and to preserve luminosity. Regulation of the field phase in acceler-

ating structures is an important parameter that controls performance, especially in
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machines like FELs.

The stability of the free electron laser output is primarily determined by the sta-
bility of the electron beam, and the stability of the electron beam based on RF linac
is mainly determined by the stability of the microwave source. According to FEL
theory, to realise the saturation output of FEL and to get better FEL spectrum purity,
the amplitude and phase stability of RF power must be very high.

A phase error induced by the LLRF that controls the X-band structure directly af-
fects beam quality, particularly in the aforementioned machines. Furthermore, phase
noise added during down-conversion directly will appear as jitter on the RF pulses,
resulting in an incorrect instantaneous measurement of the RF phase at the acceler-
ating structure.

Moreover, there is a requirement at Xbox1 to synchronise the RF pulses with a
beam in accelerating structures that are more than 30 m away. It is a common modal-
ity for the RF source to be separated from the RF cavity and hence the power deliv-
ery system contains stretches of waveguide which are vulnerable to environmental

changes.

Summary of Results

The single-sideband up-convertor and cavity filter combination produced signifi-
cantly lower phase-noise than the X-Band PLL. The average reduction in phase noise
close to the carrier (up to 10kHz) is 40.64 dBm. The improvement in phase noise
from the single side-band up-convertor is maintained through the down-conversion
chain. The up-convertor utilised a custom designed cavity filter which was designed
in this work.

The up-convertor and the PLL were both used as the 11.8068 GHz local oscillator
source for down-conversion of the X-band signals. The improvement in the phase
noise of the up-convertor translates to a reduction in the intra-pulse phase stability
of the reference channel. The average intra-pulse phase stability of the reference
channel is reduced by 0.385°+ 0.027°.

The pulse-to-pulse phase stability of the TWT and klystron was measured and it
does not achieve the 1° phase stability target set in this work. As with the phase
stability, the amplitude stability also worsens after the TWT and again after the
klystron. The desired amplitude stability leaving the klystron is 0.1% amplitude

jitter, this is not achieved on a pulse-to-pulse basis at Xbox1.
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The sensitivity of the klystron output phase to several input parameters was
measured using one-at-a-time sensitivity analysis. The phase instability is greatest
when operating at high modulator voltages and low RF power levels. The modula-
tor voltage ripple can be correlated with a ripple on the phase leaving the klystron.
Even with this correction applied in post processing, the klystron does not provide
sufficient phase stability to meet the CLIC requirements for the stability of the phase
arriving at the accelerating structures. Therefore, a feedback system will be required
in order to adjust the phase leaving the klystron in order to stabilise the phase arriv-
ing at the structure.

A proof-of-principle experiment was devised to allow injection of two indepen-
dent pulses at differing frequencies into a single waveguide network. The method
successfully uses single path inteferometry to diplex a ‘phase measurement pulse’
into the Xbox1 network which is used to measure the phase stability of the line.

The results of the low power tests show that the interferometer operates as pre-
dicted in the simulation. The low power tests demonstrate that when the path dif-
ference is correct, any reflected power is directed back to the original input port and
the second input port is isolated. The reflected phase responds proportionally only
at the correct port and frequency. The sensitivity of the phase response at this port
is 1.9° per degree of phase shift at the short.

The system was successfully transferred from the lab and installed into the high
power network at Xbox1. A TWT was used to inject pulses at the second frequency
over the course of several days. The detected phase changes in the reflected phase

from the TWT can be separated into two distinct profiles with differing time periods.

Future Work

The LLRF system at Xbox1 has improved phase noise stability due to the redesign
and improved local oscillator. However, a full characterisation of the LLRF includ-
ing the signal processing could be completed. In particular a study of the ADC
conversion errors and their effect on the quality of the measurements. Signal pro-
cessing techniques were also not studied in detail in this work.For example in the
PXI acquisition code there is an FIR filter which has not been optimised in this work.
Also complex signal processing techniques implemented on the phase and ampli-
tude data was not considered. It is possible that more information can be extracted

from the measured signals than has been elucidated here.
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At X-band frequencies the wavelength is on the order of 2.5cm which is on a
similar order of magnitude with several components, connectors or spaces in the
LLRF crate. Hence it was a concern whether there is radiated coupling or leaking
inside the crate. A small but simple experiment would be to add RF shielding tape
in and around the LLRF crate and re-measure the phase noise in particular.

Along a similar theme the thermal stability of the LLRF crate and the PXI was not
considered here. F or example, it is known that in the summer the PXI crate at Xbox3
is liable to overheating and hence a chiller system was implemented. The temper-
ature variations measured in Chapter 6 will also effect the RF high power cables,
low power cables and even the sensitive components in the LLRF crate (alongside
internal heating from the crate itself). These thermal drifts can likely be measured
via a high precision measurements of the reference channel.

The acquisition uses an IQ sampling, where the sampling signal is four times
the frequency of the measurement signal. However, higher order frequencies in
the system which are multiples of the IF will be aliased. An alternative method
would produce a clock at a frequency close to a multiple of four. This can be easily
implemented by changing the division ratio of the divider or by changing the tuning
word of the DDS (both very simple operations). A study of the acquired signals
using the non-IQ sampling scheme would be of interest in trying to identify high
order modes propagating in the system. It is known that these frequencies exist in
the system because their magnitude has been measured at the klystron output using
a power meter.

Since the conception of the new LLRF and the development of the other two X-
band test stands there have been advances in the PXI cards available. Hence the
system could be easily improved by using purchasing new ADCs. For the same
sampling speed these have many more bits. Also a greater sampling rate would
increase the level of oversampling leading to shorter sampling bins and hence more
resolution in the time domain. This would be particularly useful when examining
features such as the rising edge of pulses where the timescale is so short.

More importantly perhaps, the RF generator card can also be replaced by a new
model with more bits and possibly an improved internal oscillator. This would eas-
ily improve the phase noise of the transmitter as the RF generator card was the high-
est contributor to the phase noise.

All of the above tests would serve the purpose of completely characterising the

low power and control section of the system at Xbox1. The conceivable errors can
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be known and mitigated such that the quality of the phase and amplitude at low
powers is improved.

It is crucial to improve the stability of the phase leaving the klystron in order to
be able to meet the CLIC requirements. All of the above tests would serve the pur-
pose of completely characterising the low power and control section of the system
at Xbox1. The conceivable errors can be known and mitigated such that the quality
of the phase and amplitude at low powers is improved.

There are several suggestions for methods to improve the high power stability.
From this work, one clear solution is to improve the modulator stability, as it was
shown that the ripple on the modulator voltage has a detrimental effect on the phase
leaving the klystron. Furthermore, the reproducibility of the modulator voltage can
be improved.

Secondly, implementation of a feedback loop operating on the klystron. Cur-
rently, at Xbox1, there are continuous measurements of several vital parameters;
namely, the input and output phase and amplitude, the modulator voltage and the
pulse length. These measurements can be used to design an algorithm which can ad-
just the output of the klystron phase and amplitude. It could even be helpful to add
additional environmental measurements into the PXI system. These would include:
ambient air temperatures, copper surface temperatures and cooling water flow rates
inside the klystron and modulator system.

The study of the klystron can be furthered by studying the amplitude stability.
It is possible that the input amplitude jitter is linked to the phase stability in a way
that has not been elucidated here.

Originally, the interferometer was designed for implementation into Xbox1 with
an accelerating structure. It was designed so that the klystron pulses were transmit-
ted into the accelerating structure and the TWT pulses were totally reflected. The
interferometer can be implemented at Xbox1 alongside the klystron with an accel-
erating structure, or other filtering component, replacing the loads, as was the in-
tended operation. In addition, the installation of a high power RF window would
allow both the TWT and the klystron to operate simultaneously with their pulses in-
terleaved. This would prove that the TWT and klystron can be operated in parallel
without interference.

It is evident that the inteferometer needs to be thermally stable in order to detect
phase changes in the waveguide. It is important to develop a control system to be

able to maintain the thermal stabilisation of the inteferometer to the order of 0.1°C.
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The interferometer can be used to implement a feedback and control algorithm
which will correct the changing phase in the waveguide network. This would re-
quire an additional programmable phase shifter to be integrated into the network.
Ideally, the feedback system would be integrated into the PXI system for real time
control. The high power, WR90 phase shifter which was tested at the Xboxes would

be an ideal candidate and could be controlled using a motor connected to the PXI.
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Cavity Tuning
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Cavity | Insertion | Cavity | Insertion | S11 S11 Min 521 521 Min
(mm) (mm) Min | Frequency | Max | Frequency

(dB) (GHz) (dB) (GHz)
1 1.40 7 1.75 -7.52 11.638 -13.20 11.785
2 1.40 7 1.75 -25.50 11.866 -33.00 11.864
3 2.80 7 3.50 -10.38 11.654 -17.41 11.664
4 1.40 7 2.30 -28.23 11.834 -11.86 11.797
5 1.14 7 1.42 -26.14 11.798 -5.59 11.757
6 2.54 7 1.24 -27.18 11.905 -12.65 11.895
1 4.68 6 1.40 -17.57 11.714 -133.91 11.670
2 5.84 6 6.45 -7.12 11.764 -3591 11.678
3 4.36 6 1.25 -29.43 11.785 -14.05 11.876
4 2.20 6 4.25 -29.96 11.830 -15.19 11.805
5 2.65 6 4.35 -20.89 11.962 -12.09 11.795
1 1.21 5 3.42 -27.79 11.767 -18.33 11.756
2 2.54 5 1.02 -5.78 11.782 -4.75 11.765
3 2.98 5 3.54 -24.88 11.689 -30.13 11.900
4 1.87 5 1.65 -12.75 11.793 -20.65 11.801
1 3.37 4 2.54 -8.95 11.890 -20.27 11.768
2 217 4 3.03 -7.23 11.861 -12.34 11.784
3 2.34 4 3.12 -14.65 11.812 -15.67 11.794
1 3.36 3 1.04 -19.00 11.753 -20.27 11.714
2 1.40 3 1.98 -15.67 11.795 -12.34 11.795
1 1.75 2 5.42 -5.42 11.657 -15.67 11.774

TABLE A.1: Tuning Results from Two Cavity Tuning
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Appendix B

Full Calibration Results for
NI5162A and N15162B

Correction

NI5162A CHO NI5162B CHO

y =1.065-x+0.061 —0.0014 | y = 1.032 - x + 0.042 — 0.0017
NI5162A CH1 NI5162B CH1

y =1.029 - x +0.091 — 0.0009 | y = 1.038 - x + 0.073 — 0.0029
NI5162A CH2 NI5162B CH2

y =1102-x+0.075 - 0.0010 | y = 1.091 - x + 0.039 — 0.0009
NI5162A CH3 NI5162B CH3

y =1.063- x4+ 0.075 - 0.0029 | y = 1.087 - x + 0.047 — 0.0029

TABLE B.1: Corrections for NI5162A and NI5162B where x is the mea-
sured voltage on the channel (ADC Counts) and y is the adjusted volt-
age (ADC Counts)
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Error with respect to the Reference
(NI5162A CHO) (mV;s)
NI5162B CHO
Before Correction | After Correction
Mean (V) 2.103 0.248
o (V) 1.578 0.132
NI5162A CH1
Before Correction | After Correction
Mean (V) 2.093 0.284
o (V) 1.782 0.194
NI5162B CH1
Before Correction | After Correction
Mean (V) 2.123 0.304
o (V) 1.793 0.216
NI5162A CH2
Before Correction | After Correction
Mean (V) 2.156 0.194
o (V) 1.697 0.205
NI5162B CH2
Before Correction | After Correction
Mean (V) 2.302 0.297
o (V) 1.856 0.254
NI5162A CH3
Before Correction | After Correction
Mean (V) 1.994 0.245
o (V) 0.928 0.158
NI5162B CH3
Before Correction | After Correction
Mean (V) 2.435 0.301
o (V) 1.782 0.234

TABLE B.2: Error for each Channel wih respect to the Reference Chan-
nel (NI5162A CHO) (m Vyms)
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Appendix C

Explicitly Changing Phase Shifts
on the Hybrid

x1 N
KLY F1 A2 ™ P
T KLY1
QUADRATURE | oy | TEEANE L S 0aD
HYBRID 5| TEE
x2
X1 o
0 oTwTL
QUADRATURE H-PLANE | .1 | 0AD
n/2 Brwr2 | ygg g
TWT F4 A1 HYBRID >
-
X2

When pulsing frequency 1 into path 1 the phase shift is:

27TXx1
9, =
1 A

For frequency 1 pulsing into path 2 the phase shift is:

T 27Xy

The phase difference is therefore:

T 27
ANO=0,—01 = =+ —Ax =2mtm
2 1 > "

Conversely, when pulsing frequency 2 into path 1 the phase shift is:

T 21X
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For frequency 1 pulsing into path 2 the phase shift is:

27TX2
0, = "

The phase difference is therefore:

w21
A9—92—91—E+/\—2Ax—2nn

Where both m and n must be positive integers. A value of Ax must be found so

that both phase difference equations are satisfied. Eliminate the path difference to

1 1
Ax = A\ (m—4> =A <n+4>

The smallest additional length occurs for the cases; m=n, m=n+1 or m=n-1. This

give:

produces three solutions:

The first equation is as before with A; and A, interchanged. The 2nd equation
above maps to the 3rd previously with n replaced with n-1 and A; and A, inter-
changed. The third equation above maps to the 2nd previously with n replaced with

n+1 and A; and A; interchanged.
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Appendix D

Code for System Simulation

c Stabilised line model

c Bk ARk R R

c

c Input high power pulses of frequency frql at F4 or F1
c Input low power pulses of frequency frq2 at F1 or F4
c Swapping F1 and F4 is not symmetrical as F2 and F3

c have short and long lines respectively

c For an input at F1 the long path 3 must be adjusted

c until R4 is zero.

c The phase of the reflection Rl

c then gives the length of line 5.

c For an input at F4 the long path 3 must be

c adjusted to set Rl to zero.

c The phase of the reflection R4 then also

c gives the length of line 5.

c Let phase changes on line 3 at the two frequencies be phl and ph4
c Our S matrix for the Quad Hybrid gives input

C from linel needing line 3 to lose pi/2

c Our S matrix for the Quad Hybrid gives input from

c line4 needing line 3 to gain pi/2

c let x3—x2 be the extra length of line 3 over line 2

c let wll and wl2 be the wavelengths of the two
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c frequencies in the waveguide.
c phase = wxt — kxx hence note the minus signs
c this gives
c phl =—2+pi*(x3—x2)/wll = —pi/2 + 2+pi=n
C ph2 =—2:+pi*(x3—x2)/wl2 = +pi/2 + 2+pism
c where m and n are integers
C hence need (x3—x2) = wll*(m — 0.25) = wl2%(n + 0.25)
C for the shortest lines m will differ from n by 0, +1 and -1
C for wll>wl2 wl2=wll=(4n—1)/(4n+1)
C for wi2>wll wl2=wll*(4n+3)/(4n+1)
C for wll<wl2 wl2=wll*(4n—5)/(4n+1)
c choosing frql hence wll and a value for n sets wl2 and hence frq2
c The diagram defines a system with one input and
c 9 unknowns hence is solved by inverting
C a 9x9 matrix.
c this program set up the matrix and the solves it with
C the routines lubksb, ludemp
integer jvar
parameter (jvar=9)
c Matrix index labels
d 1=F02, 2=R02, 3=F03, 4=R03, 5=F01 or F04, 6=R01 or RO04,
7=F05,
c 8=R05, 9=R04, or ROl

complex*16 M(jvar ,jvar), A(jvar,bjvar)

complex*16 x(jvar), y(jvar)

complex*16 chk(jvar)

complex=16 t11, t22, t33, t44, t12, t13, tl4, t23, t24, t34
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complex*16 SL1, SL2
complex*16 rl, r2, r3, r4
complex*16 phi2, phi3, phib

complex=*16 j

real*8 value

real+8 pi, tpi, rt2, one, two, zero

real*8 phi2_deg, phi3_deg, phi5_deg, phi_diff
c real+8 ph2l_deg, ph22_deg

real+*8 phase6, phase9

real*8 phase6_deg, phase9_deg

real+*8 mag6, mag7, mag9, xr6, xr7, xr9, xi6, xi7, xi9
C the outputs of interest are X(6) and X(9) which are ROl and R04
C a further output of interest is X(7) which is F05

real*8 frql, frq2, wll, wl2, ghz, ghzl, ghz2, frqG
real=8 lgth2, Igth3, lgth5, extra_lgth, Igth_diff
real+8 length5, dlgth3

real+8 d, alpha

real+*8 aa, cc, cvac, cair

real*8 DRV1, DRV2

real«8 fil4, rlil4, r2il4, fi23, rli23, r2i23
real=8 fr11, rl1rll, r2rl11, fr22, rlr22, r2r22
real=8 fr33, rl1r33, r2r33, fr44, rlrdd, r2rd4

real+*8 ss, coef

character=x1 ch

character+128 anything

integer indx(jvar)
integer j1, j2, j3, j4
integer nwl, nw2, n3, ntest

integer ierr, ierr2, iadj
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900

+

integer nwrl, nwr2

logical 1fl1, 1 very_good, lwrite_matrix

intrinsic abs, exp, sin, cos, real, aimag, asin, atan, sqrt,

log10, sign

external lubksb, ludemp

external check

j = (0.0d00,1.0d00)

pi = 4.0d00=xatan (1.0d00)
tpi = 2.0d00+pi

rt2 = sqrt(2.0d00)

one = 1.0d00

two = 2.0d00

zero = 0.0d00

ierr2 =0

l_very_good = .true.
The is an option to read inputs from a file. The built in values

that can be used by default are for near perfect components.

Iwrite_matrix = .false.

During testing it was handy to write out the matrix.

open(unit=46,file="outdat_stabline.txt’, status="replace )

print*,’Do you want to read the input from a file? (y/n)’
read (#,900) anything

format(a)

do 300 j1=1,10

ch=anything (j1:j1)

if(ch.eq.’y’.or.ch.eq.’Y’) then
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l_very_good=.false.

open(unit=45,file="indata_stabline_nn.txt’,status="0ld ")

go to 301

end if
300 continue
301 cvac = 2.99792458d08

cair = cvac/sqrt(1.00059)
c speed of light
c frequencies Hz
C El i i i R

if (1_very_good)then

cc = cvac
frql = 11.9942d9
frq2 = 11.939823d9

c frql must be exact, frq2 should be an estimate
iadj =1
else

read (45,900) anything
do 319 j1=1,10
ch=anything (40+j1:40+j1)
if(ch.eq.’r’.or.ch.eq.’R") then
cc = cair
printx,’vel light in air=",cair
write (*,736)
write (46,736)
736 format(’Medium is air ”)
go to 321
end if
if(ch.eq.’v’.or.ch.eq.’V’) then
cc=cvac
write (*,737)
write (46,737)

737 format (’Medium is vacuum’)
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go to 321
end if
319 continue

cc=cvac

321 read (45,900) anything
read (anything (41:) ,+,err=3000) frql, frq2
read (45,900) anything
read (anything (41:) ,+,err=3000) iadj
end if
ghzl = frql=1.0d-9
ghz2 = frq2+1.0d-9
if ((iadj.ne.1).and.(iadj.ne.2)) iadj =1
write (#,800) ghzl, ghz2
write (46,800) ghzl, ghz2
write (46,790)
800 format(’ frequencies (Hz) ’,f13.9,” GHz’ ,4x,f13.9,” GHz")
790  format(’frequency 1 has zero phase shift to the longer line ")
write (*,789) iadj
write (46,789) iadj

789  format(’frequency ’,il,’ will be adjusted for exact cancellation )

write (46,788)
788 format(’ )
c waveguide WR90 TE10 mode
C EOECIE I R R R R I I

aa = 0.02286d00

c waveguide width determine the wavelength

wll
wl2

one/sqrt ((frql/cc)**2 —(0.5d00/aa)==*2)
one/sqrt ((frq2/cc)**2 —(0.5d00/aa)**2)
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if (iadj.eq.1) then
write (#,918) wll, wl2
write (46,918) wll, wl2

4

918 format(’estimation for wavelength 1 = 7, {8.6,
+ “m  wavelength 2 = 7,f8.6," m")
write (46,788)
else
write (+,9181) wll, wl2
write(46,9181) wll, wl2
9181 format (’wavelength 1= 7, 8.6,
+ "m estimation for wavelength 2 = 7,f8.6,” m’)
write (46,788)

end if

if (wl2.gt.wll)then

c zero phase to long arm formula

C R
nw = 0.25d00*(wl2 + wll)/(wl2 — wll)
wl2 = wil%(4.0d00*nw + 1.0d00)/(4.0d00*nw — 1.0d00)
extra_lgth = (nw — 0.25d00)x*wl2

else
c zero phase to long arm formula with n—> n+l
C ECRCE R R R R R R R R R R R R R R R R R R R R R R R

nw = 0.25d00%(3.00d00=wl2—wll)/(wll—wI2)
wl2 = wl1%(4.0d00*nw + 1.0d00)/(4.0d00+*nw + 3.0d00)
extra_lgth = (nw + 0.75d00)x*wl2

end if
write (*,791) nw

write (46,791) nw

791 format(’additional number of wavelengths for long path =", i5)
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if (iadj.eq.2) then
frq2 = ccxsqrt((one/wl2)*+2+(0.5d00/aa)=*=2)
ghz=1.0d—09+frq2
write (*»,919) ghz
write (46,919) ghz

919 format(’adjusted frequency 2 = ', f10.6, ~ GHz")
else
frql = ccx*sqrt((one/wll)*+2+(0.5d00/aa)=*=2)
ghz=1.0d—09+frq1l
write (*,979) ghz
write (46,979) ghz

979 format(’adjusted frequency 1 = ', f10.6, "~ GHz")
end if

write (x,920) wll, wl2
write (46,920) wll, wl2

4

920 format(’wavelength 1 = 7, £8.6, " m wavelength 2 = 7,f8.6,” m’)

write (46,788)
if (1_very_good)then
lgth2 = 0.10d00
else
read (45,900) anything
read (anything (41:) ,+,err=3000) lgth2
end if
write (*,801) 1lgth2
write (46,801) Igth2
801 format(’short leg length = 7, f9.5,” m’)

lgth3 = Igth2 + extra_lgth
write (%,921) lgth3 , extra_lgth
write (46,921) 1gth3, extra_lgth

4

921 format ('’ optimal length long leg = ', f9.5,” m’,

4

extra length=", f9.5,” m" )
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c ph21_deg = 180.0d00=+1gth2 /(pi*wll)
c ph22_deg = 180.0d00+1gth2 /(pi*wl2)
c write (»,933) ph2l_deg, ph22_deg
c write (46,933) ph21_deg, ph22_deg

c933 format(’Phase line2 for wll=", 7.2,
d + " Phase line2 for wl2=", {7.2)

print+, Do you want to adjust the extra length? (y/n)’
read (*»,900) anything
do 309 j1=1,10
ch=anything (j1:j1)
if(ch.eq.’y’.or.ch.eq.’Y") then
print+*, 'How many mm do you wish to add?’
read (* ,*) dlgth3
lgth3 = 1gth3 + dlgth3+1.0d-3
extra_lgth = extra_lgth + dlgth3+1.0d-3
write (#,922) lgth3 , extra_lgth
write (46,922) Igth3, extra_lgth

922 format(’modified length long leg = ', f9.5,” m’,
+ " extra length=", f{9.5,” m" )
go to 310
end if
309 continue
c Quadrature Hybrid
c T
310 write (46,788)
write (46 ,787)

787 format(’ Coefficients for quadrature hybrid tee’)
if (1_very_good)then
tll = =zero

t22 = zero
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t33 = zero
t44 = zero
tl4 = =zero
t23 = zero
t12 = —j
t34 = —j
t13 = —one
t24 = —one
else

read (45,900) anything
read (anything (41:) ,+,err=3000) fil4, rlil4, r2il4
read (45,900) anything
read (anything (41:) ,+,err=3000) fi23, r1i23, r2i23
c fixy = frequency of bandstop for isolation,
c rlixy and r2ixy are series and parallel resistances
read (45,900) anything
read (anything (41:) ,+,err=3000) fr11, r1rll, r2rll
read (45,900) anything
read (anything (41:) ,x,err=3000) fr22, rlr22, r2r22
read (45,900) anything
read (anything (41:) ,%,err=3000) fr33, rl1r33, r2r33
read (45,900) anything
read (anything (41:) ,+,err=3000) fr44 , rlr44, r2r44
read (45,900) anything
read (anything (41:) ,x,err=3000) t12, t13, t24, t34
c the ~3dB couplings
end if
write (%,8031) t12, t34
write (»,8032) t13, t24
write (46,8031) t12, t34
write (46,8032) t13, t24
8031 format(’tl12, t347,2(" (’,1pell.4,2x,1pell.4,")"))
8032 format(’t13, t247,2(" (’,1pell.4,2x,1pell.4,")"))

C H plane Tee
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786

8041
8042

785

LR I S

write (46,788)
write (46,786)

format(’ Coefficients for H-plane tee’)

if (1_very_good)then

rl
r2
r3
r4

else

= one
= —one
= rt2

= zero

read (45,900) anything

read (anything (41:) ,%,err=3000) r1, r2, r3, r4
if

end

write (+,8041) rl1, r2
write (46,8041) rl, r2
write (+,8042) r3, r4
write (46,8042) r3, r4

format(’'rl, r2 7,2(" (’,lpell.4,2x,1pell.4,’
format(’'r3, r4 7,2(" (’,1pell.4,2x,1pell.4,")"))

Load

* & X X

write (46,788)
write (46,785)

263

format(’ Reflection coefficients for load 1 and load 27)

Pf(1_

SL1
SL2

else

very_good)then
(0.10d00, 0.0d00)
(0.99d00, 0.0d00)

read (45,900) anything

read (anything (41:) ,+,err=3000) SL1, SL2
end if

write (»,805) SL1, SL2

write (46,805) SL1, SL2
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805 format (’SL1&SL2 ~,2(" (’,1pell.4,2x,1pell.4,")"))

C Drive

C * % % %

if (1_very_good)then

DRV1 = 1.0d00
DRV2 = 1.0d00
else

read (45,900) anything
read (anything (41:),+,err=3000) DRV1, DRV2
end if
write (46,788)
write (46,784)
784  format(’Drive coefficients for input frequencies 1 & 2”)
write (+,806) DRV1, DRV2
write (46,806) DRV1, DRV2
806 format (’ Drives ", 1pell.4,2x,1pell .4)

if (1_very_good)then
alpha = 0.0d00
else
read (45,900) anything
read (anything (41:) ,+,err=3000) alpha
end if
write (46,718) alpha
718 format ('WG loss ", 1pell.4)

if (1_very_good)then
length5 = 10.0d00
else
read (45,900) anything
read (anything (41:) ,%,err=3000) length5
end if
write(46,719) lengthb
719 format (’Lengthb ", 1pell .4)
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if (.not.l_very_good)then

close (unit=45,status="keep’)

end if
c open files for outputs — see headers for contents
C EOE I IR I I R R IR R R R R R R R R

open(unit=41,file="FF1_phi3.txt ', status="replace ”)
open(unit=42,file="FF4_phi3.txt’,6 status="replace ")
open(unit=43, file="FF1_phi5.txt ', status="replace ”)
open(unit=44,file="FF4_phi5.txt ', status="replace ”)

open(unit=47,file="Tmatrix. txt ', status="replace ”)

9901 format(’ freq ",2x, " line_phase ’,6x, "'mag R4’ ,4x, ph_R4’ ,4x,
+ ‘mag_F5" ,4x, ph_F5’,4x, mag R1’,4x, ph_R1",2x,"1lin5_Igth 7,
+ 2x,"wavelgth ")
9902 format(’ freq ",2x, " line_phase’,6x, 'mag R1’,4x, 'ph_R1",4x,
+ ‘mag_F5" ,4x, ph_F5’ ,4x, mag_ R4’ ,4x, ph_R4’,2x,"1lin5_lgth 7,
+ 2x, "wavelgth ")
9903 format(’ freq ",6x, 1gth5’,4x, "'mag R4’ ,4x, ph_R4’,3x,
+ " mag F5’ ,4x, ph_F5’,3x, mag R1’,4x, ph_R1")
9904 format(’ freq ",6x, 1gth5’,4x, "'mag R1’,4x, ph_R1",3x,
+ " mag F5’ ,4x, ph_F5’,3x, 'mag R4’ ,4x, ph_R4")
9907 format(’ freq ",9x,’t11’,8x, t22",8x, t33"7,8x,
+ “t44 7 ,8x, t14’,8x, 123 ")

write (41,9901)
write (42,9902)
write (43,9903)
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write (44,9904)
write (47,9907)

c vary frequency
C %ok A %ok Ak %k ok kX ok kX ok ok
n3 = 1600

do 3 j3 = 1,n3

lgth_diff = extra_lgth

lgth3 = Igth2 + Igth_diff
wl2 + (j3 —=701)*(wll—wl2)/(n3—1400)
(cc/1.0d09)x*sqrt(one/wl=**2+(0.5d00/aa)**2)

wl

frqG

do 4 j4 =1, 80
lgth5 = length5 + 0.02d00+(j4 —1)*wl2

c length to load ulimately must be kept a fixed number of drive
c frequency wavelengths so use wl2 rather than wl

C loop on j4 is used to see phase changes at

c both frequencies when Igth5 is varied.

do 5 j5 = 1,2

c switch injection port
if (j5.eq.1)then
LF1 =.true.
else
LF1 = .false.
end if

if (I_very_good)then

tll = =zero
t22 = zero
t33 = =zero
t44 = =zero
tl4 = zero
t23 = zero

else
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c evaluate frequency dependent hybrid tee coefs for isolated ports
ss = (frqG/fi14—-fi14/frqG)
t14 = (R1il4+jx*ss)/(R2il4+j=ss)
ss = (frqG/fi23—fi23/frqG)

23 = (R1i23+j*ss)/(R2i23+jxss)

c evaluate frequency dependent hybrid tee coefs for relection

ss = (frqG/fr11—fr11/frqG)

t1l = (R1rll+j=*ss)/(R2r1l1+j=ss)

ss = (frqG/fr22—fr22/frqG)

t22 = (R1r22+jx*ss)/(R2r22+j=ss)

ss = (frqG/fr33—fr33/frqG)

t33 = (R1r33+jx*ss)/(R2r33+j=ss)

ss = (frqG/fr44—fr44/frqG)

t44 (R1r44+j+ss)/(R2r44+j=ss)

end if

phi2 = (tpi/wl+j=alpha)=lgth2
phi3 = (tpi/wl+j=alpha)=1lgth3
phi5 = (tpi/wl+j+alpha)=lgthb

c phase gains depend on the actual wavlength

phi2_deg = Real(180.0d00+phi2/pi)
phi3_deg = Real(180.0d00+phi3/pi)
phi5_deg = Real(180.0d00+phi5/pi)
phi_diff = phi3_deg — phi2_deg

C Set Matrix coefficents
C B T I R
C set all to zero and then over write the no zero elements

do 100 j1=1,jvar
do 101 j2=1, jvar
M(j1,j2)=0.0d00
101 continue

Y(j1)=0.0d00
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100 continue

if (LF1)then

c frequencyl
Y(1)=—t11+DRV1
Y(2)=—t12 *DRV1
Y(3)=—t13+DRV1
(

Y(4)=—t14+DRV1
else
C frequency?2
Y(1)=—t14+DRV2
Y(2)=— t24 +DRV2
Y(3)=— t34 +DRV2
Y(4)=—t44 +«DRV2

end if
c Equation 1 quadrature Hybrid
C B R Sk R R R Sk R R R R Sk R R R ok R R Rk
M(1,2) = tl2xexp(j*phi2)
M(1,4) = t13+exp(j*phi3)
if (LF1)then
M(1,5) = t14
M(1,9) = rt2
else
M(1,5) = tl1
M(1,6) = rt2
end if
M(2,1) = rt2
M(2,2) = t22+exp(j*phi2)
M(2,4) = t23xexp(j*phi3)
if (LF1)then
M(2,5) = t24
else
M(2,5) = t12
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end if

M(3,2) = t23+exp(j*phi2)
M(3,3) = rt2

M(3,4) = t33+exp(j*phi3)
if (LF1)then

M(3,5) = t34

else

M(3,5) = t13

end if

M(4,2) = t24xexp(j*phi2)
M(4,4) = t34xexp(j*phi3)
if (LF1)then

M(4,5) = t44

M(4,6) = rt2

else

M(4,5) = tl4
M(4,9) = rt2

end if

c Equation 2 E plane Tee

C b I I I I I I I
M(5,1) = rlxexp(j*phi2)
M(5,2) = —2.0d00
M(5,3) = r2xexp(j*phi3)
M(5,8) = 13+exp(j*phid)
M(6,1) = r2xexp(j*phi2)
M(6,3) = rl+exp(j*phi3)
M(6,4) = —2.0d00
M(6,8) = 1r3xexp(j*phid5)
M(7,1) = 13xexp(j*phi2)

M(7,3) = 13xexp(j*phi3)
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105

106

M(7,7) —2.0d00

M(7,8)

rd+exp (j*phid)

Equation 3 Load
- T
assumes cavity is tuned to 11.9942GHz
SL1 is reflection at 11.9942 GHz and SL2 is reflection at offset 0.05
value = (one—abs(SL1))/(one—abs(SL2))
if (value.gt.0.0d00)then
coef = 0.055d00/sqrt(log(value))

else
coef = 0.055d00
end if
M(8,7) = (one—(one—SL1)*exp(—((frqG—11.9942d00)/ coef)=+2))
+exp (j*phi5)
M(8,8) = —1.0d00

Equation 4 no feed on other port

ol R R S R R I I IR i I R R R IR IR R R R SRR R R I I

M(9,5) = 1.0d00

if (lwrite_matrix)then
only used for testing
open(unit=45, file ="matrix. txt ', status="replace ”)
do 106 jl=1,jvar
do 105 j2=1, jvar
write (45,x) M 7, jl1, j2, M(j1,j2)
continue
write (45,*)’Y 7,j1, Y(j1)
continue
close (unit=45,status="keep’)

end if

Solve the matrix equation MX=Y for the unknown vector X

E I T i R I I i i i e I S I I I I R S S IR IR R



Appendix D. Code for System Simulation

955
956
957

call ludemp(M,A,jvar ,indx,d,ierr)

if (ierr.eq.1) go to 3000
call lubksb(A,jvar ,indx,y,x)

if ((j3.eq.ntest).and.(j4.eq.1)) then

call check(m,x,y,chk,jvar)

7 7

write (*,%)

write (#,955) chk(1), chk(2), chk(3)
write (*,956) chk(4), chk(5), chk(6)
write (x,957) chk(7), chk(8), chk(9)

format(’chk1-3 7,3(’(’,1pel2.5,",
format(’chk4—-5 7,3(’(’,1pel2.5,",
format(’chk7-9 7,3(’(’,1pel2.5,",

7 s

write (% ,%)

end if

magb=abs (x(6))

if (mag6.ge.0.0d00)then
xr6=real (x(6))
xi6=aimag(x(6))
if (xr6.ge.0.0d00)then
phase6=asin (xi6 /mag6)
else
if (xi6.ge.0.0d00)then
phase6=pi—asin (xi6 /magb)
else
phase6=—pi—asin (xi6 /magpb)
end if
end if
phase6_deg = phase6+180.0d00/pi
else
phase6=2000.0d00
phase6_deg = 2000.0d00
print*,’No output on 6’

ierr2=ierr2+1

",1pel2.5,")
“,1pel2.5,7)
",1pel2.5,")

271

)
)
)
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end if

mag7=abs (x (7))
if (mag7.ge.0.0d00)then
xr7=real (x(7))
xi7=aimag(x (7))
if (xr7.ge.0.0d00)then
phase7=asin (xi7 /mag7)
else
if (xi7 .ge.0.0d00)then
phase7=pi—asin (xi7 /mag7)

else

phase7=—pi—asin (xi7 /mag7)

end if
end if

phase7_deg = phase7+180.0d00/pi

else

phase7=2000.0d00
phase7_deg = 2000.0d00
print+,’No output on7’
ierr2=ierr2+l1

end if

mag9=abs (x(9))
if (mag9.ge.0.0d00)then
xr9=real (x(9))
xi9=aimag(x(9))
if (xr9.ge.0.0d00)then
phase9=asin (xi9/mag9)
else
if (xi9.ge.0.0d00)then
phase9=pi—asin (xi9 /mag9)
else
phase9=—pi—asin (xi9/mag9)
end if

272
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end if

phase9_deg = phase9+180.0d00/pi
else

phase9=2000.0d00

phase9_deg = 2000.0d00
printx, ’No output on9’

ierr2=ierr2+1

end if
c write outputs to one of four files
C %k 3k ok ok ok ok o ko ok ok ok ok ok ok ok ok k X kX

if (j4 .eq.1) then
write (47,9997) frqG, abs(tll),abs(t22),abs(t33),abs(t44),
+ abs(t14),abs(t23)
9997 format(f10.6,6(2x,f9.7))

if (LF1)then
write(41,991) frqG, phi_diff, mag6, phase6_deg,
+ mag7, phase7_deg, mag9, phase9_deg, lgth5, wl
else

write (42,991) frqG, phi_diff, mag6, phase6_deg,

+ mag7, phase7_deg, mag9, phase9_deg, lgth5, wl
end if
end if
991 format(f10.6,5x,f7.1,2x,3(2x,£8.4,2x,{7.2),2x,19.2,2x,{9.7)
nwrl = 701

nwr2 = n3—699
if ((j3.eq.nwrl).or.(j3.eq.nwr2))then
if (LF1)then
write (43,997) frqG, Igth5 ,mag6,phase6_deg,
+ mag7, phase7_deg ,mag9, phase9_deg

else
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997

998

3000

write (44,997) frqG, Igth5 ,mag6,phase6_deg,
mag7, phase7_deg ,mag9, phase9_deg
end if
end if

format(£10.6,3x,f8.5,3(2x,f8.4,2x,{7.2))

if (ierr2.gt.30) go to 3000

continue

continue

if ((j3.eq.nwrl).or.(j3.eq.nwr2))then
write (43,998)
write (44,998)

end if

format (' )

continue

close (unit=41,status="keep’)
close (unit=42,status="keep’)
close (unit=43,status="keep’)
close (unit=44,status="keep’)
close (unit=47,status="keep’)

close (unit=46,status="keep’)

stop

print+,’ Calculation incomplete’
close (unit=41,status="keep’)
close (unit=42,status="keep’)
close (unit=43,status="keep’)
close (unit=44,status="keep’)

close(unit=47,status="keep’)
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close (unit=46,status="keep’)

stop

end

SUBROUTINE check (m,x,y,chk,jvar)
c SRR ok R R Rk o R R R
integer jvar
complex*16 m(jvar ,jvar),x(jvar),y(jvar),chk(jvar)

integer i1, j2

do 1 j1=1, jvar
chk(j1)=—y(j1)
do 2 j2=1,jvar
chk(j1)=chk (j1)+M(j1,j2)*x(j2)

2 continue

1 continue

C valid solution when chk is zero for all jl
end

SUBROUTINE lubksb (a,jvar ,indx,y,x)

C O 3 3k ok Ok b o 3k 3k ok ok oF 3k 3k Ok b o 3k 3k ok b o ¥ k k Ok o X X Xk
integer jvar
integer indx (jvar)

complex*16 a(jvar,jvar),x(jvar),y(jvar), b(100)
integer j1,j2,j3,j4

complex*16 sum

intrinsic abs

do 10 j1=1,jvar
b(j1)=y(j1)

275
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10 continue

j3=0
do 12 j1=1,jvar
j4=indx(j1)
sum=Db (j4)
b(j4)=b(jl)
if (j3.ne.0)then
do 11 j2=j3,j1-1
sum=sum—a (j1 ,j2)*b(j2)
11 continue
else if (abs(sum).ne.0.0d00) then
j3=j1
endif
b(j1)=sum

12 continue

do 14 jl=jvar,1,-1
sum=b (j1)
do 13 j2=j1+1,jvar
sum=sum-a(jl ,j2)*b(j2)
13 continue
b(j1)=sum/a(jl,j1)

14 continue

do 15 jl1=1,jvar
x(j1)=b(j1)

15 continue

return

END
C (C) Copr. 1986—92 Numerical Recipes Software !—13D8u2.
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SUBROUTINE ludcmp (m,a,jvar ,indx,d, ierr)

C Sk kK b H b ok ok % ok %k Kk Kk ok ok % ok % F % F % ¥k ¥k ¥ % ¥
c Given an NXN matrix M with physical dimension jvar,
c this routine creates the LU decomposition of a rowise
c permutation of M and outputs this as A.
c Indx is an output vector which records
c the row permutation and d is for parity.

integer jvar

integer indx(jvar) NMAX, ierr
real =8 d, TINY

complex*16 a(jvar,jvar), m(jvar,hjvar)
parameter (NMAX=500,TINY=1.0e—20)
integer i,imax,j, k

complex*16 cvalue, sum

real «8 aamax, value, vv(NMAX)
intrinsic abs

ierr=0

do 8 i=1,jvar

do 9 j=1, jvar
a(i,j)=m(i,j)

9 continue
8 continue
d=1.0d00

do 12 i=1,jvar
aamax=0.0d00
do 11 j=1,jvar

if (abs(a(i,j)).gt.aamax) aamax=abs(a(i,j))
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11 continue
if (aamax.eq.0.0d00)then
printx,’singular matrix in ludcmp’
ierr=1
return
end if
vv(i)=1.0d00/aamax

12 continue

do 19 j=1,jvar
do 14 i=1,j-1
sum=a(i,j)
do 13 k=1,i—1
sum=sum—a (i ,k)*a(k,j)
13 continue
a(i,j)=sum

14 continue

aamax=0.
do 16 i=j,jvar
sum=a(i,j)
do 15 k=1,j-1
sum=sum—a (i ,k)*a(k,j)
15 continue
a(i,j)=sum
value=vv (i)=abs (sum)
if (value.ge.aamax) then
imax=i
aamax=value
endif

16 continue

if (j.ne.imax)then
do 17 k=1,jvar

cvalue=a (imax, k)
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a(imax, k)=a(j, k)
a(j,k)=cvalue

17 continue

d=—d
vv (imax)=vv(j)
endif
indx (j)=imax
if (abs(a(j,j)).eq.0.0d00) a(j,j)=TINY
if (j.ne.jvar)then
cvalue=1.0d00/a(j,j)
do 18 i=j+1,jvar

a(i,j)=a(i,j)*cvalue

18 continue
endif
19 continue
return
END

C (C) Copr. 1986—92 Numerical Recipes Software !—13D8u2.
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