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ABSTRACT 

 

This paper summarizes and evaluates various approaches, methods, and techniques for 

pursuing fairness in artificial intelligence (AI) systems. It examines the merits and 

shortcomings of these measures and proposes practical guidelines for defining, measuring, and 

preventing bias in AI. In particular, it cautions against some of the simplistic, yet common, 

methods for evaluating bias in AI systems, and offers more sophisticated and effective 

alternatives. The paper also addresses widespread controversies and confusions in the field by 

providing a common language among different stakeholders of high-impact AI systems. It 

describes various trade-offs involving AI fairness, and provides practical recommendations 

for balancing them. It offers techniques for evaluating the costs and benefits of fairness targets, 

and defines the role of human judgment in setting these targets. This paper provides 

discussions and guidelines for AI practitioners, organization leaders, and policymakers, as 

well as various links to additional materials for a more technical audience. Numerous real-

world examples are provided to clarify the concepts, challenges, and recommendations from 

a practical perspective. 

 

 

1. INTRODUCTION 

 

1.1 Structure of this Paper 

This paper is structured in five sections. In the 

Introduction, we use a hypothetical case study to 

explore important principles of AI fairness and to 

define the paper’s scope. The following two 

sections provide in-depth discussion of two broad 

notions of AI fairness: the treatment of 

individuals vs. the model’s outcomes. The fourth 

section describes some of the inherent trade-offs 

and practical challenges involved in achieving AI 

fairness. In the final section, we provide practical 

guidelines for overcoming such challenges. At 

the end, we also include an additional list of 

references and resources for a technical audience. 

 

1.2 Scope 

Increasingly, AI is being used in a variety of 

sensitive applications that affect human lives. 

These range from recruitment and compensation, 

to consumer lending, to healthcare and criminal 

justice. This proliferation of AI use cases has led 

to the novel and emerging field of Responsible AI 

(RAI) [i] – the practice of designing, building, 

and deploying AI in a manner that empowers 

organizations, while treating people fairly [2]. 

RAI principles enable companies to foster trust in 

their AI models and scale these models with 
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confidence [ii, iii]. The field of RAI encompasses 

various aspects of AI systems including accuracy, 

interpretability, explainability, accountability, 

privacy, and fairness. This paper focuses on AI 

fairness, one of the pillars of RAI.   

 

 
 

Figure 1: Various aspects of Responsible AI 

  

Traditionally, fairness is regarded as an abstract 

concept and its application is often dependent 

upon context. However, to apply fairness 

consistently throughout the full universe of AI 

applications, the concept not only must be 

defined clearly, but also quantified, measured, 

and verified. In RAI, the quantifiable level of 

unfairness is generally referred to as bias [1]. The 

topic of AI fairness covers the prevention, 

measurement, and removal of bias. This paper is 

primarily focused on prevention and 

measurement, with some reference to removal 

techniques.  

 

This paper describes common notions of fairness, 

as well as various methods used to define and 

quantify bias in AI systems. It examines the 

merits and drawbacks of different fairness 

definitions, and explains the challenges in 

 
1 Technically, bias may exist in various forms of data, 
algorithms, and procedures. The bias is referred to 
as unfairness when it impacts individuals. 
Furthermore, unfairness is not limited to bias. Poor 

establishing fairness in probabilistic processes. 

The paper emphasizes the role of human 

judgment in ensuring fairness, and clarifies how 

AI output can itself help inform fairness 

decisions. It also cautions against common, yet 

simplistic, practices for evaluating AI fairness. 

Instead, it proposes practical guidelines for more 

sophisticated and effective approaches toward 

fairness, which can be employed by AI 

practitioners, organization leaders, and 

policymakers.  

 

1.3 Case Study: The Impact of Familiarity 

Bias on Fairness 

Consider the hypothetical example of a university 

admissions office aiming to identify applicants 

with the highest chance of succeeding in its 

graduate program. The office carefully evaluates 

both domestic and international applicants based 

on their undergraduate performance. However, 

the university does not have the same level of 

familiarity with all applications. Because it has 

historically received a higher rate of domestic 

students, the admissions team is more familiar 

with these candidates’ applications, profiles, and 

performance. 

  

Since the university is less familiar with 

international applicants, it is more likely to make 

poor decisions about admitting them. These poor 

decisions appear in two forms: accepting 

unqualified applicants (false positives) or 

rejecting qualified ones (false negatives). Both of 

these errors occur at higher rates for international 

applicants compared to their domestic 

counterparts.  

  

The admissions office has established a rigorous 

program to track student performance, create a 

feedback loop, and learn from its mistakes. The 

performance tracking program shows that a 

higher percentage of international students fail to 

complete their graduate study at the university. 

This is due to the fact that the office has 

disproportionately admitted unqualified 

international applicants and rejected qualified 

predictive accuracy is unfair to qualified individuals, 
even when it does not cause bias (e.g., random 
hiring or lending).  
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ones. However, based on its feedback loop, the 

admissions office will (incorrectly) conclude that 

the pool of international applicants is of lower 

quality (even when its true quality is at the same 

level as domestic applicants). 

  

In other words, the admissions team’s 

unfamiliarity with international applications not 

only leads to poor admissions decisions (a form 

of error), but also creates a misleading feedback 

loop indicating that less familiar applicants are 

lower quality (a form of bias) [2]. This 

phenomenon can be called “familiarity bias” [3]. 

 

(a)

(b) 

 

 
2 As described later in this paper, a high level of error 
in decision-making is a source of unfairness in itself, 
as it leads to the rejection of qualified individuals 
and the acceptance of unqualified ones. This is the 
case even when the error does not cause bias among 
groups (e.g., in a randomized selection process).  

(c) 

 
 
Figure 2: Illustrations of familiarity bias, 

assuming that domestic and international 

applicants have identical qualifications. 

 

(a) Familiarity with domestic applications leads 

to lower error rates compared to international 

applications. However, this initial error can 

result in similar proportions of false positives 

and false negatives (FPi / FNi  FPd / FNd). 

This suggests that while the admissions office 

makes more mistakes for one group, it is not 

favoring another one.  

(b) Feedback data is only collected on admitted 

applicants. This means that the admissions 

office has no visibility into the potential 

performance of the rejected individuals. The 

feedback shows that domestic students 

achieve a higher success rate (i.e., fewer false 

positives). This leads to the admissions office 

incorrectly concluding that domestic students 

are of a higher quality.  

(c) Based on the feedback, admissions decisions 

are adjusted to reject international applicants 

at a higher rate, aiming to narrow the gap in 

false positives (FPi and FPd). The adjustment 

has a corresponding effect on the false 

negative curve (new dashed line), manifested 

in the form of a higher rejection rate of 

qualified international applicants. 

 

3 Note the distinction between familiarity bias 
(illustrated in Figure 2-c) and commonly known 
representation and measurement biases (illustrated 
in Figure 2-a). 
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Familiarity bias occurs when two conditions are 

met: a) there is imbalance in input data [4] (e.g., 

a smaller number of international applications), 

and b) there is incomplete feedback data [5] (e.g., 

the admissions team does not collect feedback 

data on rejected candidates, so it does not 

discover the higher rejection rate of qualified 

international applicants). The latter condition 

indicates that feedback data is not representative 

of the entire population, and the exclusion of 

individuals (i.e., rejected candidates) from this 

data set depends on the selection process itself. 

This flaw means that the effects of the initial 

process errors are reproduced, thereby 

perpetuating the familiarity bias. 

  

The underlying conditions behind familiarity bias 

are not rare at all. Varying levels of familiarity 

toward given subsets or groups of the population 

are common in many environments. This 

phenomenon may be caused by historical 

discrimination or any other reason leading to the 

under-representation of a group. The bias can also 

be caused by the smaller size of minority groups 

in the overall population.  

  

The second condition for familiarity bias is even 

more common. In fact, in most real-world 

processes it is inevitable that feedback data is not 

collected from rejected individuals. In critical 

processes, such as recruitment, admissions, and 

consumer lending, the decision-makers only have 

visibility into the performance of the individuals 

they accept (see Figure 2-b). 

  

Familiarity bias can therefore lead to a 

disproportionate rejection of equally qualified 

individuals from under-represented groups. 

Significantly, this process does not assume any 

form of conscious or unconscious human bias. 

When the underlying conditions described above 

are met, familiarity bias arises even when people 

are perfectly objective and unbiased.  

 

 
4 The imbalance in data can be rooted in the number 
or quality of observations.  
5 A similar phenomenon is referred to as 
“survivorship bias”. It means concentrating on the 
people or things that made it past some selection 
process and overlooking those that did not, typically 

1.4 Fairness in AI vs. Manual Systems 

As the above hypothetical example demonstrates, 

familiarity bias can arise and perpetuate in 

manual processes as well as data-driven AI 

systems. This observation can also be applied 

more widely. The types of bias, and the methods 

through which they enter into given processes, 

are similar across AI and manual systems. 

Therefore, many of the topics discussed here in 

the context of AI fairness are readily applicable 

to non-AI systems. This includes notions of 

fairness, the mutual incompatibility of fairness 

definitions, and the trade-offs between fairness 

and other social concerns.  

  

AI can in fact create an opportunity to uncover 

previously unknown biases, and provide methods 

and techniques to measure, monitor, and control 

them in ways not possible before. It can empower 

organizations to make informed decisions about 

fairness targets, by revealing the inherent trade-

offs involved in balancing fairness with accuracy, 

privacy and other factors. 

 

Having said that, AI has also created unique 

challenges, because when AI models are being 

trained, the feedback process is automatic. Any 

issues in the training data, such as those described 

in the familiarity bias example, quickly translate 

into outcomes. Because AI learns so efficiently, 

it risks scaling and magnifying biases to a greater 

degree than manual systems.  

  

The use of AI may suggest that data-driven 

outcomes are inherently more objective and 

reliable than human decision-making. This is 

only partly true. AI systems formalize the 

decision-making process, and they tend to be 

more objective and less prone to human prejudice 

[iv]. However, they are not immune from bias. 

For instance: 

• Training data is often imperfect and may be 

tainted by historical biases.  

because of the lack of visibility. 
https://towardsdatascience.com/survivorship-bias-
in-data-science-and-machine-learning-
4581419b3bca. Accessed 12 February 2022.  
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• Design decisions, such as the choice of 

attributes and features fed into a model, can 

significantly impact the balance of outcomes.  

• Given the widespread availability of model 

libraries and access to large amount of public 

data, novice practitioners can build and 

launch AI solutions quickly and without 

proper testing. They may not fully realize the 

subtleties of the domain and the implications 

of deploying AI-based solutions.  

  

When it comes to fairness, one unique aspect of 

AI concerns agency and accountability. 

Generally, the designer of an AI model has 

limited control over its behavior. They do not set 

the rules as to how the tool should perform in 

each situation. Instead, AI learns such rules from 

patterns in its training data, which may be created 

well after the model is designed and launched. In 

many situations, the designer cannot predict the 

outcomes that their AI system will generate. 

Depending on the methods used, they may not be 

able to explain precisely why the model reaches a 

certain outcome. This characteristic of AI is 

different from any other tool, where the designer 

has complete control over the product’s features 

and characteristics and can therefore take full 

responsibility for its performance.  

  

Similarly, in most cases, the end user of an AI 

system has limited understanding of or control 

over how the tool arrived at a result, so they 

cannot take full responsibility for it. Again, this is 

in contrast with other tools, where the user can be 

held responsible if the tool makes unfair 

decisions. 

  

AI systems have significant amounts of agency to 

learn, evolve, and make predictions/decisions 

independently. When the outcome is unexpected 

or unfair, it can be difficult to determine who is 

accountable. All players ranging from AI 

designers to end users may act responsibly and 

with good intentions, yet achieve unfair 

outcomes. The topic of AI accountability is not 

the focus of this paper; however, it is a critically 

important pillar of RAI [v]. 

  
1.5 Positive vs. Neutral Approaches Toward 

Fairness   

Any observed pattern in the outcomes of an AI 

system may be rooted in the system itself or in 

upstream factors, such as a) inherent differences 

between groups (e.g., women being safer drivers 

than men [vi]), b) the preferences of groups (e.g., 

younger employees having a greater tolerance for 

long commutes [vii]), or c) historical 

discrimination or biases (e.g., historical 

segregation and racism against African 

Americans).  

 

An AI system in turn consists of inputs and 

models, and is influenced by various 

considerations such as the training data, the 

selection of driving factors, the design of 

algorithms, the optimization objectives, and the 

tuning and validation process. 

  

AI fairness can rely on two distinctly different 

approaches. The “neutral” approach assumes that 

individuals with the same merit or qualifications 

should receive the same outcome (e.g., scores), 

regardless of which group they fall into. To 

achieve this neutrality, AI systems should rely 

solely on each individual’s characteristics related 

to the model’s purpose, disregarding other 

upstream factors.  

  

The “positive” approach to fairness, on the other 

hand, argues that the observed qualifications of 

groups within the population may be partly 

influenced by “unjust” factors, such as historical 

discrimination. Therefore, the AI system should 

treat groups differently to account for such 

factors. For instance, this could mean that 

historically disadvantaged groups receive higher 

scores for the same level of qualifications. 

  

In practice, embedding positive intervention in 

AI systems is challenging. As mentioned above, 

the differences between groups may be the result 

of any number of upstream factors (inherent 

behaviors, preferences, or historical 

discrimination). To design AI systems that 

reverse the effect of unjust components of the 

upstream factors, one would need not only to 

identify these components, but also to isolate and 

quantify their impact on differences between the 

groups. There is no consensus on a 

methodological approach to achieve this.  
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Furthermore, differences between the population 

groups are specific to a time and location. This 

means that organizations would need to design, 

deploy, and maintain various versions of an AI 

system for different environments. This would in 

turn require a complex governance structure to 

determine which groups should be favored by AI, 

to what degree, in which area, and for what 

timeframe. Modifying AI systems to favor 

disadvantaged groups also poses major 

challenges in the interpretation, usability and 

explainability of the results, as the outcomes for 

different groups, timeframes or regions may not 

be comparable.     

  

In addition to these operational challenges, the 

positive approach to fairness involves ethical 

trade-offs [vi, vii, viii]. Consider an idealized 

scenario where the impact of historical 

discrimination on certain groups can be perfectly 

identified, quantified, and reversed by AI. Such 

adjustments would align the groups at aggregate 

level (e.g., by ensuring a similar mean or median 

across groups). However, to achieve this, the 

adjustments also negatively impact 

disadvantaged individuals at the lower end of a 

generally privileged group. For this reason, 

positive interventions at group level may be 

perceived as being unfair at individual level. 

 

Finally, adopting the positive approach to 

fairness requires that group attributes directly 

enter the models and influence outcomes. 

However, this is problematic in practice, because 

favoring one group over another and making 

decisions based on protected attributes, such as 

age, gender, or race, is outlawed in many 

jurisdictions [ix, x, xi, xii]. 
 

Due to these operational, ethical, and legal 

limitations, positive interventions are not suitable 

for inclusion in AI systems. Instead, AI should be 

designed to be neutral – producing outcomes that 

accurately reflect the observed merit and 

qualifications of individuals, without any bias. 

Positive interventions, when required and 

permitted, may then be applied on top of given AI 

 
6 Considering AI input as a matrix, these measures 
address rows (evaluation for representations), 

outcomes. End users can decide how the scores 

should be interpreted, used, or adjusted in 

accordance with their organization’s objectives 

and policies. Capturing the history of these 

adjustments enables AI designers to isolate and 

analyze the magnitude and impact of the positive 

interventions.  

 

This paper is written from the perspective of the 

neutral approach toward fairness, which assumes 

that no group, sub-group, or individual should be 

favored by AI. This approach leads to two broad 

notions of fairness: equal treatment and equal 

outcome (extensively discussed in legal literature 

as “disparate treatment” and “disparate impact” 

[xiii, xiv, xv]). The following sections of the 

paper discuss each of these approaches in detail, 

along with their pros and cons, illustrative 

examples, and practical guidelines.  

 
2. THE “EQUAL TREATMENT” NOTION 

OF FAIRNESS 

  

The “equal treatment” concept of fairness in AI 

focuses on the process of generating outcomes, 

rather than the outcomes themselves. It aims to 

ensure that AI systems treat everyone in the same 

manner, without favoring some individuals over 

others. More specifically, equal treatment 

approaches hold that AI should be blind or 

indifferent to any attribute or feature that is not 

related to the model’s purpose. This includes 

demographic attributes (e.g., age, gender, 

ethnicity, etc.), for example, because in most 

practical cases, they should not influence the 

model’s outcome. 

 

In principle, the journey toward equal treatment 

should cover all aspects of AI, ranging from 

sources of input data to feature selection, to the 

choice of algorithms and model hyperparameters. 

In the rest of this section, we focus on several 

measures which would largely influence the 

treatment of groups and individuals: a) evaluating 

the data for bias, b) evaluating the data for 

balanced representation, and c) controlling the 

features in the data [6].  

columns (controlling features), and cells (evaluation 
for bias). 
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2.1 Evaluating the Data for Bias 

If an AI is trained on intrinsically biased data, the 

bias will be translated into its outcomes. This 

process is known as “bias in, bias out”. Biases 

within training data can be due to unfair processes 

or practices, conscious or unconscious bias by 

human decision-makers, or in cases like 

familiarity bias, because of the unbalanced 

representation of groups.  

  

The risk of bias within training data is 

significantly higher when the data is influenced 

by the AI outcome itself. Consider attrition 

prediction models as an example. These models 

are trained on data from actual (employee or 

customer) attrition, which can be assumed to be 

accurate, unbiased, and independent of the 

model’s predictions. However, when model 

predictions are used to prevent attrition, then 

subsequent data becomes influenced by past 

predictions and preventive actions. This creates a 

self-reinforcing feedback loop that muddies the 

training data.  

 
Figure 3: Illustration of a self-reinforcing 

feedback loop in attrition prediction systems 

 

For another example, consider an application of 

AI in auditing, where an AI system predicts the 

likelihood of mistakes by individuals, and hence 

provides targeted recommendations for future 

audits. The AI should be trained on actual 

mistakes by individuals, and data obtained 

through an independent process (preferably 

randomized audits). However, if the training data 

consists of mistakes uncovered by past AI-driven 

audits, then it is prone to the self-reinforcing 

feedback loop and an elevated risk of bias. The 

risks posed by this type of feedback loop in the 

area of predictive policing are well-documented. 

They clearly illustrate the negative impact that 

such loops can have on groups and individuals 

[xvi, xvii]. 

 
Figure 4: Illustration of self-reinforcing feedback 

loop in audit prediction systems 

 
These feedback loop examples highlight the 

difficulty in identifying the risk of bias within 

training data. In most cases, identification cannot 

be achieved through technical means alone, 

because it requires an understanding of the data 

sources and the underlying process used to create 

the data. 

  

It may be tempting to rely on the disproportional 

representation of groups within training data as 

an indication of bias. However, to do so would be 

ineffective and potentially misleading. As 

described below in section 3 on “equal outcome”, 

having varying degrees of group representation 

within training data may be justified based on 

merit and qualifications, and therefore by itself 

should not be interpreted as evidence of bias. 

Despite this, having significant under-

representation of groups within training data, 

even if it is justified, may lead to other issues as 

described in the next section on evaluating the 

representation of groups.  

  

Most of the techniques available to check for bias 

within training data are context-based. This 

means that they compare two data sets that have 

been created under different conditions. 

Examples include comparing data from different 

sources, comparing subsets of data from different 

timeframes, and comparing data obtained from 

manual vs. AI systems. These checks can also 

include various types of back testing, i.e., 

replicating portions of the data through manual or 

AI processes. This might mean, for instance, 
shuffling data to examine whether expected 

outcomes are independent of sensitive attributes 

[xviii, xix]. If the results obtained under different 
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conditions show gaps between different groups, it 

would indicate that these gaps stem from the 

conditions under which the data was created. 

  

A more advanced technique that may be 

applicable to some use cases is replicating 

portions of training data using supervised and 

unsupervised [xx] models in parallel. Consider an 

example of a model that matches people’s 

resumés to job descriptions. An unsupervised 

approach could involve a model that analyzes the 

text within documents to identify overlaps 

between applicants’ resumés and the job 

description in question, without using any 

training data. A supervised approach could 

involve training the model to learn from known 

hiring outcomes. The training process would 

determine which sections of the resumé are better 

predictors of the actual hiring outcome. A 

supervised model would likely yield more 

accurate matches than an unsupervised model, 

but it would also be prone to the risk of bias in the 

training data (e.g., human bias in historical hiring 

outcomes). In this case, comparing the results of 

supervised and unsupervised models could help 

isolate and uncover the potential impact of bias 

within the training data. 

 

2.2 Evaluating the Data for Balanced 

Representation  

As outlined above, familiarity bias arises when 

there are varying degrees of familiarity toward 

subsets of the population. In AI systems, this 

occurs when groups do not have similar (or 

sufficient) representation in the training data. 

Generally, fewer data points from under-

represented groups will correspond to reduced 

familiarity and higher error rates, as described in 

the case of university admissions. Such errors can 

be further magnified in AI systems, because 

algorithms will optimize for groups with greater 

representation at the expense of minority groups 

[xxi]. The AI system expects the behavior of the 

dominant group from the under-represented 

groups, ignoring their differences, which further 

increases the error rates for these groups. These 

errors translate into biased feedback loops and the 

disproportionate rejection of equally qualified 

individuals from the under-represented groups.  

  

In practice, there are other operational limitations 

that further work against these minority groups. 

For example, widely used adverse impact tests 

(see section 3.1 below for more detail) are often 

limited to large and well-defined groups. This is 

because data collection for these groups is less 

expensive, sufficient data points are more readily 

available for statistical analysis, and there is a 

greater need for testing since there are more 

significant operational, legal, or reputational risks 

attached to negative outcomes for these groups. 

Additionally, impact tests require accurately 

labelled demographic data, which is more readily 

available for larger groups (e.g., gender) and 

more challenging to acquire for smaller groups 

(e.g., most ethnicities). Because of these 

limitations, the under-represented groups that are 

mostly impacted by the familiarity bias are also 

omitted from adverse impact testing, which aims 

to detect such biases. As a result, the magnitude 

of the bias remains unknown, and no actions are 

taken to mitigate it. 

  

For these reasons, outcome tests, such as those 

assessing adverse impact, are ineffective or 

inapplicable when addressing familiarity bias in 

practice. Instead, AI designers should aim for 

equal treatment by ensuring that all subsets of the 

population are sufficiently represented in the 

training data. There are a variety of methods and 

techniques available to analyze imbalance within 

training data [e.g., xxii, xxiii, xxiv, xxv, xxvi, 
etc.]. 

 

However, the evaluation of training data is not a 

purely technical activity. Training data should be 

a sample that is representative of the entire 

population. As in any sampling, the process 

should be examined to ensure it leads to correct 

representation of all population segments. This 

process should be randomized, particularly for 

sensitive use cases. For instance, face detection 

models employed by law enforcement should be 

trained and validated on a set of images that have 

been randomly selected from the entire 

population.  

  

Self-reinforcing feedback loops also need to be 

addressed – particularly where sampling and 

group representation are concerned. In such 

cases, training data must be scrutinized before it 
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is used in AI modeling. Otherwise, there is a risk 

that familiarity bias from existing human or AI 

processes is magnified by the further exclusion of 

under-represented groups from the training data, 

exacerbating unfair outcomes.  

  

If it is not possible to establish balanced training 

data, then AI designers can use various bias 

removal techniques to amplify the effect of 

under-represented groups [xxvii]. Bias removal 

techniques generally tweak the data, the models, 

or the end results to achieve desired patterns [7]. 

While these techniques may reduce the effect of 

bias, they often have negative side effects, such 

as diminishing AI’s predictive accuracy [xxviii]. 
Therefore, for sensitive applications (e.g., 

employing AI in criminal sentencing), we 

recommend obtaining additional observations to 

make the training data representative of the 

population, rather than using bias mitigation 

techniques.  

  

Achieving unbiased and balanced representation 

in training data should be considered a critical 

element of AI development for several reasons: 

• It is an important step toward the principle of 

equal treatment of individuals. 

• It not only reduces the risk of bias, but also 

improves the solution’s predictive accuracy 

(whereas many other methods for achieving 

fairness come at the expense of accuracy).  

• It addresses the root cause of bias and fixes 

the flaws in the data at the source, before the 

data is used by the AI system.  

• It does not require the designer to tweak the 

model or algorithms to remove bias. 

• The evaluation of training data and its 

sources is model-agnostic; the data only 

 
7 Referred to as pre-processing, in-processing, or 
post-processing techniques.  
8 Equal opportunity laws for housing, employment or 
credit may be extended to marketing or advertising 
of such products or services. 
9 There has been growing regulatory effort to limit 
the use of sensitive data even for low-impact 
applications. For instance, there has been new 
limitation on the use of intimate browsing history for 
digital advertising. These efforts are generally 
motivated by privacy rather than fairness. [see 

needs to be examined once and then it can be 

used for various applications.  

  

2.3 Controlling the Features in the Data 

When AI predicts an outcome for an individual, 

it is essentially relying on the historical outcomes 

of people with similar attributes. For example, an 

AI will reject a new customer’s loan application 

if the data shows that applicants with similar 

attributes did not repay their loans. Therefore, 

both the accuracy and fairness of the predictions 

directly depend on how the similarity between 

individuals is measured. This measurement is 

achieved during a critical step in model 

development called feature selection, which 

determines which attributes, factors, or variables 

are passed to the AI system during its training 

process.  

 

Feature selection can directly impact AI fairness 

and should therefore be considered a vital part of 

model development, particularly for sensitive use 

cases. For the sake of fairness, the similarity of 

individuals (and consequently the predicted 

outcome) should not be determined by attributes 

such as age, race, or gender. Instead, features that 

describe the merits and qualifications of 

individuals in relation to the desired outcome 

should be used.   

  

Generally for AI development, all data is 

perceived as potentially valuable, and therefore 

may be considered for use. For low-impact use 

cases, models can include many different features 

to help maximize their predictive accuracy. For 

instance, in digital advertising, a broad range of 

attributes including age, gender, and sexual 

orientation may be considered to predict 

behaviors [8, 9, 10].  

Cookies policy. European Commission. 
https://ec.europa.eu/info/cookies_en#thirdpartycoo
kies. Accessed 14 February 2022, and Ultimate Guide 
to EU Cookie Laws. Privacy Policies. 
https://www.privacypolicies.com/blog/eu-cookie-
law/ (2021). Accessed 14 February 2022.]  
10 In some cases, targeting advertising to certain 
demographics has caused major ethical concerns 
[see Tobacco is a social justice issue: Racial and 
ethnic minorities. Truth Initiative. 
https://truthinitiative.org/research-

https://ec.europa.eu/info/cookies_en#thirdpartycookies
https://ec.europa.eu/info/cookies_en#thirdpartycookies
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On the other hand, for high-impact application 

areas, feature selection depends on fairness as 

well predictive accuracy. Controlling or limiting 

input data for fairness reasons may compromise 

accuracy (see section 4.2 below for more 

information on trade-offs between fairness and 

accuracy) [xxix]. However, this is a 

recommended practice for sensitive areas, such as 

recruitment and mortgage lending, where fairness 

is a priority. 

  

Feature selection from a fairness perspective 

cannot be an entirely automated process. It 

requires human judgment to examine the role of 

each feature, determine the desired trade-off 

between accuracy and fairness, and take into 

account various operational, legal, and 

reputational considerations.  

 

It is generally accepted that the demographic 

attributes, as well as their proxies, should be 

excluded from AI systems. However, identifying 

the proxies is not straightforward. It is common 

practice to treat any feature with a strong 

correlation with demographic attributes as a 

proxy. In our view, this is incorrect. To clarify 

this point, consider the example of HR, where 

certain skills may correlate with age or gender, or 

in consumer lending, where income may 

correlate with race. In each of these cases, the 

correlated features are eligible for use by AI tools, 

as they describe individuals’ observed merit and 

qualifications in relation to the target outcome. 

 

Therefore, the AI designer should consider the 

features’ relevance to the AI’s purpose. If the 

features are directly relevant to the system’s 

purpose, they should not be removed, even 

though they correlate with demographic 

attributes. In recruitment, examples of such 

features include skills, education, and experience. 

In credit risk modeling, they include financial 

metrics such as income, debt, and credit 

utilization.  

 

 
resources/targeted-communities/tobacco-social-
justice-issue-racial-and-ethnic-minorities (2017). 
Accessed 14 February 2022, and Apollonio, D.E., 

To further clarify this point, consider “postal 

code” as a feature. In countries with a history of 

racial segregation, such as the U.S. and South 

Africa, postal codes often correlate with race. 

Therefore, this feature should be excluded from 

many AI applications such as credit risk 

modeling, where it does not directly relate to the 

tool’s purpose (i.e., there is no reason to believe 

that a postal code by itself may influence an 

individual’s credit risk). However, postal code 

may be used in other AI applications, such as 

flood or fire risk models. In these cases, the 

feature is directly relevant to the AI’s purpose and 

therefore it is eligible to be used, its correlation to 

race notwithstanding.  

  

While the above guidelines should be adopted as 

common practice in AI development, different 

approaches may be taken for more advanced AI 

systems, where deliberately including certain 

demographic attributes would improve predictive 

accuracy and reduce bias.  

  

Consider the case of credit scoring models. Credit 

history length is commonly used as a feature in 

such models, where fewer years of history 

translates into a lower credit score. However, this 

feature carries different meanings for different 

subsets of a population. While a short credit 

history would carry negative implications for an 

adult who has spent their entire life in that 

country, it may only represent the number of 

years that an immigrant has lived there. In this 

case, adding the years of residency as a new 

feature to the model would benefit predictive 

accuracy while mitigating bias. 

  

This approach may also be relevant to other use 

cases. For example, in employee attrition 

prediction, commute times may be considered for 

inclusion in the model, because this feature may 

impact employees’ perceptions of their working 

lives. However, this feature may not impact all 

individuals in the same manner. For instance, 

younger employees may have a higher tolerance 

level for time spent away from home. Therefore, 

including attributes such as age in an attrition 

Malone, R.E.: Marketing to the marginalized: 
tobacco industry targeting of the homeless and 
mentally ill. Tobacco Control 2005;14:409-415] 
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prediction model may both improve accuracy and 

reduce bias in outcomes.  

  

There are other advanced modeling techniques 

that require the inclusion of demographic 

attributes. These models rely on demographics to 

achieve certain definitions of fairness in 

outcomes (e.g., similar error rates among groups). 

This is achieved by modifying the core algorithm 

to co-optimize accuracy and fairness at the same 

time. In this case, the definition of fairness is built 

into the algorithm itself. This offers a robust 

approach which avoids suboptimal combinations 

of accuracy and fairness (see section 4.2 below on 

the Pareto frontier for more details).  

  

Generally, any method that allows demographic 

attributes as an input should be used cautiously. 

AI designers should be equipped to fully examine 

and analyze the impact of each attribute on the 

model’s accuracy and bias. The benchmark data 

that is used to measure accuracy and fairness 

should itself be reliable, accurate, and unbiased. 

The sources and the process of data collection 

should be scrutinized. Furthermore, training data 

should be checked to ensure a proper 

representation of the entire population. These 

safeguards should be adopted with greater 

attentiveness when demographic attributes are 

allowed into the model, since the model will no 

longer be blind to these attributes and this may 

result in the principle of equal treatment being 

violated.  

 

Finally, it should be noted that in some 

jurisdictions, the use of demographic attributes is 

not permitted, regardless of the impact on 

accuracy or bias. For example, the European 

Union prohibits the use of gender in calculating 

car insurance premiums [xxx], despite evidence 

suggesting that women tend to be safer drivers 

 
11 For instance, there are commercial AI solutions for 
inferring demographic attributes such as gender, 
ethnicity, and country of origin, by using first name, 
last name, and postal code [see Namsor, name 
checker for gender, origin and ethnicity 
classification. https://namsor.app/] 
12 Certain use cases will involve correlated features 
that are not representative of individual’s merit. In 
facial recognition, for example, features such as skin 

[xxxi]. In some other cases, it may be considered 

morally unacceptable to use demographic 

attributes, even if they are functionally and 

statistically relevant [xxxii]. For example, racial 

profiling by law enforcement [xxxiii, xxxiv] is 

unacceptable on moral grounds, regardless of 

whether it has a functional outcome.  

 
2.4 Considerations Around Equal Treatment 

Some people believe that equal treatment 

approaches, and in particular controlling features 

in the data, are ineffective. Their argument is that 

when AI knows everything about individuals, it 

can infer their demographic attributes even when 

these attributes are not directly provided to the 

model [xxxv, xxxvi]. In principle, this is true 

[11]. However, this criticism is irrelevant when 

models use only limited features that are directly 

relevant to the solution’s purpose – an approach 

recommended for high-impact applications. This 

method is different to general-purpose AI, where 

a model considers all available data to be 

potentially useful.  

 

Furthermore, correlations between outcomes and 

demographic groups should not be confused with 

a scenario where demographic attributes are 

inferred by the model. Technically, such 

correlations in the outcomes may be simply a 

reflection of the corresponding correlations 

between the relevant features and the 

demographic groups. As described earlier, the use 

of features correlated with demographics is 

common, and may be justified when these 

features reflect attributes or qualifications 

relevant to the tool’s purpose [12]. For example, 

postal code is a relevant and justified feature for 

fire and flood risk models (but not for credit risk 

models). In some places, this feature correlates 

with ethnicity or age. This would be reflected in 

tone and hair length correlate with gender and 
ethnicity [see Wehrli, S., Hertweck, C., Amirian, M. et 
al. Bias, awareness, and ignorance in deep-learning-
based face recognition. AI Ethics (2021). 
https://doi.org/10.1007/s43681-021-00108-6]. For 
such use cases, feature control would not be 
effective and the focus should be on other 
measures, such as evaluating the data for balanced 
representation.  
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an outcome which will also correlate with these 

attributes. It should be noted that equal treatment, 

or controlling features in the data, does not aim to 

enforce equality (e.g., statistical parity) across 

groups [13] (for more information, see section 

3.2 below on conditional statistical parity). 

 

The primary limitation of the equal treatment 

notion is that it is inherently open-ended and does 

not have a verifiable target. It consists of various 

quantitative and qualitative measures within AI 

design and development. However, the goal of 

treating everyone the same cannot be tested and 

validated quantitatively. In other words, although 

the measures described here provide important 

benefits, they cannot guarantee that equal 

treatment is in fact achieved. To mitigate this 

limitation, we recommend complementing the 

measures of equal treatment with quantitative 

tests on model outcomes (e.g., conditional 

statistical parity or equal accuracy). This is 

described in section 5 below on practical 

guidelines.   

  

Despite this limitation, equal treatment is a 

powerful approach to pursuing fairness. Many of 

the measures described here can be implemented 

regardless of group definitions, and can therefore 

benefit various groups, sub-groups, and 

individuals. Equal treatment mitigates bias by 

addressing its root cause at the source. It aims for 

fairness by design, rather than seeking it after the 

fact (e.g., in statistical parity). The focus is on the 

input, training data, and feature selection – 

independent of the modeling techniques, outcome 

structure, or tool’s purpose. As a result, these 

methods are applicable to a wide range of AI 

solutions. For these reasons, the benefits of this 

notion far outweigh its limitation. We 

recommend regarding equal treatment as a 

foundational principle in AI fairness.  

  

3. THE “EQUAL OUTCOME” NOTION 

OF FAIRNESS 

  

 
13 Some confusion in the field arises from the 
expectation that controlling features in the data 
should “guarantee statistical parity” [see Dwork, C. 
et al.: Fairness through awareness. ACM Digital 

The notion of “equal outcomes” aims to establish 

specific patterns in AI outcomes that are 

perceived to be fair. Inherently, this approach is 

more quantitative and verifiable than the notion 

of equal treatment. Many of the tests for equal 

outcomes can be performed regardless of the 

processes or models used for generating the 

results.  

  

In principle, the notion of equal outcomes can be 

applied to individuals or groups, which means 

that the expected or fair patterns in AI outcomes 

should be defined at the individual or group level. 

In practice, most existing techniques for ensuring 

equal outcomes are developed and deployed at 

the group level only (i.e., to assess fairness across 

pre-defined groups, rather than between 

individuals). Group definitions can vary case by 

case. In some jurisdictions, there are legal 

protections banning discrimination against 

certain groups, such as people of a certain age, 

gender, ethnicity, or religion, or those who have 

a disability [see xxxvii, xxxviii, xxxix, xl, xli, 

xlii, xliii, xliv]. Consequently, many 

organizations test their models for bias against 

these groups.  

  

3.1 Statistical Parity 

Statistical parity tests (also referred to as 

demographic parity, adverse impact or disparate 

impact tests) requires that AI outcomes are 

equally distributed across groups. For this 

purpose, the results are aggregated and compared 

across groups, typically using statistical tests. The 

tests can be applied directly to the numerical 

scores generated by an AI, or on the categorical 

decisions derived from the scores (e.g., whether 

the score is higher than an acceptance threshold). 

Additionally, the decisions can be tested as 

counts or proportions e.g., how many or what 

percentage of the individuals from each group are 

accepted.  

  

To conduct statistical parity tests, an organization 

must set pre-defined tolerances for differences 

between groups. For example, some U.S. federal 

Library (2012). 
https://dl.acm.org/doi/10.1145/2090236.2090255]. 
For more information, see section 4.1 below on the 
mutual incompatibility of fairness. 
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agencies follow a guideline stating that the 

selection rate for any given group should not be 

less than 80% of the group with the highest 

selection rate. This is referred to as the “four-

fifths rule” [xlv, 14]. These tests are typically 

conducted according to regulations.   

  

Statistical parity has certain advantages. It is the 

simplest test of fairness, as it requires only a 

limited amount of information (i.e., AI outputs, 

which are almost always available). Therefore, it 

generally applies to a vast range of AI solutions 

(as well as manual procedures). It does not 

require scrutinizing the input data, the model, or 

the underlying process or assumptions for 

obtaining the results. It is purely quantitative and 

objective, and does not require human judgment. 

Therefore, the results can be easily interpreted by 

audiences with varying levels of expertise.  

  

Due to its simplicity, statistical parity is the most 

widely used test of fairness. It is also accepted 

and recommended by policymakers and 

regulators. However, it also suffers from several 

weaknesses: 

 

• Limited insight into the fairness of AI 

systems. Statistical parity focuses on one 

particular definition of fairness (i.e., equal 

distribution in results), and evaluates it for 

certain, predefined groups at aggregate level. 

There is limited flexibility around the 

definition of these groups, as designers 

require reliable data on demographic 

attributes such as age and gender. In practice, 

this approach cannot be applied to any group 

where attributes are not known (e.g., 

religious beliefs) or not available for the 

analysis (e.g., race or ethnicity in most cases). 

In practice, the test is only applied to a small 

subset of the legally protected groups 

(usually gender), ignoring other groups (for 

more information, see section 2.2 above on 

the operational limitations of evaluating the 

representation of minorities in training data). 

 
14 There is also legal precedent in the U.S. where the 
four-fifths rule is rejected, and the expectation is for 
zero difference between groups. 

• Possible negative impacts on 

disadvantaged groups. Although statistical 

parity tests fail to cover most disadvantaged 

groups, the methods of satisfying them may 

negatively impact these groups, because the 

tests do not consider how the equal outcomes 

are achieved. If organizations optimize AI 

solutions to enforce the desired pattern for 

certain groups, other groups may achieve 

worse outcomes. This has the opposite effect 

of equal treatment measures (e.g., 

scrutinizing data sources, testing for self-

reinforcing feedback loops, and controlling 

the features), which seek to benefit all 

individuals and subsets within the 

population. 

• Possible manipulation of AI models. To 

ensure equal outcomes across all groups, an 

AI designer can tweak their model to favor 

one group over another, intentionally 

violating the principle of equal treatment. 

These manipulations involve accessing and 

using the group attributes, further violating 

equal treatment. Furthermore, any such 

manipulation will likely negatively impact 

the model’s utility and accuracy (for further 

information, see section 4.2 below on the 

Pareto frontier). In practice, the narrow focus 

of statistical parity can undermine broader 

notions of fairness, negatively affecting 

individuals and groups that are not included 

in the test.  

• Failure to account for individuals’ merit 

or qualification. Statistical parity ignores the 

features and attributes of individuals 

altogether. The expectation of achieving 

equal outcomes is only plausible in one of the 

two scenarios: a) individuals’ qualifications 

are irrelevant to the outcome, and b) the 

different groups have the same qualifications. 

The first scenario is rare and the second one 

is unrealistic. To demonstrate this, consider a 

hypothetical model that relies entirely on a 

single feature (e.g., using income to 

determine credit risk). For the model to 

generate the same outcomes (risk scores) 

https://caselaw.findlaw.com/us-6th-
circuit/1073540.  

https://caselaw.findlaw.com/us-6th-circuit/1073540
https://caselaw.findlaw.com/us-6th-circuit/1073540
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across different groups, it is not sufficient for 

all groups to have identical average or 

median incomes. Rather, all groups must 

have the same distribution of income, 

because any variation (e.g., in skewness or 

the tails of the distribution) could result in a 

corresponding difference in the scores. Any 

realistic model would employ numerous 

features as inputs. Therefore, all these 

features must have the same distribution 

across all groups to justify the expectation of 

statistical parity. This is practically 

impossible. In fact, the test of statistical 

parity would be violated by a perfect model. 

Such a model would make no mistakes in 

predicting individuals’ performance. Yet it 

would not generate equal results when the 

features (merits) are not the same.  

 

For the reasons described above, the test of 

statistical parity (or adverse impact) is flawed and 

ineffective for the evaluation of fairness [xlvi]. 

Despite these shortcomings, the simplicity and 

apparent interpretability of the approach means 

that it has been widely adopted by regulators and 

policymakers in many jurisdictions. In fact, it is 

widely relied on by practitioners and organization 

leaders as the primary test of AI fairness. 

Allowing a pre-set tolerance for differences in 

outcome (e.g., the four-fifths rule [xlvii]) may be 

an attempt to address the flaws of statistical 

parity. While allowing such tolerances would 

make the equal outcome approach more realistic, 

the limits are arbitrary and not rooted in a 

scientific approach or the actual qualifications of 

the groups in question (for more information, see 

section 4.2 below on the Pareto frontier). The 

allowed tolerance may be too high or low for a 

given situation, making the result of the fairness 

test similarly arbitrary. 

To overcome the inherent flaws in the statistical 

parity approach, fairness can be examined using 

“conditional statistical parity” [xlviii]. This 

approach accounts for the merit of individuals 

within different groups. When there are known 

differences in the merits, the model allows 
corresponding differences in the outcomes. The 

size of these differences is determined by 

statistical tests on some of key features describing 

the relevant merits. For example, in recruitment, 

statistical parity can be conditioned on features 

such as skills, education, and relevant experience. 

The test expects similar scores for individuals 

with a similar level of qualifications. Then the 

results reveal the impact of other unknown or 

undesired factors on the outcome, such as the tone 

of the language in the resumé.  

Since conditional statistical parity accounts for 

merits, it can deal with unequal base rates among 

groups. Unlike simple statistical parity, it permits 

a perfect model as a viable option. It is also 

compatible with, and a complement to, the 

measures described in section 2 on “equal 

treatment”.  

3.2 Equal Accuracy  

The notion of equal accuracy (also known as 

equalized odds) requires that AI solutions work 

the same way for all groups. Specifically, the 

difference between predicted and actual 

outcomes should be similar between groups. This 

is achieved by defining, measuring, and 

comparing prediction error, and ensuring that the 

type and the level of errors are the same (or 

similar) across groups.  

 

To measure and compare error rates, 

organizations must select a specific definition of 

accuracy. Depending on the use case, accuracy 

can be defined in various ways. The most 

common definitions used for equal accuracy are 

rates of false positives or false negatives. It is 

possible to compare and monitor both errors 

across groups. However, AI models (or other 

processed) cannot be tuned to minimize both 

errors at the same time [xlix, l] (for more 

information, see section 4.1 below on the mutual 

incompatibility of fairness).  

In addition to the definition of accuracy, the 

notion of equal accuracy requires reliable 

“actuals” data to be used as a benchmark in error 

calculation. This data is not always available. 

Many of the challenges around evaluating 

training data (described previously) apply to the 

actuals data used to measure accuracy. Although 

these issues may be less important when tuning 

the model for accuracy, they are important in 

evaluating fairness – particularly when the 

perceived actuals are influenced by the output of 
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the AI process itself. When this occurs, there is a 

risk of a self-reinforcing feedback loop and bias 

in the data. (For more information, see the 

examples of feedback loops described above.)  

There are also many AI use cases that do not have 

reliable actuals. Perhaps the most common 

application of AI in HR is matching candidates’ 

resumés with job descriptions. This is a high-

impact application where the evaluation of 

fairness is necessary. However, in such cases, 

there are no actuals or benchmarks available to 

show correct matches. This means that the equal 

accuracy approach has limited applicability in 

this case. 

When applicable, equal accuracy is a robust and 

powerful notion of fairness. It is quantifiable and 

verifiable. It is compatible with the principles of 

data science and AI development. In fact, the 

models can be tuned to produce similar error rate 

across groups. This can be achieved by co-

optimizing accuracy and bias (defined as the gap 

in the error rates between different groups). It 

ensures that the solution works the same way for 

all groups, and is compatible with the notion of 

equal treatment. In most cases, AI designers can 

seek both notions of equal treatment and equal 

accuracy at the same time. Most importantly, 

equal accuracy does not suffer from the flaws of 

statistical parity. It can deal with unequal base 

rates between groups and, unlike statistical parity, 

it permits the perfect model as a valid option.  

 

4. FAIRNESS TRADE-OFFS 

 

4.1 Mutual Incompatibility of Fairness 

There is an inherent incompatibility among 

different notions of fairness. Generally, equal 

treatment and equal outcome cannot be satisfied 

at the same time. When there is a difference in 

group qualifications, equal treatment leads to a 

corresponding difference in outcomes (violating 

statistical parity). Similarly enforcing equal 

outcomes would require favoring one group over 

another, violating the principle of equal 

treatment.  
 

Incompatibility also exists within the different 

notions of equal outcome (statistical parity vs. 

equal accuracy). Achieving equal accuracy does 

not lead to statistical parity and vice versa. 

Consider credit risk modeling, where different 

groups have varying historical default rates on 

their loans. Achieving equal accuracy on the risk 

of default requires different scores, and 

generating equal scores translates into unequal 

errors for the groups.  

This incompatibility exists even within the same 

notion of fairness (e.g., equal accuracy), 

depending on which accuracy metrics are used. 

The most common metrics used for this purpose 

are false positive and false negative rates. There 

is mathematical proof that, except in highly 

constrained special cases, equal rates for these 

two metrics cannot be achieved simultaneously 

[li, lii].  

Because of these incompatibilities, identifying 

the proper notion of fairness for any application 

requires human judgment. The pros and cons of 

each approach described here should be used as a 

guide for this purpose. Practically, many of the 

measures for equal treatment can be used along 

with equal accuracy or conditional statistical 

parity. The focus of equal treatment is on the 

evaluation and validation of the input data, 

mitigating the causes of bias at the source. While 

equal accuracy can be achieved through co-

optimizing accuracy and error in the AI 

algorithm, for any given input data. In fact, the 

benchmark data used to measure accuracy should 

be evaluated using the same methods described in 

equal treatment (e.g., evaluated for risk of bias, 

unbalanced representation, or self-reinforcing 

feedback loops). These considerations make a 

strong case for a holistic approach to examining 

data used for AI modeling.  

On the other hand, it is not possible to reconcile 

the incompatibilities of statistical parity with 

other notions (conditional statistical parity, equal 

accuracy or equal treatment). Statistical parity 

inherently relies on a different principle to equal 

treatment. The only scenario where these two 

approaches are compatible is where all groups 

have the same distribution of features or 

qualifications. As described earlier, this is not 

realistic. Statistical parity is also at odds with 

equal accuracy. These approaches anticipate 

different patterns in outcomes and seek to verify 
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these patterns through quantitative, statistical 

tests. Naturally, the tests cannot be satisfied for 

both. 

4.2 Fairness vs. Accuracy Trade-Offs 

Fairness is not an independent aspect of AI. As 

outlined in section 2 above on “equal treatment”, 

certain measures can improve both the accuracy 

and fairness of AI solutions. Examples include 

scrutinizing training data for the risk of bias, self-

reinforcing feedback loops, or unbalanced 

representation. Other measures, such as 

controlling the features in the data, may 

compromise predictive accuracy. In this case, the 

impact of each feature on model accuracy can be 

isolated and quantified, helping AI designers 

understand the cost and benefits of including 

certain features in their models. The combined 

effect of the measures for equal treatment may 

increase or decrease overall predictive accuracy, 

but it would likely lead to improved accuracy for 

under-represented or historically disadvantaged 

individuals.   

 

Demanding equal outcomes across groups, on the 

other hand, will always come at the cost of 

reduced predictive accuracy [liii, liv]. Optimizing 

AI models for the outcome of certain groups 

negatively impacts other groups. This reduction 

in predictive accuracy should not be taken lightly, 

because it results in a model rejecting qualified 

individuals and accepting unqualified ones. 

Therefore, accuracy not only impacts the 

solution’s utility, but also leads to unfair 

outcomes at the individual level. Consider a 

randomized outcome which is unfair to qualified 

candidates yet delivers equal outcomes 

(statistical parity) at a group level.  

  

Enforcing statistical parity in a realistic 

environment, with unequal base rates among 

groups, requires the violation of the equal 

treatment principle. This can be done through 

various methods. Since this notion does not 

require an AI designer to understand the causes 

of differences between groups, they may leave 

the causes unchanged and instead achieve the 

target patterns through arbitrary manipulation of 

their models (e.g., by removing any feature that 

correlates with the target groups). Such 

interventions could significantly impact the 

solution’s utility and predictive accuracy, and 

lead to suboptimal trade-offs below the Pareto 

frontier (see below). 

  

Equal accuracy requirements are typically 

achieved through more methodical means. For 

instance, an AI designer can adjust the model’s 

core algorithms to co-optimize accuracy and 

fairness (error gaps). This means that the 

algorithms determine the highest level of 

accuracy that can be achieved for any given level 

of unfairness. These results can be plotted in the 

form of a convex curve, called the Pareto frontier 

[lv]. The Pareto frontier is a powerful tool for 

understanding the cost of fairness in terms of 

accuracy reduction. It helps AI designers find the 

right balance between fairness and accuracy for a 

given application.  

 

 
 

Figure 5: Illustration of the Pareto frontier for AI 

fairness. 

 

It should be emphasized that the trade-off 

between accuracy and fairness always exists, 

even when it is not quantified and visualized in 

the Pareto frontier. The frontier simply reveals 

the reality of AI systems (or any other 

probabilistic decision-making system). For any 

given system, it is not possible to optimize the 

accuracy-fairness combination beyond this limit.  

  

The Pareto frontier allows us to define the role of 

human judgment in setting fairness targets. While 

AI systems can calculate all optimum 

combinations of accuracy and fairness, it is the 

job of human decision-makers to understand the 

possible trade-offs, evaluate the pros and cons of 

each option, and make informed decisions as to 

which combination is a reasonable balance 
between these factors. In the absence of an 

informed decision, organizations will end up 
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choosing an arbitrary point either on the frontier 

or most likely below it (i.e., a suboptimal trade-

off between accuracy and fairness). 

  

This is currently the case for the practical 

guidelines for adverse impact tests [lvi]. These 

guidelines define an arbitrary tolerance level for 

unfairness (typically the aforementioned four-

fifths role, which permits a 20% gap in observed 

outcomes). In addition to other fundamental 

issues regarding statistical parity and the method 

of achieving it, arbitrary tolerances are contrary 

to the concept of the Pareto frontier and the 

realities that govern probabilistic decision-

making processes.  

  

5. SUMMARY AND PRACTICAL 

GUIDELINES 

 

The choice of methods used to mitigate bias and 

evaluate fairness in AI systems depends on 

various factors, such as the maturity of the 

development team, the solution complexity, the 

application area, local regulations, and the 

stakeholders’ risk tolerance. In general, it is 

important to focus on measures of equal 

treatment as the primary notion of fairness. 

Training data should be scrutinized to understand 

the presence of bias and ensure proper 

representation of smaller subsets within the 

population. These measures improve accuracy, 

reduce bias, address fairness at both individual 

and group levels, and deliver a robust solution.  

  

When AI is developed for sensitive application 

areas, the solution inputs should be examined and 

controlled. Sensitive attributes such as 

demographic attributes and their proxies should 

be excluded from the model. Proxies should be 

determined using human judgment, based on 

their relevance to the solution’s goals rather than 

their correlations to demographics. Models 

should include relevant features that describe 

individuals’ true merit – regardless of their 

correlation with demographics.  

  

Once the measures for ensuring equal treatment 

are in place, relevant outcome tests can be used to 

evaluate the gaps between the target groups. 

Equal accuracy is the most powerful test for 

outcomes. When reliable and unbiased 

benchmark data is available for accuracy 

measurement, the method has few drawbacks. 

The Pareto frontier concept should be adopted, 

along with accuracy tests to determine the 

acceptable level of difference between groups. 

When equal accuracy is applicable, no other 

outcomes test is necessary. 

  

When equal accuracy is not applicable (e.g., due 

to a lack of reliable benchmark data), conditional 

statistical parity is an alternative. This method 

requires only the primary features used as inputs 

along with the final outcomes. Therefore, it can 

be adopted when accuracy cannot be quantified. 

Informed decisions should be made regarding the 

acceptable level of difference between groups. 

This is particularly important for conditional 

statistical parity, because it is not conditioned on 

all the relevant features, so some level of 

difference will be inevitable.  

  

Simple statistical parity (or adverse impact tests) 

should only be considered as a last resort, when 

no other methods are applicable. This test is 

weak, and ineffective in correctly measuring bias 

in AI systems. When differences are observed 

using adverse impact tests, it is unclear whether 

they reflect different base rates among groups or 

indicate bias in the solution. Therefore, statistical 

parity can only be used as a “sufficient” and not a 

“necessary” condition for fairness. For all other 

scenarios, practitioners, organization leaders, and 

policymakers should transition away from 

adverse impact testing and adopt more 

sophisticated approaches.  

 

If the AI designer’s chosen outcome tests are not 

satisfied, they should examine the root cause of 

the observed difference, rather than arbitrarily 

tweaking their models to enforce the desired 

pattens. It should be reemphasized that outcome 

tests only provide limited visibility into the 

solution’s fairness (e.g., the aggregated 

difference between certain groups included in the 

test). Manipulating models to achieve desired 

patterns for these groups will come at the expense 

of other groups, sub-groups, and individuals. It 

also leads to suboptimal solution on the Pareto 

frontier, and compromises the solution’s 
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accuracy and utility. In turn, lower accuracy 

reduces fairness at an individual level. 

 

A methodical approach toward closing the gap 

between groups involves revisiting the measures 

of equal treatment (e.g., examination of input 

data, representation of groups, self-reinforcing 

feedback loops, and feature selection). In certain 

cases, and when legally permitted, the AI 

designer may deliberately include certain 

demographics in the model to close the gaps at 

the group level (as in the example of using 

commute times to predict attrition). The inclusion 

of demographics in the model also enables the co-

optimization of fairness and accuracy. These 

advanced techniques should only be employed by 

sophisticated developers who can fully examine 

the impact of such attributes on accuracy and 

bias. 
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