
Essays on Hybrid Modeling of Machine Learning Algorithms
and Financial Time Series Models

by

Yi Luo

A thesis submitted to the Economics Department
at Lancaster University for the degree of

Doctor of Philosophy in Economics

June, 2022



When youth departs, may wisdom prove enough.

I dedicate this thesis to my grandfathers Mr. Shijie Luo and Mr. Yongfa Chen who
have strong faith in my talent and capabilities. I also dedicate this thesis to those who
love me and help me throughout the path.

谨以此文纪念我的祖父罗世杰先生，我的外祖父陈永发先生，感谢你们无条件信

任我的天赋与能力。我也将此文献给所有爱我和帮助过我的大家。

i



Declaration

I declare that this thesis is my own work and has not been submitted for the award
of a higher degree elsewhere. This thesis contains no material previously published or
written by any other person except where references have been made in the thesis.

Yi Luo
June, 2022

ii



Essays on Hybrid Modeling of Machine Learning Algorithms and Financial
Time Series Models

Yi Luo
Economics Department, Lancaster University

A thesis submitted for the degree of Doctor of Philosophy in Economics. June, 2022

Abstract

This thesis attempts to model and forecast realized volatility and stock
market tail risk using hybrid models integrating Machine Learning algo-
rithms with Financial Time Series models. One of the advantages of Machine
Learning approaches is that it can well approximate a wide range class of
linear and nonlinear functions, forming the input-output map by learning
the data rather than assuming the data generating process. Traditional
Time Series models, however, focus on reproducing the stylized facts of
target variables through statistical modeling. By hybriding these two types
of models, we find that Machine Learning approaches well complement
Financial Time Series models in variable screening, complex relationship
detection and nonlinearity modeling. In addition, it is found that instead of
using raw data in the Machine Learning algorithms, Financial Time Series
models generate more effective features that significantly improves learning
ability of those algorithms.
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Introduction

Machine Learning (ML) and Deep Learning (DL) techniques are becoming more and
more popular nowadays both in academia and in financial industry. Numerous studies
have been published on ML models with superior performances than classical time
series forecasting techniques. Meanwhile, the widespread application of automated
electronic trading systems coupled with increasing demand for higher yields keeps
forcing researchers and practitioners to continue working on implementing better
models. In the last few years, DL has strongly emerged as the best performing
predictor class within the ML field in various implementation areas. However, both
ML and DL models have been criticized for the ”black box” problem which makes the
results interpretation very difficult since it does not provide any insights about the
resulted input-output map (Lai et al., 2009). Moreover, these approaches suffer from
the overfitting problem and the fantastic training sample performance can be hardly
generalized to the testing sample.

Financial time series models, on the other hand, focus on modeling the data
generating process and stylized facts of target variables. The estimated parameters
of Financial Time Series models carry clear economic explanation and are often easy to
be interpreted. However, one of the problems is that these models usually have good
in-sample fitting but the out-of-sample forecasting performance can be deteriorated
when underlying assumptions are violated. In addition, possible nonlinear relationship
between Financial Time Series and other variables (i.e., macroeconomic variables)
is hard to be modeled through traditional statistical modeling which often requires
complicated data processing before estimation.

In view of these, this thesis attempts to find a path which enables two models
complementing each other and achieving better forecasting performance. The empirical
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application focuses on predicting realized volatility and stock market tail risk. In
particular, Chapter 1 uses statistical modeling to extract periodicity, which is a noisy
factor, in realized volatility and trading volume. By filtering periodicity from trading
volume, the predictability of market activity improves significantly in forecasting future
realized volatility under both linear regression and Machine Learning framework. In
Chapter 2, to better forecast realized volatility, we propose a nonparametric neural
network-based hybrid model which takes components generated from Financial Time
Series models as input variables. The proposed hybrid model significantly outperforms
all benchmark models across all forecasting horizons. Chapter 3 targets at predicting
stock market tail risk using effective low-frequency variables. We propose a new
quantile-based MIDAS model to integrate low-frequency information and the most
important predictors are selected using Machine Learning approach. Our model
achieves the minimum loss in forecasting tail risk. We now provide details of each
chapter as follows.

In Chapter 1, we contribute to the volatility-volume relation literature by
examining the volatility-volume relation from a new perspective. First, we propose
to use the Seasonal-Trend Decomposition Procedure Based on Locally Estimated
Smoothing (STL) to estimate the periodic component in the trading activity. It is fast
and easy to apply. Second, by applying the mixture model and posterior probability
analysis, we jointly model the periodicity in financial return and trading volume,
allowing varying mean and variance of normal distribution. We provide evidence for
Mixture of Distribution Hypothesis at the periodicity level. We find that periodicity
in trading volume is highly correlated with periodic return in the early trading day
while such correlation becomes weaker during the rest of the day. This indicates that
the volatility-volume relation may be time-varying and the failure to account this in
statistical modeling may explain the contradictory results in the empirical literature.
Third, by filtering periodicity from trading volume, the predictability of trading volume
on return volatility is significantly improved under both linear regression and Random
Forest improves significantly. This suggests that the periodicity in trading volume may
be a noisy factor that needs to be carefully handled in investigating the volatility-volume
relation.

In Chapter 2, we propose a hybrid model integrating Neural Networks (NN) with
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Heterogeneous Autoregressive-type (HAR) models to forecast realized volatility. In
addition to the well documented long memory in realized volatility, it has found that
realized volatility subjects to regime-switching and structural breaks which requires
modeling of both self-similarity and nonlinearity. In viewing of this, some authors
suggest to use smooth transition or threshold model. However, these methods require
huge amount of data to determine the number of regimes before estimating the
model and the sample log-likelihood can easily trap in local maxima, leading to
poor out-of-sample performance (Pavlidis et al., 2012). With the development of
computational resources, NN has become increasingly popular in forecasting financial
time series given its superior learning ability. However, it is criticized by lacking
explicit economic interpretation. Another fold of literature therefore focuses on
building the semiparametric HAR-based hybrid models in which NN-based nonlinear
transformation term is added to the original HAR. However, by using the simple
additive combination, this approach may underestimate the relationship between
the HAR components and nonlinear term (Taskaya-Temizel and Casey, 2005). To
overcome the limitations, we propose the nonparametric NN-based hybrid models
which takes various input features generated from HAR-type models. The proposed
model approximates possible linearities and nonlinearities through effective learning
while taking HAR-type components to improve interpretability. The empirical results
show that NN-based hybrid models outperform all other benchmarks in the out-of-
sample forecasting. This indicates that HAR-type components can be served as effective
features in NN structure.

In Chapter 3, a new framework for the joint estimation and forecasting of Value at
Risk (VaR) and Expected Shortfall (ES) is proposed, which incorporates low-frequency
macroeconomic and financial indicators into the quantile-based MIDAS model. Low-
frequency macroeconomic and financial information have been found important in
predicting stock market volatility while is much less exploited in forecasting tail risk.
The reasons might be attributed to the lack of an appropriate framework that deals
with frequency disalignment and an effective variable screening device that selects
the strongest predictors among large numbers of candidate variables. To address
these problems, we propose a new quantile-based MIDAS model in which the low-
frequency information is integrated. By using an innovative Machine-Learning approach
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that maximizes the penalized Asymmetric Laplace (AL) likelihood function with an
Adaptive-Lasso penalty, the most informative variables are selected in a “big data”
setting. The dynamic selection process enables the visualizing of the variable-selection
evolution. In the empirical analysis, three variables (namely, realized volatility, term
spread and housing starts) are consistently selected for most of the rolling windows and
serve to the strongest predictors of future tail risk. Moreover, the average number of
selected variables increases in predicting more extreme tail risk which indicates that
more extreme VaR and ES may rely on additional information. The out-of-sample
backtesting results show that our method passes most backtests with relatively higher
p-values and achieves the minimum loss in the joint forecasting of VaR and ES.
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Chapter 1

The Impact of Periodicity on
Volatility-Volume Relations:
Evidence from Mixture Model

1.1 Introduction

The key of the modern microstructure theory is that trades possess information and
lead to a persistent impact on security price. There are a lot of theoretical and empirical
literature investigating the relationship of volatility and trading volume. Researchers
find it important as the volatility-volume relation possesses information about how the
market participants process the new information and how the market price reacts to
the new information.

In early empirical literature, volatility is mainly measured by absolute returns and
trading volume is mainly measured by number of traded shares under consistent time
intervals. The data used is mainly weekly or monthly returns (Giot, Laurent, and
Petitjean (2010)). However, with the development of high-frequency data, realized
volatility becomes a common proxy of volatility measurement, while trading activity is
classified as trade sizes (i.e., the number of shares per trade) and trade frequency (i.e.,
number of trades). The theoretical models that explain the volatility-volume relation
are classified into three classes: the competitive microstructure model (Glosten and
Milgrom (1985)), the strategic microstructure model (Kyle (1985)) and the mixture
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type of distribution model (Clark (1973)).
Both the competitive and the strategic microstructure models are the extensions

of the Sequential Arrival of Information Hypothesis (Tauchen and Pitts (1983)).
Competitive model indicates that the market makers and individual investors experience
adverse selection problem when trading with informed investors. Due to the different
perception of the importance of the information and the different actions accordingly,
investors who possess better information tend to execute larger-sized trades. Therefore,
competitive models support a positive relationship between the volatility and trade size.
However, the strategic model assumes different behavior of the informed investors. It
assumes that the informed investors tend to stealth themselves by breaking up the
large trades into many smaller transactions (Giot, Laurent, and Petitjean (2010)).
Therefore, the strategic model supports a weaker positive relation between the volatility
and trading size as part of its impact may be transferred into the number of trades.

The Mixture of Distribution Hypothesis (MDH) offers an intuitively appealing
explanation for the strongly positive correlation between return volatility and trading
volume. The MDH is primarily statistical models. Central to the hypothesis is that
the price volatility and trading volume are driven by the same information arrival
rate or news process. Increase in price would be resulted by the unexpected good
news arrival, while the decrease in price is driven by the bad news. As the market
adjusts itself to a new equilibrium, an above-average trading activity would appear
when those events occur (Luu and Martens (2003)). Tauchen and Pitts (1983) raise the
fundamental mixture model where the return and trading volume were jointly normally
distributed and subjected to the same information arrival rate. Andersen (1996) extends
this research by distinguishing the informed and uninformed trading volume among
which only the informed trading volume and volatility are jointly determined by the
information arrival rate. Moreover, many recent empirical literature provide strong
evidence for the MDH and indicate that it is the number of trades rather than the
average trade size reflects the amount of information arrivals. For example, Jones
et al. (1994) decompose the realized variance into continuous component and jumps
component and find that the price volatility is driven by the number of trades under
equal time interval. K. Chan and W.-M. Fong (2000) find that it is the order imbalance
that influences the volatility-volume relation. Giot, Laurent, and Petitjean (2010) find
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that the positive volatility-volume relation is only applied for the continuous component
and both the trade size and order imbalance add no significant explanatory power
beyond the number of trades. Furthermore, R. D. Huang and Masulis (2003) take
trade size into consideration (i.e., large trades and small trades) and find that trade
frequency influences the volatility for large trades while both trade frequency and trade
size affect the volatility for small trades.

Despite the intuitive explanation offered by the MDH, it subjects to certain
limitations. First, it is well documented in the literature that financial return is fat-
tailed rather than normally distributed. Violation of such assumption may explain
the low predictability of trading volume on return volatility. Second, in addition to
information flow variable, both return and trading volume may be jointly affected by
many other factors (i.e., investor expectation and trading preference). In view of this,
the conditional normality can be easily violated if those noisy factors are not controlled.

We contribute to the volatility-volume literature by considering the MDH in a
more micro way. Instead of jointly modeling the return and trading volume, we
model periodicity in both return and trading volume through the mixture model. The
empirical research which provides the evidence for the existence of the intraday returns
patterns can be traced to McInish and Wood (1985) who discover that the return
volatility displays a U-shaped pattern over the trading day. That is, volatility is low in
the middle of the day and high at the opening and closing time during the day. Müller
et al. (1990) demonstrate similar patterns in the foreign exchange market. However,
no rigorous statistical modelling of periodicity factor in financial return process until
the work of Andersen and Bollerslev (1997). They propose a statistical model allowing
periodicity in the high frequency return calculation process and the realized variance
shows clear long memory feature after filtering periodicity. They find that ignoring the
periodicity may distort the relationship between return volatility and microstructural
variables. In other words, return periodicity can be viewed as a noisy factor that
negatively affect volatility estimation and other studies of microstructural relationship.
Their study is extended by Boudt et al. (2011) who finds that periodicity in return
volatility biases existing jump tests and therefore proposes periodicity robust jump test.
Many studies have provided evidence that the volatility changes systematically over the
trading day and such pattern is related to the intraday trading volume variation which

7



indicates that the volatility periodicity should be affected by periodicity in trading
volume. However, to the best of our knowledge, the periodicity in trading volume is
much less exploited and there is lack of statistical investigation on the relationship
between periodicity in financial return and trading volume.

Our contributions are as follows. First, we propose to use the Seasonal-Trend
Decomposition Procedure Based on Locally Estimated Smoothing (STL) to estimate
the periodic component in the trading activity. It is fast and easy to apply. Second,
by applying the mixture model and posterior probability analysis, we jointly model the
periodicity in financial return and trading volume, allowing varying mean and variance
of normal distribution. We provide evidence for MDH at the periodicity level. We
find that periodicity in trading volume is highly correlated with periodic return in
the early trading day while such correlation becomes weaker during the rest of the
day. This indicates that the volatility-volume relation may be time-varying and the
failure to account this in statistical modeling may explain the contradictory results
in the empirical literature. Third, by filtering periodicity from trading volume, the
predictability of trading volume on return volatility is significantly improved under
both linear regression and Random Forest improves significantly. This suggests that
the periodicity in trading volume may be a noisy factor that needs to be carefully
handled in investigating the volatility-volume relation.

The rest of this chapter is summarized as follows. In section 2, we review the relevant
literature. In section 3, we introduce the theoretic models and research methodology.
In section 4, we describe the empirical framework. In section 5, we report and analyze
the empirical results. We conclude in section 6.

1.2 Theoretical background

The volatility-volume relation have been in the central stage for the empirical research
for decades. This is not only because the price changes are clearly caused by the trading
activity but also the relation is of great importance for the asset pricing, portfolio
allocation and risk management. Also, empirical research is still trying to investigate
whether there are other elements that drive the volatility, which is key to the valuation
and prediction. Shahzad et al. (2014) suggest that the market would be more efficient
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and less volatile if the investors are mainly informed investments.
Empirical research on the volatility-volume relation can be traced to Osborne (1959),

who models the price change as diffusion process with variance being dependent on the
number of trades. This may indicate a positive relationship between the absolute price
change and the trading volume. This work is further developed by Clark (1973) and
L. Harris (1989). However, because Osborne assumes the transactions are uniformly
distributed in time, the volume-price issue was not directly addressed.

Early empirical research that focuses on volume-price was conducted by Granger
and Morgenstern (1963). They analyze weekly data of New York Stock Exchange from
1939 to 1961 but find no relation between the price index and the aggregate level of
volume. In 1964, they applied new data which includes daily and transaction data for
individual stocks but still found no relation between the absolute price change and the
trading volume. Although they do not find robust relation between the price change
and trading volume, they do find that there is a positive relationship between the daily
volume and the difference of daily high and daily low. However, T. W. Epps and
M. L. Epps (1976) indicate that the relationship is caused by the distribution of the
price change. The failure of Granger and Morgenstern (1963) motivated Ying (1966) to
further investigate the relationship between price change and trading volume. By using
Standard and Poor’s 500 composite price index and the volume of NYSE traded shares,
Ying (1966) find a positive relationship between the trading volume and absolute price
change. This finding is later supported by Crouch (1970), Clark (1973), Morgan (1976),
Tauchen and Pitts (1983), Rutledge (1979), L. Harris (1989), Lamoureux and Lastrapes
(1990), and Liesenfeld (2001).

The above literature all emphasize the role of the trading size (i.e., trading
volume), with the positive relationship between volume and price change having been
documented for decades. However, many literature start to focus on the explanatory
power of number of trades. By applying daily data of 853 stocks from NASDAQ
Exchange, Jones et al. (1994) find that it is the number of trades or the occurrence
of transactions that drive the volatility rather than the trading size. The trading size
almost has no explanatory power. This finding is later supported by Easley et al. (1997)
and Hasbrouck (1999).

However, K. Chan and W.-M. Fong (2000) argue that it is too early to conclude
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that the trading size has no information content. First, Barclay and Warner (1993)
indicate that the informed trades would prefer medium-sized trades if they want to
disguise their true intention in the market by breaking up trades, in which case the
medium-sized trade class may have the greatest volatility impact and we may not be
able to investigate the role of trading size when using the average trading size. Second,
Jones et al. (1994) only apply data from NASDAQ. Therefore, whether the conclusion is
valid for NYSE is still unknown. It is widely documented that the NYSE has different
market microstructure compared with NASDAQ, which could affect the results. By
applying data from Trades and Quotes (TAQ) database, K. Chan and W.-M. Fong
(2000) classify transactions into three groups, which are small-sized, medium sized and
large-sized trades. Using both NYSE and NASDAQ stocks data, they then regress
the absolute return and the number of trades in those three groups in order to see
if the number of trades has more explanatory power in the specified groups. They
confirm a robust and positive relationship for both trading volume and number of
trades on the volatility in all three groups and two markets. Still, number of trades has
more explanatory power than the trading volume. This finding is further supported by
R. D. Huang and Masulis (2003), Avramov et al. (2006), Izzeldin (2007), Giot, Laurent,
and Petitjean (2010), and T. Wang and Z. Huang (2012).

Despite investigating the explanatory power of trading volume and number of trades,
many literature give attention to other elements that would affect the volatility-volume
relation. For example, Kyle (1985) and Admati and Pfleiderer (1988) examine the role
of net order flow (the absolute value of the difference between the number of buyer-
initiated trades and the seller-initiated trades) or the order imbalance in determining
the volatility-volume relation. In such situation, the market makers may not be able
to distinguish the informed trader and the uninformed trader due to the information
asymmetry. Therefore, they will infer the information from the net flow in order to
adjust the asset price. When there are excessive buying orders, they would revise the
price upward and vice versa. This was later supported by Glosten and L. E. Harris
(1988), K. Chan and W.-M. Fong (2000),and Shahzad et al. (2014).

However, C. C. Chan and W. M. Fong (2006) re-examine the impact of order
imbalance and the explanatory power of market activity on the return volatility. Unlike
their previous studies, they use the realized variance to measure the volatility rather
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than the absolute returns. Again, C. C. Chan and W. M. Fong (2006) confirm that
the realized variance is a more accurate estimator of true latent volatility. Moreover,
they find that it is the number of trades that plays a dominant role in explaining the
volatility. In contrast, neither the trading volume nor the order imbalance adds the
explanatory power significantly beyond the number of trades. Shahzad et al. (2014)
also confirm that the order imbalance plays little role in explaining the volatility-volume
relation.

In conclusion, most of these research belong to the following three categories.
First, some authors investigate the information transmission between geographically
separated financial markets which are trading sequentially. Second, some literature
focus on the lead-lag relation between the financial markets that are trading simulta-
neously. Third, some authors investigate the role of different microstructure variables
in determining the intraday volatility. Our study falls into the third category where we
try to model a noisy factor, periodicity, in both realized volatility and trading volume
and investigate if it has significant impact on volatility-volume relation.

1.3 Methodology

1.3.1 Periodicity estimation in returns

Let ri be the consecutive compounded intraday return observations (i = 1, . . . , DM),
where D is the number of days in our sample period and M is the return interval. After
dividing one trading day into unity, ∆ = 1/M is the sampling frequency, meaning the
time between two consecutive observations. By assuming ri is a random variable with
normal distribution and zero mean, the high frequency return data generating process
is given by,

ri = σiui = pifiui (1.1)

where σi is the standard deviation and can be decomposed into a combination of a
deterministic factor pi and an average volatility factor fi. Moreover, pi is the function
that contains periodic elements such as the day of the week and news announcements
effect. ui is random innovation and ui

iid∼ N (0, 1).
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Therefore, the impact of deterministic factor pi is dependent on the choice of time
horizon. We obtain the time horizon in [0, D] with length τ and [τ/∆] is the groups
of consecutive observations, which is divided by DM observations. According to the
standardization condition that the mean of squared periodicity factor equals to one, for
all i = 1, . . . , DM , we have,

1
[τ/∆]

∑
s∈Ni

p2
s = 1 (1.2)

where the indices s belongs to the collection Ni and stays in the same time horizon as
i.

The returns in Eq.(1.1) is the discrete changes of the consecutive log-price process,
which is subjected to Brownian SemiMartingale diffusion. Therefore, the mean return
in Eq.(1.1) is zero and the volatility function can be divided into two components, which
is slowly time-varying component and a possibly fast periodically varying component.
The former component is modeled as fi while the latter one is the periodicity factor,
which is pi. Following Boudt et al. (2011), when taking jumps into consideration,
Eq.(1.1) can be modeled as,

ri = pifiui + ai (1.3)

where ai is a random variable with zero mean if there are no jumps but non-zero mean
when jumps occur.

In order to normalize the ri, we choose to use the normalized version of the Bi-power
variation over the time horizon and take the square root, which is,

f̂l =

√√√√√π

2
1[

τ
∆

]
− 1

s+[τ/∆]∑
l=s+2

|rl| |rl−1| (1.4)

Therefore, the periodic components of the intraday volatility can be estimated
through the standardized high frequency return, which is,

rl = ri

f̂l

(1.5)
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1.3.1.1 Constant periodicity

When the standardized returns are subjected to the same periodicity factor, this means
r̄1,i, . . . , r̄ni,i shares the same periodicity factor as r̄i. We use the scaled version of the
standardized return to estimate the periodicity component and the most suitable scale
factor recommended by Boudt et al. (2011) is the Shortest Half scale estimator, which
can reduce the jump bias as much as possible. Firstly, we order the standardized returns
to ensure that r̄1,i ≤ r̄2,i ≤ · · · ≤ r̄ni,i, then the Shortest Half scale is given by,

ShortHi = 0.741 ·min
{
r̄(hi),i − r̄(1),i, . . . , r̄(ni),i − r̄(ni−hi+1),i

}
(1.6)

where hi = 1 + ni

2 .
Thus, we have the scaled ShortH periodicity estimator,

p̂ShortH
i = ShortH i√

1
[τ/∆]

∑
s∈Ni

ShortH 2
S

(1.7)

Rousseeuw and Leroy (1988) find that although the ShortH periodicity estimator is
robust to jumps, its sensitivity to jumps is still lower than the Weighted Standard
Deviation periodicity estimator. In this chapter, we use the Weighted Standard
Deviation periodicity estimator to gain more robustness in jumps. It is given by,

p̂W SD
i = WSDi√

1
[τ/∆]

∑
s∈Ni

WSD2
S

(1.8)

where WSDS =
√

1.081 ·
∑nS

l=1 wl,sr̄2
l,s∑nS

l=1 wl,s
and the weight is based on w

(
rl,s/p̂

ShortH
i

)

1.3.1.2 Day-by-Day periodicity

The periodicity we estimate above is the constant periodicity, which means the
periodicity does not vary in the entire time horizon. Given this assumption is somehow
unrealistic, we also choose to estimate the day-by-day periodicity, which means the
periodicity changes from day to day. This estimation is more realistic because many
literature have shown that the volatility is high when the market opens on Monday
morning. The format of day-by-day periodicity is quite similar as the constant
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periodicity except having subscript that represents the day of the week. Therefore,
the day-by-day Shortest Half scale is given by,

ShortHi
(d) = 0.741 ·min

{
r̄(hi),i − r̄(1),i, . . . , r̄(ni),i − r̄(ni−hi+1),i

}
, d = 1, . . . , 5 (1.9)

Then, we have the day-by-day Shortest Half periodicity estimator,

p̂ShortH(d)

i = ShortH(d)
i√

1
[τ/∆]

∑
s∈Ni

(
ShortH(d)

S

)2
(1.10)

Similarly, we use the day-by-day Weighted Standard Deviation periodicity estima-
tor, which is given by,

p̂W SD(d)

i = WSDi
(d)√

1
[τ/∆]

∑
s∈Ni

(
WSD

(d)
S

)2
(1.11)

where WSD
(d)
S =

√
1.081 ·

∑nS
l=1 wl,sr̄2

l,s∑nS
l=1 wl,s

and the weight is based on w
(
rl,s/p̂

ShortH (d)

i

)

1.3.2 Periodicity estimation in volume and number of trades

With respect to the intraday volume and number of trades, we also witness strong
periodicity in those series. To align with the periodicity frequency in volatility, we
use STL method to estimate constant and day-by-day periodicity in volume. STL
was proposed by Cleveland et al. (1990) which states that a seasonal time series can
be decomposed into three components: trend component, seasonal component and
remainder component. The volume and number of trades series can be decomposed as
follows,

Vt = Tt + St +Rt (1.12)

Nt = Tt + St +Rt

where Vt, Nt, Tt, St, Rt denote the volume series, number of trades series, trend
component, seasonal component and remainder component respectively, for t =
1, . . . , D.
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However, we find that the seasonal component in the summation version above won’t
affect the final mean estimate of volume and number of trades. Therefore, we take log
transformation on those two series and now the decomposition becomes,

ln (Vt) = ln (Tt) + ln (St) + ln (Rt) (1.13)

ln (Nt) = ln (Tt) + ln (St) + ln (Rt)

We now give the six important parameters of STL as follows,
n(p) = number of observations in each cycle of seasonal component
n(i) = total number of iterations of the inner loop
n(o) = total number of iterations of the outer loop
n(l) = smoothing parameter for the Low-Pass filtering procedure
n(t) = parameter for trend smoothing procedure
n(s) = parameter for seasonal smoothing procedure

1.3.2.1 The inner loop of STL

The seasonal component and the trend component of volume series are updated during
each iteration of the inner loop by seasonal smoothing process and trend smoothing
process.

Let ln
(
S

(k)
t

)
and ln

(
T

(k)
t

)
for t = 1, . . . , D be the seasonal and trend components

after the kth iteration finishes; they are defined at all times for t = 1, . . . , D even if
ln(Vt) and ln(Nt) is missing. Therefore, the updated seasonal component and trend
component, ln

(
S

(k+1)
t

)
and ln

(
T

(k+1)
t

)
, are computed by the following steps.

Step 1: Computing the detrended series ln(Vt)− ln(T (k)
t )

Step 2: Subseries Smoothing Process. For the subseries of values at each position
of the seasonal cycle (it is obviously one day in our case), we use loess regression to
smooth the above detrended series. To apply loess, the polynomial degree parameter
d and a positive integer q must be chosen. In our case, q = n(s) and d = 1. Smoothed
values are calculated at all time positions and at the position just before the first-time
position of the subseries and just after the last-time position. we can get a temporary
seasonal series ln(C(k+1)

t ) for t ranging from −n(p) + 1 to N + n(p).
Step 3: Low-Pass Filtering of Smoothed Subseries. The whole set of low-pass
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filtering consists of four processes. First, a moving average of length n(p) is applied
to ln(C(k+1)

t ). Then, another moving average of length n(p) is performed, followed by a
moving average of length 3. Finally, after a loess smoothing with d = 1 and q = n(l),
we can get the output of low-pass filtering process ln(L(k+1)

t ), which is defined over
t = 1, . . . , D.

Step 4: Detrending Smoothed Subseries. The (k+1)th seasonal component is given
by ln(S(k+1)

t ) = ln(C(k+1)
t )− ln(L(k+1)

t ) for t = 1, . . . , D. We subtract ln(L(k+1)
t ) so that

the low-frequency power is avoided in the seasonal component.
Step 5: Deseasonalizing. The deseasonalized series is computed as ln(Vt)−ln(S(k+1)

t ).
Note that the deseasonalized series is missing if ln(Vt) is missing at a particular time
position.

Step 6: Trend Smoothing. Loess smoothing is applied to the deseasonalized series
with d = 1 and q = n(t). In this step, we can get ln(T (k+1)

t ). Smoothed values are
calculated at each time position t = 1, . . . , D regardless of the missing values.

1.3.2.2 The outer loop of STL

After we get Tt and St from the inner loop, the remainder component is given by,

ln (Rt) = ln (Vt)− ln (Tt)− ln (St) (1.14)

note that ln(Rt) is not defined where ln(Vt) is missing. In the outer loop, we define a
weight for each time position where ln(Vt) is observed so that the outlier will have a
small or zero weight if |ln (Rt)| is very large.

Let m = 6 median (|ln (Rt)|). Then the robustness weight at time position t is given
by,

wt = B (|ln (Rt)| /m) (1.15)

where B is the bisquare weight function B(u) = (1− u2)2 for 0 ≤ u < 1
0 for u > 1

.

Now in the smoothing process of Step 2 and 6, the neighborhood weight in the loess
regression is multiplied by wt and it becomes reliability weights.
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1.4 Empirical framework

To empirically investigate how periodicity contributes to the volatility-volume relation,
Microsoft (MSFT), Xerox (XRX) and SPDR SP 500 TRUST ETF (SPY) are selected
at 5-min sampling frequency. The sampling period is from 03 January, 2000 to 31st
December, 2016, covering 4277 trading days in total. Descriptive statistics are reported
in Table A.1.

Figure A.1 - A.3 present the intraday return, trading volume and number of trades
respectively for the selected stocks. Clear U-shaped pattern in return, trading volume
and number of trades is observed. This indicates that return, trading volume and
number of trades are periodically high at the beginning and ending of the trading day
while are periodically low during the lunch time. Although both intraday return and
trading activity display the U-shaped curve, their periodic pattern is different which
requires separate estimation. For example, trading activity is higher at the end of
trading day compared with the beginning of the trading day. However, such observation
is reversed for intraday return.

As is discussed in the previous section, periodicity in return is estimated by the
Weighted Standard Deviation estimator while that in trading activity is estimated
by the STL method. Figure A.4 - A.5 present the Autocorrelation Function (ACF)
plot for the raw and filtered trading volume and number of trades. For all stocks,
the autocorrelation for the raw trading activity subjects to periodic changes which
suggests strongly deterministic seasonality in the data. After estimating and filtering
the periodicity from trading activity, we observe a clear long-memory feature for the
filtered trading activity in which its autocorrelation is highly persistent and does not
decay to zero even after 10 lags. This indicates that the STL method successfully
replicates the periodic trading activity and reproduces long-memory stylized facts of
trading activity.

[ INSERT FIGURE A.1 - A.3 ABOUT HERE ]
[ INSERT TABLE A.1 ABOUT HERE ]
[ INSERT FIGURE A.4 - A.5 ABOUT HERE ]
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1.4.1 Mixture model

Andersen (1996) extends the MDH by building a joint model where the financial return
and informed trading volume are normally distributed conditional on information flow
variable. As discussed in the introduction, instead of direct modeling on return and
trading volume, we focus on modeling the periodicity in return and trading volume via
mixture model.

Mixture model is a type of Machine Learning algorithms and assumes all data
points are generated from a mixture of Gaussian distributions with unknown mean
and variance (Duda et al. (1973)). It is widely used in Finance literature to detect
common factors that affect both return volatility and stock price by clustering and has
rich empirical application in asset pricing (see, e.g., Frey and McNeil (2002), Ausın and
Galeano (2007), Fotopoulos (2017), Mehlitz and Auer (2021)). Mixture model reports
not only the cluster results but also the probability that each data point belongs to that
cluster. By applying mixture model on periodicity in return and trading activity, we
expect to visualize the underlying dynamics and examine if there are common factors
that drive the periodicity both in return and trading activity.

Define finite mixture models with K components of form,

h(y | x, φ) =
K∑

k=1
πkf (y | x, θk) (1.16)

πk ≥ 0,
K∑

k=1
πk = 1

where y is the periodicity in absolute return with conditional density h, x is the
periodicity in trading activity (volume and number of trades in our case), πk is the
prior probability of component k, θk is the component specific parameters with f being
its density function, and φ = (π1, . . . , πK , θ

′
1, . . . , θ

′
K)′ is the vector of all parameters.

Notice that K = 2 in our case and we call them Cluster 1 (C1) and Cluster 2 (C2)
respectively.

The posterior probability that the observation (x, y) belongs to the cluster k is given
by,

P(k | y, x, φ) = πkf (y | x, θk)∑
k πkf (y | x, θk) (1.17)
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The log-likelihood of the sample of N observations {(x1, y1) , . . . , (xN , yN)} is given
by,

logL =
N∑

n=1
log h (yn | xn, φ) =

N∑
n=1

log
(

K∑
k=1

πkf (yn | xn, θk)
)

(1.18)

Given that the above equation cannot be maximized directly, we use the iterative
EM algorithm (Dempster et al. (1977)) to estimate the parameter vector φ via the
maximum likelihood estimation:

E-step: estimate the posterior probabilities for each observation,

p̂nk = P (k | yn, xn, φ̂) (1.19)

The prior probabilities can then be updated as,

π̂k = 1
N

N∑
n=1

p̂nk

M-step: maximize the log-likelihood for each component separately by using the
posterior probabilities as weights,

max
θk

N∑
n=1

p̂nk log f (yn | xn, θk) (1.20)

The parameters are updated iteratively via E-step and M-step. By default, mixture
model stops to update the parameters when the improvement in log-likelihood is less
than 0.1.

1.4.2 Linear regression model

Linear regression model is popular in volatility-volume literature (see, e.g., K. Chan and
W.-M. Fong (2000), Giot, Laurent, and Petitjean (2010)). It is easy to apply and its
parameters naturally carry explicit economic explanation. To examine the explanatory
power and predictability of raw and filtered trading activity on return volatility, linear
regression model is conducted and used as benchmark model.

We use the realized volatility (RV) to measure the stock return volatility. The
market activity is measured by trading volume and the number of trades. The raw and
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filtered RV are defined as,

RV raw
t =

√√√√ D∑
t=1

r2
i,t (1.21)

RV filtered
t =

√√√√ D∑
t=1

r2
i,t

where ri,t is the intraday raw return and ri,t is the intraday return without periodicity.
Following Giot, Laurent, and Petitjean (2010), the linear regression equation for

trading volume is given by,

RV
raw/filtered

t = α0 +
12∑

j=1
αjRVt−j + α13Mt + α14V

raw/filtered
t + ϵt (1.22)

Similarly, the OLS regression equation for number of trades is,

RV
raw/filtered

t = β0 +
12∑

j=1
βjRVt−j + β13Mt + β14N

raw/filtered
t + ηt (1.23)

where RVt−j is the lagged RV included to account for persistence in RV, Mt is the
Monday dummy which takes the value one when day t is Monday.

1.4.3 Random forest

Under the linear regression framework, we include lagged RV to account for its high
persistence. However, RV is also found to be subjected to regime-switching and
structural breaks which requires modeling of nonlinear effects (Pavlidis et al. (2012)).
Moreover, the predictability of trading activity on return volatility is often controversial
under the linear regression framework after controlling other microstructural noise
variables. This has brought attention to researchers who conduct rigorous statistical
test and confirm that nonlinearity dominates the volatility-volume relation. The
nonlinearity has imposed great challenges in statistical modelling and empirical research
in volatility-volume relation is restricted by linear models.

To account for the nonlinearity not only in RV itself but also in between RV and
trading activity, we use Random Forest (RF) as the nonlinear modeling framework. RF
is an ensemble Machine Learning algorithm that uses multiple decision trees to extract
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complex information from data and to obtain the regression results by averaging across
all trees (Breiman (2001)). Node, branch and leaf are three essential components
of decision tree. Each input variable is treated as a node of the decision tree and
branches represent decisions. Leaf is at the end of branch with each leaf storing
prediction results of the decision tree. Compared with other tree-based methods,
RF has certain advantages. First, RF relies on the bootstrap aggregation (bagging)
where each tree randomly selects small portions of training sample and is therefore
grown by randomly choosing input subset (Belgiu and Drăguţ (2016)). This effectively
reduces the correlation between trees in other tree-based algorithms and enhance the
model performance by drawing results based on plenty of independent trees. Second,
through ensembling, RF is more robust to outliers in the data and produces more
accurate results. The regression results are made by averaging across all trees which
can effectively reduce the impact of outliers. Moreover, such impact will be further
alleviated through bagging where training sample data can be learned multiple times
with replacement. RF is still favorable when compared with other Machine Learning
algorithms. For example, RF is less likely to be overfitting given its simple structure
and less tuning hyperparameters. Empirically, RF has found to perform the best in
various tasks among other Machine Learning algorithms (see, e.g., Creamer and Freund
(2004), W. Chen et al. (2021), Demirer et al. (2021), Gradojevic et al. (2021), Vrontos
et al. (2021))

We apply RF to account possible nonlinearity in volatility-volume relation and to
examine the importance of periodicity under the high-dimensional learning framework.

1.5 Results

In this section, we first report the results of mixture model and then the regression
results.

Figure A.6 - A.7 present the correlation plots between the periodicity in financial
return and in trading activity which are modeled through a mix of two Gaussian
distributions. For all stocks, two different correlation patterns are observed with
light dots indicating a strong correlation and darker dots suggesting the opposite. We
name these two correlation patterns as high-correlation cluster (C1) and low-correlation
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cluster (C2). All data points are nicely classified into two clusters (C1 and C2) with C1

indicating the possible existence of a common factor that affect the periodic pattern in
both return and trading activity. C2, however, may represent noise which contributes
to weaker correlation.

Figure A.8 - A.9 present the posterior probability results generated by mixture
model. As is discussed in the previous section, mixture model also reports the
probability that each data point belongs to C1 and C2. The Z scores of average statistics
shows that the trading activity displays a distinct U curve compared with the return
which indicates that trading activity has a different periodicity factor that needs to
be estimated accordingly. Moreover, for MSFT and XRX, the relationship between
the periodicity in trading activity and in return is more likely to fall into C1 at the
beginning of the trading day while is more prone to C2 in the rest of the day. This
means that periodicity in trading activity has a stronger correlation with that in return
at early trading day compared with the rest of the day for MSFT and XRX. This finding
may suggest that trading activity is more informative in predicting volatility at early
times of the day while its power decays as time elapsing. In addition, two correlation
patterns may indicate that the volatility-volume relation may be time-varying during
the trading day and the failure to account this may explain the contradictory results in
the empirical literature. For SPY, however, the periodicity in trading activity is highly
correlated with that in return shown by the relatively higher posterior probability of
C1 throughout the day. This provides strong evidence that a common factor may drive
the periodic behavior in both trading activity and return. Our findings offer empirical
support of the MDH in a more micro way. The discovered evidence for common factor
at the periodicity level reveals the volatility-volume dynamics at micro level given the
periodicity is an important internal factor for both return and trading activity,

The Adjusted R Squared results are presented in Figure A.10 - A.11 for the
linear regression framework and Random Forest (RF) respectively. To see the impact
of periodicity in trading activity and the explanatory power of trading activity on
volatility, we report the change in Adjusted R Squared when raw and filtered trading
activity are added. Under the linear regression framework, adding the filtered trading
activity contributes the most in increasing the Adjusted R Squared for all stocks. This
indicates that the explanatory power of trading activity is improved by taking out the
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periodicity. Moreover, trading volume contributes more to volatility compared with
number of trades given that the increase in Adjusted R Squared is more when both raw
and filtered trading volume is integrated into the linear regression model. However, the
impact of filtering periodicity from trading activity on Adjusted R Squared under RF
framework is not obvious. The Adjusted R Squared, as a goodness-of-fit measure for
linear models, might not be suitable to explain the fitting of nonlinear models.

Table A.2 - A.3 report the average out-of-sample performance of predicting 1-day
ahead RV under linear regression and RF framework. We leave 20% of data as the
out-of-sample dataset. We find that using filtered trading activity along with raw
volatility consistently achieves the minimum loss in forecasting RV which indicates
that filtering periodicity from trading activity significantly improves the forecasting
performance under both linear regression and RF framework. Surprisingly, under both
frameworks, we find that filtering periodicity from volatility increases the prediction
loss if the periodicity in trading activity has been taken out. This may indicate
that periodicity in trading activity has greater impact on volatility-volume relation
compared with volatility periodicity which requires researchers attention. Moreover, RF
achieves smaller prediction loss for all input attributes compared with linear regression
model which shows its superior predictive ability. This reconfirms that the relationship
between trading activity and volatility may be highly nonlinear and requires high-
dimensional methods in Machine Learning algorithm to extract.

[ INSERT FIGURE A.6 - A.7 ABOUT HERE ]
[ INSERT FIGURE A.8 - A.9 ABOUT HERE ]
[ INSERT FIGURE A.10 - A.11 ABOUT HERE ]
[ INSERT TABLE A.2 - A.3 ABOUT HERE ]

1.6 Conclusion

Volatility-volume relation have been in the central stage for the empirical research
for decades. This is not only because the price changes are associated with the
trading activity but also the relation is of great importance for the asset pricing,
portfolio allocation and risk management. Andersen and Bollerslev (1997) document
the importance of accounting for periodicity in both volatility estimation and forecasting
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but fail to consider the prominent periodicity in trading activity. To examine the impact
of periodicity in market activity, we propose to use the Seasonal-Trend Decomposition
Procedure Based on Locally Estimated Smoothing to estimate the periodic component
in the trading activity. The STL-filtered trading activity displays long-memory property
which reflects the stylized facts of trading volume and number of trades. Moreover,
we find that filtering periodicity improves the explanatory power of both volume and
number of trades on realized volatility under the linear regression framework. In
addition, the predictive performance of both linear regression and Random Forest is
enhanced by filtering periodicity from trading activity.

Besides, the relationship between the average absolute return and trading activity
can be better manifested using the mixture model. With more analysis on the posterior
probabilities of the mixing components, intraday volume and number of trades tend to
display a stronger effect on the absolute return in early trading day relative to the rest
of the day. This indicates the intraday volatility-volume relation may be time-varying.
Furthermore, the relationship between trading activity and volatility may be highly
nonlinear suggested by the superior predictive performance of Random Forest.
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Appendix A

Chapter 1

A.1 Tables and Figures

Table A.1: Summary statistics

Raw Realized Volatility Raw Number of Trades Raw Trading Volume
Stock Mean Std. Skew. Kurt. Mean Std. Skew. Kurt. Mean Std. Skew. Kurt.
MSFT 2.68 3.85 5.37 49.52 1458.35 1340.63 4.33 52.58 702109.90 725832.60 9.05 243.54
XRX 6.55 13.73 8.57 112.06 231.45 324.96 4.50 50.51 92497.23 156058.80 19.20 1860.70
SPY 1.04 2.26 10.32 172.66 3184.59 4199.73 3.36 24.50 1268867.00 1605608.00 3.63 27.49

Note: This table reports descriptive statistics of MSFT, XRX and SPY for raw realized volatility,
raw number of trades and raw trading volume. Descriptive statistics includes mean (Mean.), standard
deviation (Std.), Skewness (Skew.) and Kurtosis (Kurt.).
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Table A.2: Out-of-sample performance of linear regression framework

Class Model COR MAE RMSE RAE RRSE

Raw RV
Y = RV-raw; X = Volume-raw 0.7177 0.4851 1.6737 0.4373 0.4919
Y = RV-raw; X = Volume-filtered-day 0.7319 0.4778 1.6344 0.4305 0.4680**
Y = RV-raw; X = Volume-filtered-week 0.7241 0.4761 1.6610 0.4319 0.4826

Constant Periodicity Filtered RV
Y = RV-filtered-C; X = Volume-raw 0.7463 0.6321*** 1.9057*** 0.4444 0.4463***
Y = RV-filtered-C; X = Volume-filtered-day 0.7332 0.6409*** 1.9545*** 0.4497 0.4677**
Y = RV-filtered-C; X = Volume-filtered-week 0.7430 0.6380*** 1.9283*** 0.4492 0.4529**

Day-by-Day Periodicity Filtered RV
Y = RV-filtered-D; X = Volume-raw 0.7275 0.6506*** 1.9899*** 0.4554* 0.4758
Y = RV-filtered-D; X = Volume-filtered-day 0.7222 0.6569*** 2.0199*** 0.4590* 0.4885
Y = RV-filtered-D; X = Volume-filtered-week 0.7167 0.6460*** 2.0346*** 0.4530* 0.4931

Note: This table reports the out-of-sample performance of forecasting 1-day-ahead RV under linear
regression Framework. The performance matrices are pearson correlation (COR), mean absolute error
(MAE), square root mean squared error (RMSE), relative mean absolute error (RAE), relative square
root mean squared error (RRSE). The highest three correlation values are highlighted bold while the
lowest three errors in other error matrices are highlighted bold. *, ** and *** indicate that the relative
forecasting differences between the corresponding model and the linear regression model with raw
volatility and raw trading volume are significant at 10%, 5% and 1% level using the Diebold–Mariano
test (Newey–West heteroscedasticity consistent covariance matrix estimator).

Table A.3: Out-of-sample performance of Random Forest framework

Class Model COR MAE RMSE RAE RRSE

Raw RV
Y = RV-raw; X = Volume-raw 0.8256 0.3450*** 1.3511*** 0.3110*** 0.3205***
Y = RV-raw; X = Volume-filtered-day 0.8209 0.3461*** 1.3694*** 0.3119*** 0.3286***
Y = RV-raw; X = Volume-filtered-week 0.8218 0.3485*** 1.3673*** 0.3161*** 0.3270***

Constant Periodicity Filtered RV
Y = RV-filtered-C; X = Volume-raw 0.8428 0.4667 1.5472** 0.3282*** 0.2941***
Y = RV-filtered-C; X = Volume-filtered-day 0.8345 0.4749 1.5856** 0.3332*** 0.3078***
Y = RV-filtered-C; X = Volume-filtered-week 0.8405 0.4708 1.5677** 0.3315*** 0.2993***

Day-by-Day Periodicity Filtered RV
Y = RV-filtered-D; X = Volume-raw 0.8365 0.4731 1.5883** 0.3312*** 0.3032***
Y = RV-filtered-D; X = Volume-filtered-day 0.8420 0.4687 1.5687** 0.3275*** 0.2946***
Y = RV-filtered-D; X = Volume-filtered-week 0.8331 0.4734 1.6115 0.3319*** 0.3093***

Note: This table reports the out-of-sample performance of forecasting 1-day-ahead RV under Random
Forest Framework. The performance matrices are pearson correlation (COR), mean absolute error
(MAE), square root mean squared error (RMSE), relative mean absolute error (RAE), relative square
root mean squared error (RRSE). The highest three correlation values are highlighted bold while the
lowest three errors in other error matrices are highlighted bold. *, ** and *** indicate that the relative
forecasting differences between the corresponding model and the linear regression model with raw
volatility and raw trading volume are significant at 10%, 5% and 1% level using the Diebold–Mariano
test (Newey–West heteroscedasticity consistent covariance matrix estimator).
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(a) MSFT (b) XRX

(c) SPY

Figure A.1: Intraday return
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(a) MSFT (b) XRX

(c) SPY

Figure A.2: Intraday raw trading volume
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(a) MSFT (b) XRX

(c) SPY

Figure A.3: Intraday raw number of trades
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(a) MSFT (b) XRX

(c) SPY

Figure A.4: ACF plot for raw and filtered trading volume
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(a) MSFT (b) XRX

(c) SPY

Figure A.5: ACF plot for raw and filtered number of trades
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(a) MSFT (b) XRX

(c) SPY

Figure A.6: Mixture model correlation plot for trading volume
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(a) MSFT (b) XRX

(c) SPY

Figure A.7: Mixture model correlation plot for number of trades
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(a) MSFT (b) XRX

(c) SPY

Figure A.8: Mixture model posterior probability plot for trading volume
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(a) MSFT (b) XRX

(c) SPY

Figure A.9: Mixture model posterior probability plot for number of trades
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Figure A.10: In-sample Adjusted R squared results under linear regression framework
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Figure A.11: In-sample Adjusted R squared results under Random Forest framework
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Chapter 2

Forecasting RV: A Hybrid Model
Integrating BiLSTM with
HAR-type Models

2.1 Introduction

Accurate volatility forecasting is critical for various financial applications such as asset
pricing, asset allocation and risk management. The key task of financial volatility
modeling is to model the stylized facts of financial returns and volatility. Since
the early work of Engle (1982) and Bollerslev (1986), Generalized AutoRegressive
Conditional Heteroskedasticity (GARCH) family models have been extended to capture
many important stylized facts such as leverage effects, long memory, leptokurtosis
and volatility clustering. However, for GARCH-type models, problems arise in
distributional assumption, estimation complexity and economic interpretation of
estimated parameters. In addition, the failure to account nonlinearity distorts the
definition of data generating process and imposes great challenges on model estimation.
With the substantial development of computational resources, the Artificial Neural
Network models (ANNs) have been extensively used to predict stock return volatility,
showing superior forecasting performance against Financial Time Series models (see,
e.g., Tino et al. (2001), Hamid and Iqbal (2004), Khan (2011), Nikolaev et al. (2013),
Xiong et al. (2015), Doering et al. (2017), Zhou et al. (2019), Bucci (2020), Horvath
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et al. (2021)). One of the advantages of this approach is that it can well approximate a
wide class of linear and nonlinear functions, forming the input-output map by learning
the data rather than assuming the data generating process which complements the
limitations of traditional Financial Time Series models.

However, ANNs have been criticized for the ”black box” problem which makes the
results interpretation very difficult since it does not provide any insights about the
resulted input-output map (Lai et al. (2009)). To improve the interpretability of Neural
Network models, many studies suggest hybrid modeling, integrating Financial Time
Series models with ANNs. Donaldson and Kamstra (1997) develop seminonparametric
GARCH-type models which uses ANN transformation to capture nonlinear relationship
between past return innovations and future volatility. The logistic function, the most
popular nonlinear transformation function used in the ANN literature, is applied
to approximate the nonlinearities. The empirical results show that the GARCH-
type models using logistic transformation generally outperform other alternatives in
forecasting volatility of four stock market index. Another type of hybrid modeling is
purely nonparametric approach through the usage of more informative input features
(see, e.g., Sjöberg et al. (1995), Faraway and Chatfield (1998), Nanopoulos et al. (2001),
Dash et al. (2007), Zheng et al. (2016), J.-F. Chen et al. (2016), Petneházi (2019),
Hewamalage et al. (2021)). Features generated by Financial Time Series models have
become increasingly popular given their explicit economic interpretation and successful
reproduction of important stylized facts of financial volatility. For example, Roh
(2007) propose hybrid models integrating Deep Feedforward Neural Network (DFN)
with GARCH, EWMA and EGARCH model respectively. Rather than using only
past volatility as input for DFN, features generated from those GARCH-type models
provide valuable information on the characteristics of stock market volatility such as
leverage effects, volatility clustering and excessive kurtosis. The empirical results show
that hybrid models significantly outperform both single GARCH-type models and single
DFN in forecasting volatility of KOSPI 200 index. This indicates that the predictability
and interpretability of DFN can be enhanced by integrating features generated from
GARCH-type models. Roh’s study has been extended by integrating other GARCH-
type models with various Neural Network models in forecasting stock index volatility
(see, e.g., Tseng et al. (2008), Hajizadeh et al. (2012), Kristjanpoller et al. (2014),

39



Maciel et al. (2016), Kim and Won (2018)).
Although GARCH-type models successfully reflect some empirical characteristics

of in-sample volatility, such characteristics are hard to be reproduced in the out-
of-sample volatility forecasting (Andersen, Bollerslev, Diebold, and Labys (2003)).
Moreover, inappropriate distributional assumptions on financial returns and failure of
reproducing other important stylized facts (i.e., long memory) may further deteriorate
the quality of features generated by GARCH-type models and integrated into the
ANNs. With the development of high-frequency data, Andersen and Bollerslev (1998)
derive realized volatility (RV), which is a new nonparametric measure of return
volatility and is defined as the sum of intraday squared returns. Barndorff-Nielsen
and Shephard (2002) show that RV is model-free and unbiased estimate of ex post
return variation. RV displays long-memory feature which has been previously modeled
by AutoRegressive Fractionally Integrated Moving Average (ARFIMA) process (see,
e.g., Andersen, Bollerslev, Diebold, and Ebens (2001), Andersen, Bollerslev, Diebold,
and Labys (2003)). However, ARFIMA lacks explicit economic interpretation and is
nontrivial to be estimated. To improve this, Corsi (2009) proposes Heterogeneous
AutoRegressive (HAR) model which is an additive cascade model of three volatility
components defined over different time horizons, i.e., daily, weekly and monthly. HAR
successfully reproduces the main features of financial returns and volatility (i.e., fat tails,
self-similarity and long memory). In addition, compared with GARCH-type models,
HAR achieves superior performance in forecasting RV across various financial assets
with less estimated parameters. It is also easy to implement and interpret. Despite
RV’s prominent long-memory feature, it is also found to be subject to regime-switching
and structural breaks which requires modeling of nonlinear effects. The nonlinearity
has imposed great challenges in modeling and forecasting RV. McAleer and Medeiros
(2008) extend the standard HAR into the Heterogeneous Autoregression with Multiple-
Regime Smooth Transition (HARST) model, merging long memory and nonlinearities
in RV. However, such method requires huge amount of data to determine the number
of regimes before estimating the model and the sample log-likelihood can easily trap in
local maxima, leading to poor out-of-sample performance (Pavlidis et al. (2012)).

To facilitate better modeling of nonlinearities, semiparametric HAR-based hybrid
models integrating Neural Networks have been developed. For example, Hillebrand
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and Medeiros (2010) propose the Neural Network HAR model (NNHAR) to forecast
RV with an additional logistic transformation term to capture the nonlinearities in
RV components. Surprisingly, NNHAR only outperforms the standard log-linear
HAR during low-volatility periods and such advantages are eliminated by bagging
the forecasts of log-linear HAR model. This indicates that bagging may be more
efficient than directly modeling the nonlinearities. M. Fernandes et al. (2014) extend
the NNHAR model into the NNHARX model by including macroeconomic variables to
forecast implied volatility (IV). The empirical results are mixed and NNHARX only
beats the standard HAR in 22-day forecasting window. This indicates that the strong
persistence of IV may predominates the nonlinearities over shorter forecasting horizons.
Instead of using the logistic function, Psaradellis and Sermpinis (2016) pioneer to use
Support Vector Machines (SVM) with Radial Basis Function (RBF) kernel for nonlinear
transformation in HAR to forecast IV. Moreover, unlike the previous studies where the
hyperparameters (i.e., the number of hidden nodes in the nonlinear transformation
term) are selected according to authors’ discretion, the value of those parameters
are optimized and determined by walk-forward validation. The proposed approach
consistently outperforms standard HAR and NNHAR, showing significant improvement
in the out-of-sample forecasting of IV.

The puzzling results of semiparametric HAR-based hybrid models may reflect the
following limitations of such approach: (1) This kind of hybrid models combines
the HAR components with an extra nonlinear transformation term (i.e., the logistic
transformation term). Such technique is called the cooperative modular combination
and aims for better representing the different behaviors of time series (Sharkey (2002)).
Regarding the application, the original HAR is first applied to the time series and then
its residuals are modeled through nonlinear transformation function. However, this
implicitly assumes that the residuals of HAR include prominent nonlinear patterns
that can be modeled by Neural Networks (Zhang and Qi (2005)). Violation of
such assumptions may deteriorate the performance of semiparametric HAR-based
hybrid models. In addition, the simple additive combination may underestimate the
relationship between the HAR components and the nonlinear term (Taskaya-Temizel
and Casey (2005)); (2) In viewing of (1), the choice of nonlinear transformation function
may also be problematic in such hybrid models. The NNHAR model which uses
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the logistic function hardly improves the standard HAR while the model uses RBF
kernal achieves significant improvement. This indicates that the nonlinear functions
are chosen by authors rather than being reasonably optimized. Different nonlinear
transformation functions process the input information in a very different way which
may lead to undesirable outcomes; (3) The functioning of Neural Networks rely on the
configuration of input layer, hidden layer and output layer. Although the hidden layer
handles nonlinear transformation and creation of high-dimensional features, the design
of input layer is found to be an important factor which would affect the performance
of subsequent layers. The semiparametric HAR-based hybrid models only rely on the
function of hidden layer (i.e., nonlinear transformation) and disregard other components
of ANNs which may induce performance degeneration (Zhang and Berardi (2001),
Taskaya-Temizel and Casey (2005)).

To overcome above limitations, we propose the nonparametric ANN-based hybrid
models which takes various input features generated from HAR-type models. This
approach differs from the semiparametric HAR-based hybrid models in the following
aspects. First, the proposed model can well approximate a wide range of linear and
nonlinear functions between the input features and the target output without assuming
that nonlinear patterns only exist in the residuals. Second, our model consists of the
input layer, hidden layer and output layer which fulfills the standard structure of ANNs.
The hyperparameters of the model are reasonably optimized through validation rather
than being chosen subjectively. Third, to predict the target output, the model enables
learning not only from the past values but also from the future values. This allows
bidirectional learning and a much longer window to capture the long-term dependence
in RV.

The main contributions of this chapter are as follows:
(1) Two nonparametric ANN-based hybrid models are proposed to forecast RV on

the basis of different Neural Network architectures. To allow different pattern-learning
abilities, Deep Feedforward Neural Network (DFN) and Bidirectional Long Short-term
Memory Network (BiLSTM) are used as the Neural Network basis in the proposed
hybrid models. In addition, rather than simply adding a nonlinear transformation
term to the original HAR model, we relax the assumptions used in the semiparametric
HAR-based hybrid model by embracing a full Neural Network setting.
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(2) Despite significant advantages of applying a full Neural Network setting,
ANNs are often criticized by lacking explicit economic explanations. We improve
the interpretability of the proposed hybrid models by feeding features generated by
HAR-type models. The standard HAR and HAR-TCJ proposed by Corsi et al. (2010)
successfully reproduce several stylized facts of RV (i.e., self-similarity, presence of
jumps etc.). Moreover, the parameters of HAR-type models measure the impact of
different volatility components on future RV which makes the HAR-type components
more informative than past RV alone. By taking the HAR-type components as input
features, our proposed hybrid models outperform all benchmarks in forecasting RV
with the BiLSTM-based hybrid model being the best performer across all forecasting
horizons in all subsamples.

The remainder of this chapter is structured as follows. Section 2 introduces the
structure and design of the proposed model. Section 3 presents the data and experiment.
Section 4 shows the out-of-sample prediction results. Finally, Section 5 concludes.

2.2 Models

2.2.1 HAR model

Our hybrid models are based on the HAR proposed by Corsi (2009). The HAR model
successfully replicates main empirical features of financial returns such as long memory,
fat tails and self-similarity. It has strong empirical performance in forecasting RV
across various financial assets. In this study, we consider the RV estimator proposed
by Andersen and Bollerslev (1998), which is equal to the square root of the sum of
intraday squared returns:

RVt =

√√√√√ M∑
j=1

r2
j,t (2.1)

where rj,t stands for the intraday returns within each time interval in day t. To introduce
the HAR model, we denote the average RV over the previous (h) days by:

RV h
t = 1

h

h∑
i=1

RVt−i+1 (2.2)
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Therefore, the weekly (5-day) and monthly (22-day) RV are the corresponding averages
of daily RV, which is given by RV

(w)
t = 1

5
∑5

i=1 RVt−i+1 and RV
(m)

t = 1
22
∑22

i=1 RVt−i+1

respectively. The logarithmic form of HAR is given by:

log(RVt+1) = β0 + βdlog(RVt) + βwlog(RV (w)
t ) + βmlog(RV (m)

t ) + ϵt+1 (2.3)

where ϵt+1 is a sequence of independently and identically distributed (i.i.d) innovations
with zero mean. Coefficient estimates, β0, βd, βw and βm can be consistently obtained
by a standard OLS regression. The HAR component, βdlog(RVt), βwlog(RV (w)

t ) and
βmlog(RV (m)

t ), reflect the magnitude of the heterogeneous reaction of different market
participants to a given price change. The Autocorrelation Function (ACF) plot and
Partial Autocorrelation Function (PACF) plot for SPY’s RV are provided in Figure
B.3.

Although HAR has very strong empirical performance in predicting RV, it fails to
capture any nonlinearity in the RV dynamics. As a result, some researchers suggested
to use smooth transition or threshold model to estimate RV (McAleer and Medeiros
(2008)). However, this class of models generally requires substantial amount of data to
identify the states and shows poor out-of-sample forecasting results (Bucci (2020)).

2.2.2 HAR-TCJ model

We also consider an extension of the HAR, the HAR-TCJ model proposed by Corsi
et al. (2010). By implementing a more robust test to detect jumps, the HAR-TCJ
builds on the HAR-CJ model in Andersen, Bollerslev, and Diebold (2007) and better
incorporates jumps in the estimation of volatility models. The logarithmic form of
HAR-TCJ is defined as:

log(RVt+1) = β0+βc,dlog( ˆTCt)+βc,wlog(
ˆ

TC
(w)
t )+βc,mlog(

ˆ
TC

(m)
t )+βj,dlog(1+ ˆTJt)+ϵt+1

(2.4)
where ˆ

TC
(w)
t and ˆ

TC
(m)
t are the weekly and monthly averages of ˆTCt as in Eq.

The jump component is estimated based on the Threshold Bi-power variation
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(TBPV) measure given by:

ˆTJt = I{C−T z>Φα}(RVt − TBPVt)+ (2.5)

where C−Tz is the test statistics of the jump test based on the corrected TBPV and Φα

is the cumulative distribution function of the normal distribution at level α = 99.9%,
see more details in Corsi et al. (2010). The TBPV measure is derived as:

TBPVt = µ−2
M∑

j=2
|rt,j−1||rt,j|I{r2

t,j−1⩽vj−1}I{r2
t,j⩽vj} (2.6)

with µ = (2/π)0.5. The threshold vt is equal to c2
vV̂t with V̂t being the local variance

estimator and cv = 3 suggested by Corsi et al. (2010). The continuous part of variation
is therefore given by:

ˆTCt = RVt − ˆTJt (2.7)

The HAR-TCJ components, βc,dlog( ˆTCt), βc,wlog(
ˆ

TC
(w)
t ), βc,mlog(

ˆ
TC

(m)
t ) and

βj,dlog(1+ ˆTJt), provide more detailed features of realized volatility by accommodating
the robust jump effects.

2.2.3 Neural Network models

ANNs are powerful nonparametric tools, mimicking the structure of the human
brain and aiming for modeling and predicting the unobserved function underlying
the observed data (Arnerić et al. (2014)). Empirical research suggests that ANNs
are particularly suitable for forecasting Financial Time Series that exhibit nonlinear
behaviors, like stock market volatility or stock market returns (Maheu and McCurdy
(2002)), by learning and mapping nonlinear structure that linear model cannot process.
In this way, Neural Network models can be implemented without any assumptions on
the underlying data generating process.

The learning ability of ANNs can be improved by increasing the number of hidden
layers and hidden nodes. However, the training algorithm can be very slow and the out-
of-sample regularization can be poor when the entire network becomes too complicated.
Some rules have been proposed in the literature to find the optimal number of hidden
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layers and hidden nodes so that the good learning performance can be generalized to
the testing sample (Sheela and Deepa (2013)). However, there is no uniform solution
to this issue. Stinchcombe and White (1992) prove that Neural Network with a single
hidden layer and sufficient hidden nodes is a universal approximator, meaning that such
network is sufficient in approximating a wide range of linear and nonlinear functions.
Following Bucci (2020), a single hidden layer Neural Network is assumed throughout
this chapter, leaving the number of hidden nodes to be determined separately.

To allow different pattern learning behavior, two representative Neural Network
models, DFN and BiLSTM, are used as Neural Network basis in the proposed hybrid
models. DFN is one of the earliest developed ANNs and it consists of input layer,
hidden layer and output layer. Fixed amount of information is input into DFN at time
t to predict the target variable value at t + 1. Clearly, DFN is a short-memory model
as it does not capture any possible long-range dependence in the data. The workings
of BiLSTM, however, relies on memory cells which controls the amount of information
flow through the input gate, forget gate and output gate. BiLSTM takes input at each
time point until time t and only the important information will be processed into the
next cell state. Therefore, BiLSTM captures both short-term and long-term memory
in the data. These two Neural Network basis are further enhanced by the proposed
hybrid models in the following section.

2.2.3.1 Deep Feedforward Neural Network model

DFN is a classical deep learning model. It assumes that information moves forward
from the input layer to the output layer and uses the output of the previous layer
as the input of the current layer. The calculation continues until the output layer is
reached. The output of a typical DFN with single hidden layer is given by:

R̂V t = F (β0 +
q∑

j=1
f(xtw

′
j)βj), (2.8)

where F is the activation function of the output layer, β0 is the bias to be added to
the final output, f is the activation function of hidden layer, xt = {1, x1,t, ..., xi,t} is the
1 ∗ (1 + 1) vector of features at time t, wj = {w1,j, ..., wi+1,j} is the 1 ∗ (i + 1) vector
of weights, measuring the connection between the features and hidden node j, total
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number of hidden nodes is q.
F and f can be chosen from a variety of functions in the empirical research. Given

the nature of forecasting a real number (RV) in this study, we choose the identity
function as the activation function of the output layer, that is, F (a) = a. In this sense,
Eq.(2.8) can be written as:

R̂V t = β0 +
q∑

j=1
f(xtw

′
j)βj. (2.9)

For the activation function of the hidden layer f , any continuous, nonlinear,
differentiable and monotonic function can be applied. Common choices are sigmoid
function and hyperbolic tangent function. However, these two functions suffer from
the vanishing gradient problem and are generally slow in computing. Therefore, we
choose the RELU function, that is, f(a) = max(0, a), to allow faster learning and
better performance.

2.2.3.2 Bidirectional Long Short-term Memory Network model

DFN is perceived by researchers as static network given the fixed amount of information
used to predict the target output variable at time t. Although DFN may be able
to capture the temporal dependence contained in the data, it has no memory. The
Long Short-term Memory (LSTM) Neural Network, a representative recurrent Neural
Network model proposed by Hochreiter and Schmidhuber (1997), is proposed to
overcome this problem by allowing information feedback. Instead of using fixed amount
of information as does in DFN, LSTM utilizes all available input information up to
the time t to predict the target output. It becomes extremely popular in predicting
financial time series where nonlinear time dependence and long memory are prominent
(see, e.g., Schittenkopf et al. (2000), Tino et al. (2001), Bucci (2020)). Compared with
DFN, LSTM is characterized by using memory cells instead of hidden units to process
information. Figure B.1 shows the structure of a LSTM memory cell.

LSTM controls information flow through the functioning of three gates on the cell
state ct: an input gate (it), a forget gate (ft) and an output gate (ot). Each gate
performs different roles, as follows.
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The input gate it controls the extent of information to be added to the cell, where

it = σg(Wixt + Uiht−1 + bi) (2.10)

The forget gate ft controls the extend of information to be discarded from the cell,
where

ft = σg(Wfxt + Ufht−1 + bf ) (2.11)

The output gate ot controls the extent of output information from the cell, where

ot = σg(Woxt + Uoht−1 + bo) (2.12)

and σg is the gate activation function which is by default the sigmoid function. The
response of the gate activation function is between 0 and 1, controlling the amount of
information flow in that gate.

A nonlinear function, the hyperbolic tangent function (tanh), is applied to generate
a vector of candidate values, c̃t, to update the cell state ct as follows:

c̃t = tanh(Wcxt + Ucht−1 + bc) (2.13)

The current cell state ct is now updated by the operation of input gate and forget
gate, as follows:

ct = it ⊙ c̃t + ft ⊙ ct−1 (2.14)

The output of LSTM memory cell at time t is then given by:

ht = ot ⊙ tanh(ct) (2.15)

where ⊙ is the Hadamard production function.
Finally, the memory cell output ht is projected to obtain the predicted output R̂V t,

which is,
R̂V t = Wtht (2.16)

where Wt is a projection matrix used to reduce the dimension of ht.
However, for the highly time-dependent financial time series, future input informa-
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tion coming up later than time t can also be helpful in predicting the target value
at time t. The Bidirectional Long Short-term Memory (BiLSTM) Neural Network is
therefore proposed by Schuster and Paliwal (1997) to include both the past and the
future input information of a specific time frame to predict the target output. BiLSTM
computes the forward output sequence −→h using input information from time t = 1 to T
and the backward output sequence ←−h using the information from time t = T to 1. Fig
presents the structure of BiLSTM Neural Network. Both the forward and the backward
output sequence are calculated using the same LSTM updating equations specified in
Eq.(2.10) - (2.15). The predicted output R̂V t is now given by:

RVt = σ(−→h ,←−h ) (2.17)

where σ is a function merging the forward and the backward output sequences. It
can be a summation function, a multiplication function, a concatenating function or
an average function. We choose the multiplication function for σ as it achieves the
minimum validation loss discussed below.

As the above DFN, we use a single BiLSTM layer for the hidden layer and the
number of hidden units is optimized separately. In addition, recurrent layer dropout
regularization is applied to prevent overfitting. The BiLSTM is implemented using
the ”keras” package in R. Figure B.2 presents the basic structure of DFN, LSTM and
BiLSTM.

[ INSERT FIGURE B.2 ABOUT HERE ]

2.2.4 Proposed hybrid models - BiLSTM with HAR-type
models

Financial time series models such as GARCH-type models haven been integrated with
different Neural Network models to predict financial volatility. Empirical results show
that adding GARCH-type components significantly improve the volatility forecasts
under the Neural Network structure, indicating those components are good feature
representations of volatility. However, standard GARCH fails to reproduce the long-
memory property which is an important stylized facts of financial returns. Extension of
standard GARCH such as FIGARCH uses fractional difference operators to obtain
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long-memory volatility but it is difficult to estimate and lacks explicit economic
interpretation (Corsi (2009)). Such problems may negatively affect the interpretability
of forecasting results generated by Neural Network models if those components are fed
into Neural Networks as features.

HAR model is proposed by Corsi (2009) to address above issues of GARCH-type
models and significantly improves volatility forecasting by successfully reproducing the
main stylized facts of financial returns (i.e., self-similarity, long-memory and fat tails).
This indicates that volatility is better represented under the HAR structure. It also
maintains a simple structure and its parameters have clear economic interpretation. The
standard HAR model is then extended by incorporating jump component in forecasting
volatility. Corsi et al. (2010) propose a new jump test based on the Threshold Bi-
power variation and decompose the volatility into a continuous part and a jump
part. Empirical results show that jumps have significant impact in forecasting future
volatility, suggesting jumps serve to an important feature of financial volatility and
volatility is better modelled by such decomposition.

As mentioned in the introduction, HAR model considers different volatility com-
ponents realized over different time horizons and HAR-TCJ model looks into a more
detailed decomposition of financial volatility. Their empirical results show significant
improvement in forecasting volatility, indicating the characteristics of volatility are
well featured by HAR-type components. Therefore, adding the HAR-type components
into Neural Networks should improve the volatility forecasts compared to the Neural
Networks without those input. To verify this hypothesis, we propose a hybrid model
integrating HAR-type components into Neural Networks. We now explain in detail how
information increases as HAR-type components are added.

In Eq.(2.3) of the standard HAR model, βd measures the impact of volatility realized
by actions of high-frequency traders (i.e., daily traders) on future volatility. βw and βm

indicate the effect of volatility realized by behaviors of medium-frequency traders (i.e.,
weekly trades) and low-frequency traders (i.e., monthly traders) on future volatility
respectively. By decomposing the volatility into a continuous part and jump part,
the jump coefficient (βj,d) of HAR-TCJ model in Eq.(2.4) provides extra information
for the impact of jumps on future volatility. These parameters multiplied by the
corresponding volatility component form the HAR-type components and they are more
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informative than the past volatility alone. The HAR-type components are then added
into Neural Networks as feature input. Neural networks transform these features into
higher dimensional space in the hidden layer and learn the input-output map via the
training data. DFN structure is applied to improve nonlinear pattern learning and
BiLSTM is used to detect long-term dependence in the financial time-series data. Figure
B.4 presents the architecture of the proposed hybrid model.

[ INSERT FIGURE B.4 ABOUT HERE ]

2.3 Data and experiment

In the empirical analysis, we choose one stock each from ten business sectors which
gives us the price data of following ten stocks: Citigroup Inc. (C), Microsoft (MSFT),
Freeport-McMoran (FCX), Pfizer (PFE), General Electric (GE), The Home Depot
(HD), AT&T (T), Exxon-Mobil (XOM), Duke Energy (DUK) and Wal-Mart (WMT).
We also include SPY which is the ETF of S&P 500 index to see results in more aggregate
level. All data are obtained from Tick Data Inc. and the sampling frequency is 5-min.
Our sample covers the period from Jan 03, 2000 to Dec 31, 2020. Descriptive statistics
are provided in Table B.1. The experiment is to forecast RV over daily (h = 1) and
weekly (h = 5) horizons. It is comprised of the following two steps.

Step 1: Feature construction and model building

• Data preparation: The daily, weekly and monthly RV in the standard HAR model
are calculated using Eq. (2.1) - (2.2). The continuous part and jump part of RV
in the HAR-TCJ model are computed by Eq.(2.5) - (2.7). Table B.1 provides the
descriptive statistics of daily RV and daily ˆTC for each of the considered stocks.

• Data division: To examine the forecasting performance of different models under
distinct market outlook, we divide our sample into three subsamples containing
approximately equal observations: the pre-crisis sample (Jan 03, 2000 to Aug 31,
2007), the post-crisis sample (Sep 04, 2007 to April 30, 2014) and the last sample
(May 01, 2014 to Dec 31, 2020). In addition, two thirds of each sample forms the
training set and the remainder enters into the testing set 1.

1This split of training and testing example is conventional in the empirical literature and it is found
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• Feature construction: To construct the HAR-type components, we estimate the
parameters of the log-form HAR-type models using a rolling window of 1000 days
2. The estimated parameters are then multiplied by the corresponding volatility
components which gives us the HAR-type components.

• Feature scaling: Given the huge difference between the value range of each feature
input, we standardize all features to avoid big features dominating the features
with smaller values.

• Model building: Single model and hybrid model are performed to forecast RV.
Single model consists of HAR, HAR-TCJ, DFN and BiLSTM where Neural
Networks only take past RV and returns as input. Hybrid model contains
DFN-based and BiLSTM-based hybrid models where HAR-type components are
integrated as input features of Neural Networks. Details are provided in Table
B.2.

Step 2: Model training and testing sample forecasting
Although we apply the Neural Network models with single hidden layer in this

chapter, it leaves us other tuning parameters to be determined before training (i.e.,
number of hidden nodes, dropout rate, batch size etc.). Tuning parameter selection is
vital for the success of Neural Network models. For instance, increasing the number
of hidden nodes improves the learning ability of Neural Networks characterized by the
superior training sample performance. However, the results can be hardly generalized
to the testing sample due to the problem of overfitting, leading to poor testing sample
performance. We conduct the walk-forward validation to select the tuning parameters
where the training sample is further divided into several small training and validation
sample on a rolling window basis 3. The optimal tuning parameters for single Neural
Network models and hybrid models are selected separately according to the minimum
average validation loss measured by Mean Squared Errors across all chosen stocks. The
search space for each tuning parameter and the selected tuning parameter values are

that this split ratio subjects to less overfitting problem (Bucci (2020))
2We conduct the structural break test and find that 1000 days subject to at least one structural

break for all chosen stocks.
3The selected rolling window length is 250 days. Each small training sample contains 500

observations and the subsequent 250 observations go into the small validation sample.

52



reported in Table B.3 - B.4.
The single and hybrid Neural Network models are then trained and optimized by

gradient-based algorithm under the chosen tuning parameters. The testing sample
performance is measured by Mean Squared Errors (MSE) and Diebold-Mariano (DM)
test is performed to test the significance of performance difference of different models.

[ INSERT TABLE B.2 ABOUT HERE ]
[ INSERT TABLES B.3 - B.4 ABOUT HERE ]

2.4 Results

Table B.5 - B.7 present the out-of-sample forecasting performance of different models
for the pre-crisis, post-crisis and last subsample respectively. We report the results by
comparing and contrasting different models from a holistic perspective. We then look
into the subsample results.

In general, at both the stock and SPY level, our proposed HAR-BiLSTM hybrid
model consistently outperforms other benchmark models, achieving the minimum
average forecasting loss across all forecasting horizons in all subsamples. HAR-DFN
hybrid model ranks second in forecasting daily and weekly RV which also suggests
the superiority of integrating Neural Networks with HAR-type models. DFN, as a
short-memory Neural Network model, fails to build feedback loop between the input
and hidden-layer output. BiLSTM, however, memorizes past input information for
a long time and feed back (forward too as indicated by its name bidirectional) the
current output through the functioning of input gate, forget gate and output gate,
allowing long-memory modeling and therefore stronger pattern detection ability. In
all subsamples, the DM test results show that on average the difference of forecasting
performance between HAR-BiLSTM and HAR-DFN is not obvious in forecasting daily
RV while becoming much more significant in forecasting weekly RV. This may suggest
a more complex and longer-term dependent relationship between input variables and
target output in longer forecasting horizon. Also, this reconfirms the empirical finding
that long-memory Neural Network models have superior performance in capturing long-
term dependence in the data (see e.g., Kim and Won (2018),Bucci (2020)). Moreover,
the proposed hybrid models outperform the standard HAR and HAR-TCJ by a very
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large extent in forecasting both daily and weekly RV. The performance difference is
especially bigger in forecasting weekly RV. This indicates that strong nonlinearity exist
in HAR-type components (daily, weekly and monthly RV, continuous components and
jump component) which is beyond linearity modelling and requires nonlinear modeling
algorithms.

Surprisingly, in all subsamples, single DFN and single BiLSTM, which takes past
RV as input features, often underperform standard HAR and HAR-TCJ. However,
such performance difference becomes much less in forecasting weekly RV. This might
be attributed to the strong persistence of RV in short forecasting horizon. In other
words, daily RV is highly persistent and such persistence is well modeled by the
standard HAR. However, strong nonlinearity appears in longer forecasting horizon and
Neural Network models become more powerful in capturing the nonlinear effects. In
addition, superior forecasting performance of the proposed hybrid models indicates
that HAR-type components are more informative input features than past RV. Corsi
(2009) shows that the HAR model successfully reproduce the main stylized facts of
RV such as self-similarity and long-memory. By inputting the HAR-type components
into Neural Network basis, we actually provide: (1) main stylized facts of RV (self-
similarity and long-memory); (2) components of RV (continuous part and jump part);
(3) magnitude of volatility induced by different market participants (daily, weekly and
monthly RV); (4) the impact of actions taken by high-frequency, medium-frequency and
low-frequency traders on future RV (estimated parameters of HAR-type model). With
more effective information, the performance of proposed hybrid models is significantly
improved compared with single Neural Network models. This indicates that feature
quality is a key factor which largely affect the performance of Neural Network models.
This empirical finding may be meaningful in the following aspects: (1) components
generated by classical Financial Time Series models may produce high-quality input
features for Neural Network models and enhance their learning ability. This is achieved
by successful and in-depth modeling of the statistical properties of target variables,
offering Neural Network models a deeper and more micro vision; (2) Neural Network
models, however, detect and model the nonlinearity that is beyond the scope of linear
Financial Time Series models. This is particularly helpful when forecasting horizon is
longer or large amount of exogenous variables are added.
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On average, both HAR-DFN and HAR-BiLSTM perform better in the post-crisis
period compared with other subsamples. This might be attributed to the unexpected
events happened in the testing period of pre-crisis and last subsample. Specifically, the
testing period of pre-crisis subsample is very close to the official beginning of the Great
Recession in 2007 while that of last sample covers the burst of Covid-19 crisis in 2020.
As those events are not included by the training samples, the abbreviate data behavior
during the crisis periods may not be sufficiently learned by the hybrid models, leading
to relatively higher loss in pre-crisis and last subsample. The testing period of post-
crisis sample, however, is a relatively ordinary period compared with that of pre-crisis
and the last subsample in which case the training sample performance is generalized
well to the testing sample. Despite these, the proposed HAR-BiLSTM hybrid model
still perform the best in all subsamples across all forecasting horizons, showing the
superiority of long-memory Neural Network model.

[ INSERT TABLES B.5 - B.7 ABOUT HERE ]

2.5 Conclusion

This chapter proposes a new nonparametric Neural Network-based hybrid models to
forecast realized volatility. Unlike semiparametric HAR-type hybrid models, where
nonlinear transformation term is added to the linear part, we retain a full Neural
Network setting which enables more powerful pattern detection and learning. Two
representative Neural Network models, Deep Feedforward Neural Network (DFN) and
Bi-directional Long Short-term Memory (BiLSTM) model, are used as Neural Network
basis in this chapter. Compared with DFN, BiLSTM processes information both
backwards and forwards which allows dynamic bidirectional learning.

By inputting HAR-type components, the proposed hybrid models consistently
outperform other benchmark models in all subsamples across all forecasting horizons.
The best performer is HAR-BiLSTM hybrid model, followed by the HAR-DFN. This
suggests the superiority of long-term dependence detection model and the better
learning ability of BiLSTM model. In addition, HAR-type components are stronger
predictors of future RV than the past RV given the underperformance of single DFN
and single BiLSTM. This finding may advocate the usage of HAR-type components
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instead of raw RV or return data in the Neural Network models.
Moreover, on average, our proposed hybrid models achieve less forecasting loss in

predicting weekly RV than predicting daily RV. This indicates that daily RV is highly
persistent and such persistence is well modeled by the standard HAR. However, strong
nonlinearity appears in longer forecasting horizon and Neural Network models become
more powerful in capturing the nonlinear effects.
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Appendix B

Chapter 2

B.1 Tables and Figures

Table B.1: Summary statistics

MSFT C DUK FCX HD PFE T WMT XOM GE SPY
RVt

Mean 2.56 6.08 2.28 7.81 2.92 2.23 2.46 1.95 2.07 3.39 1.01
Std. 4.02 24.87 5.79 12.09 5.20 3.40 4.57 3.33 4.54 7.21 2.36
Skew. 6.06 19.31 15.66 6.18 7.69 7.28 9.42 7.06 12.43 8.98 9.79
Kurt. 59.27 567.11 375.27 59.84 97.08 88.96 194.58 87.41 250.98 133.38 146.79

ˆTCt

Mean 2.35 5.29 1.91 6.58 2.56 1.90 2.17 1.70 1.89 2.96 0.94
Std. 3.85 21.26 4.50 11.04 4.62 2.81 4.27 3.03 4.30 6.38 2.17
Skew. 6.28 23.62 11.91 7.03 8.01 7.06 10.48 7.79 13.65 10.11 10.31
Kurt. 64.13 896.82 222.39 76.74 108.07 88.51 243.52 110.79 302.83 179.15 173.07

Note: This table reports descriptive statistics of realized volatility and the continuous part of variation
for SPY and other selected stocks. Descriptive statistics includes mean (Mean.), standard deviation
(Std.), Skewness (Skew.) and Kurtosis (Kurt.).
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Table B.2: Input variables of different models

Model Return Lagged RV HAR Components HAR-TCJ Components
Single SDN Y Y N N
Single BiLSTM Y Y N N
HAR-DFN Y N Y Y
HAR-BiLSTM Y N Y Y

Note: This table presents the input variables of single models and hybrid models applied in this study.
Y indicates the corresponding variable is added to the model while N suggests the opposite.
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Figure B.1: LSTM memory cell
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(a) Feedforward Neural Network (b) Long Short-term Memory Network

(c) Bidirectional Long Short-term Memory
Network

Figure B.2: Structure of Neural Network models
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(a) ACF plot for log(RV ) (b) PACF plot for log(RV )

Figure B.3: ACF and PACF plot of SPY’s RV
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Chapter 3

When MIDAS Meets LASSO:
Forecasting Tail Risk Using
Effective Macroeconomic Variables

3.1 Introduction

In the context of recent credit and financial crises, appropriate risk measures raise
greater interest for banks and other financial institutions. Risk measures have become
an essential tool in supporting asset management decisions for banks and other financial
institutions especially under market turmoil. Value at Risk (VaR) and Expected
Shortfall (ES) are two prevailing risk measures that currently dominate financial
regulatory framework. VaR is the maximum loss that would occur within a certain
time period, for a predefined confidence level. It can be defined mathematically as:

V aRα
t ≡ inf{yt ∈ R|FY (yt|Ft−1) ≥ α},

where FY (·|Ft−1) is the cumulative distribution function of asset returns yt over a
horizon given the information set Ft−1, and α ∈ (0, 1) is a given significance level. As a
quantile, VaR can be expressed directly in terms of the inverse cumulative distribution
function: V aRα

t = F−1
Y (α|Ft−1). As a risk measure, its conceptual simplicity and

computational ease made VaR very popular among financial practitioners.
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Despite its favorable properties, VaR has inherent drawbacks. First, VaR ignores
the shape and structure of the tail; i.e., it does not tell us the loss level that would
occur with a probability lower than the selected confidence level. Second, VaR is not
a “coherent” risk measure and hence it does not consider the benefits of diversification
(Artzner et al. (1999)). As a result, investors and risk managers may encounter greater
loss which is beyond the VaR level Yamai and Yoshiba (2005). After the financial crisis
of 2007-2008, Basel Committee on Banking Supervision (2019) propose to use the ES
risk measure, which is defined as the conditional expectation of returns that are below
VaR. Unlike VaR, ES is a coherent risk measure and more informative by considering
the tail shape of the loss distribution. Therefore, ES has been used as an alternative
risk measure, complementing the VaR measure. It is defined as:

ESα
t ≡E[yt|yt ≤ V aRα

t ,Ft−1].

However, little work has been done in modeling ES. This is partly because ES is
not “elicitable” which means that no loss function exists for which ES is the solution
that minimizes the loss.1 Many studies contribute to the problem of elicitability (see,
e.g., Engle and Manganelli (2004), Taylor (2008), Zhu and Galbraith (2011), Fissler
and Ziegel (2016), Du and Escanciano (2017) and Patton et al. (2019)). Until the work
of Fissler and Ziegel (2016), ES is found to be jointly elicitable with VaR and a set of
suitable scoring functions are proposed.

With the development of methodologies, forecasting efficiency of risk measures can
be significantly improved by incorporating information from the intraday data or high-
frequency data into parametric models ( Giot and Laurent (2004), Hansen et al. (2012),
Louzis et al. (2014)) and semiparametric models (Clements et al. (2008), Meng and
Taylor (2020), Lazar and Xue (2020), Gerlach and C. Wang (2020)). Specifically,
realized volatility, proposed by Andersen and Bollerslev (1998) and Alizadeh et al.
(2002), is a near unbiased return variation measure and is one of the most widely
exploited intraday variables given its close relationship with risk measures. The
commonly used realized volatility is selected with 5-minute or 10-minute frequency.

1A risk measure is elicitable if the correct forecast of the measure is the unique minimizer of the
expectation of at least one scoring function (Fissler and Ziegel (2016)). Such scoring functions are
called strictly consistent for the risk measure.
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Adding realized volatility is found to outperform earlier models in forecasting VaR and
ES. However, these studies only exploit the effectiveness of high-frequency variables in
predicting future tail risk and completely disregard the important role of macroeconomic
information which is usually recorded at a lower frequency than tail risk (e.g., quarterly).
A few attempting work have found some evidence supporting the value of low-frequency
variables in tail risk forecasting (see, e.g., Massacci (2017), Candila et al. (2020), Le
(2020), Xu et al. (2021)). However, three challenges of incorporating macroeconomic
information into the tail risk modeling remain to be solved: (1) the common data
frequency disalignment between macroeconomic variables and risk measures (Ghysels
et al. (2004), Engle, Ghysels, et al. (2013), Candila et al. (2020)); (2) the need of a
framework than can accommodate large amount of variables while utilizing only the
most important variables among abundant candidates (Gu et al. (2020), L. Chen et al.
(2020)); (3) the need of a suitable loss function that can accommodate variable selection
and parameter estimation in the proposed model (Patton et al. (2019), Taylor (2019)).
In view of this, it is necessary to calibrate a model with clear loss function that integrates
different but effective information when modeling the tail dynamics.

We address the first challenge through the channel of volatility and we propose a
new quantile-based model with an effective variable screening procedure to overcome
the rest challenges. Stock market volatility is an important driving factor of tail risk and
is found to be closely related to low-frequency macroeconomic and financial indicators
through the Mixed Data Sampling (MIDAS) regression model proposed by Ghysels
et al. (2004). Based on their work, many extended studies have shown that the dynamic
of return volatility is characterized by multiple components capturing information at
different time horizons. For example, Engle, Ghysels, et al. (2013) propose the GARCH-
MIDAS model to extract two components of volatility, the short-term component
that follows a GARCH(1,1) process and the long-term component that relates to
macroeconomic variables. Their study finds significant macro-volatility relationship
by directly incorporating low-frequency macroeconomic variables into the long-term
volatility component. Their findings have been strengthened by many other studies
and the GARCH-MIDAS model has become the most popular model in investigating
the relationships between aggregate financial volatility and macroeconomic & financial
variables (see, e.g., Asgharian et al. (2013), Conrad, Loch, and Daniel (2014), Conrad
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and Loch (2015), Pan et al. (2017), Su et al. (2017), Conrad and Kleen (2019)).
Following Engle, Ghysels, et al. (2013), we decompose the return volatility into a short-
term and a long-term component where an extensive set of macroeconomic & financial
indicators are embedded. However, we extend the GARCH-MIDAS model to allow the
direct forecast of tail risk.

A new quantile-based model is therefore proposed for jointly estimating VaR and ES,
characterizing the relationships between risk measures and macroeconomic & financial
indicators. Quantile-based modeling avoids distributional assumptions on returns and
allows the dynamics of the quantiles to vary for each probability level Engle and
Manganelli (2004). This approach has been focused on VaR and produces superior
VaR forecasts (see, e.g., Şener et al. (2012)). Taylor (2019) extends this approach and
provides an apparent way of producing ES forecasts in a quantile setting. By assuming
the AL density on the pair of VaR and ES, he shows that the negative of AL likelihood
function belongs to the function set proposed by Fissler and Ziegel (2016) and it is
therefore strictly consistent for the joint evaluation of VaR and ES. Following Taylor
(2019), we assume the AL density on VaR and ES to obtain a strictly consistent scoring
function. We differ from Taylor’s approach by integrating a large set of low-frequency
variables through the channel of volatility, allowing the usage of new information to
support the tail risk forecasting.

However, with a large number of variables being considered, the number of estimated
parameters also increases, which increases the model complexity and reduces estimation
efficiency. Fang et al. (2020) apply Adaptive-Lasso proposed by Zou (2006) to select
variables that display the strongest signal in predicting long-term volatility component
under the GARCH-MIDAS framework. They find that the GARCH-MIDAS model with
variable selection outperforms all benchmark models except the model with realized
volatility. The limitation of their approach is the selected variables do not vary for every
out-of-sample estimation and it is unreasonable to assume those variables have the same
contribution in each rolling window of the testing sample. To address this problem,
we propose an innovative dynamic variable selection process where the variables are
selected on a rolling-window basis. It helps us to determine the most important variables
and allows us to visualize the evolution of supporting variables in predicting VaR and
ES.
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The main contribution of this chapter is to address two main research gaps in tail
risk forecasting:

(1) We propose the ES-CAViaR-MIDAS model to integrate low-frequency variables
into the high-frequency tail risk forecasting, allowing the usage of richer information.
As stated above, the lack of a suitable model that deals with frequency disalignment
makes it difficult to utilize low-frequency information such as macroeconomic indicators
in forecasting tail risk. The proposed model addresses this problem through the channel
of volatility and retains the semiparametric setting to avoid distributional assumptions
on returns.

(2) We embed a dynamic variable selection device to select and utilize the most
important low-frequency variables in forecasting future tail risk. Instead of putting
all candidate variables into the model or subjectively picking variables, we let the
data speak for itself by selecting the most informative variables that maximize the
AL likelihood function with Adaptive-Lasso penalty. In addition, the selection process
is on a quarterly rolling basis, allowing the impact of low-frequency variables on the tail
risk to be visualized. The negative relationship between the selected macroeconomic
variables and tail risk provides novel evidence of countercyclical tail risk. The empirical
results show that our proposed model with the selected variables outperforms all
benchmark models especially the model with only realized volatility in forecasting future
tail risk at all chosen confidence levels.

The remainder of this chapter is structured as follows. Section 2 briefly introduces
the proposed model and the procedure of variable selection. Section 3 presents the data
used in our empirical study. Section 4 shows the dynamic variable selection results and
out-of-sample performance. Finally, Section 5 concludes.

3.2 Models

3.2.1 The ES-CAViaR-MIDAS model

Let ri,t be an asset’s return on the ith day of the tth quarter, where i = 1, . . . , Nt, t =
1, . . . , T . The setting allows different numbers of trading days per quarter. Following
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Engle, Ghysels, et al. (2013), we specify the model of ri,t as follows:

ri,t = µ+√τtgi,tϵi,t, (3.1)

where ϵi,t is identically and independently distributed (i.i.d.) and follows an unknown
distribution F (ϵi,t) with zero mean and unit variance. µ denotes the mean of asset
return. τt denotes the long-term volatility component in quarter t, and gi,t denotes the
short-term volatility component on the ith day in the tth quarter.

In the GARCH-MIDAS model proposed by Engle, Ghysels, et al. (2013), the short-
term volatility component follows a GARCH(1,1) process:

gi,t = (1− β1 − β2) + β1
(ri−1,t − µ)2

τt

+ β2gi−1,t, (3.2)

The long-term volatility component with single low-frequency variable is given by:

log(τt) = m+ θ
K∑

k=1
ψk(w1, w2)Xt−k, (3.3)

where Xt is the exogenous variable in quarter t, K is the lagged order, and log(τt) is
considered rather than τt in order to ensure non-negative long-term volatility. Here,
ψk(w1, w2) is the Beta Weighting scheme, which is defined as:

ψk(w1, w2) = (k/(K + 1))w1−1 · (1− k/(K + 1))w2−1∑K
s=1(s/(K + 1))w1−1 · (1− s/(K + 1))w2−1 , (3.4)

where ψk(w1, w2) measures the weight for the kth lag of explanatory variable Xt−k and
it is determined by two parameters w1 and w2. For k = 1, . . . , K, we have ψk ≥ 0 and∑K

k=1 ψk = 1.
Given a probability level α for quantile, we characterize the quantile expression of

(3.1) as:
vi,t(ri,t;α|Ψt−1)− µ = a

√
τtgi,t, where a = F−1

α (ϵi,t),
ei,t(ri,t;α|Ψt−1)− µ = b

√
τtgi,t, where b = E[ϵi,t|ϵi,t ≤ a],

(3.5)

where Ψt−1 is the information set at time t− 1, F−1
α (ϵi,t) is the quantile of ϵi,t at level

α. vi,t(ri,t;α|Ψt−1) and ei,t(ri,t;α|Ψt−1) denote VaR and ES based on the information
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up to day i − 1 of quarter t at the α confidence level respectively. We use vi,t and ei,t

from now for notation convenience.
Unlike Engle, Ghysels, et al. (2013), we consider the Threshold GARCH (1,1) process

proposed by Zakoian (1994) for the short-term volatility component to better account
for the well-known leverage effect. We now have:

g
1
2
i,t = β0 + β1

(ri−1,t − µ)+

τ
1
2

t

+ β2
(ri−1,t − µ)−

τ
1
2

t

+ β3g
1
2
i−1,t, (3.6)

where (ri−1,t − µ)+ = max{ri−1,t − µ, 0} and (ri−1,t − µ)− = min{ri−1,t − µ, 0}.
τ

1
2

t is the long-term component of the volatility in the tth month, whose specification
is shown as:

τ
1
2

t = exp
(
m+ θ

K∑
k=1

ψk(w1, w2)Xt−k

)
. (3.7)

After combining Eq.(3.4) - Eq.(3.7), we now propose a model for the joint forecasting
of VaR and ES with a single low-frequency variable:



vi,t − µ = a
√
τtgi,t

ei,t − µ = b
√
τtgi,t

g
1
2
i,t = η0 + β1

(ri−1,t − µ)+

τ
1
2

t

+ β2
(ri−1,t − µ)−

τ
1
2

t

+ β3g
1
2
i−1,t

τ
1
2

t = exp
(
m+ θ

K∑
k=1

ψk(w1, w2)Xt−k

)

ψk(w1, w2) = (k/(K + 1))w1−1 · (1− k/(K + 1))w2−1∑K
s=1(s/(K + 1))w1−1 · (1− s/(K + 1))w2−1 .

(3.8)

Substituting Eq.(3.6) and Eq.(3.7) into Eq.(3.5), the proposed model in Eq.(3.8)
can be written as:vi,t − µ = β0 + β1(ri−1,t − µ)+ + β2(ri−1,t − µ)− + β3(vi−1,t − µ)

ei,t − µ = γ0(vi,t − µ),
(3.9)

where β0 = aη0 exp
(
m+ θ

∑K
k=1 ψk(w1, w2)Xt−k

)
and γ0 = b/a. The model in Eq.(3.9)

has a similar framework with the CAViaR Asymmetric Slope (AS) model with ES
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component proposed by Taylor (2019). Thus, we name Eq.(3.9) as the “ES-CAViaR-
MIDAS” model.2

Although the parameters of the proposed ES-CAViaR-MIDAS model can be
obtained by the maximum likelihood estimation with an assumed distribution for
innovations ϵi,t, it is unrealistic to assume a consistent distribution for innovations.
To avoid this, we follow Taylor (2019) to assume the AL density on the pair of (VaR,
ES) rather than on the innovations. Our proposed model falls into a semiparametric
framework where parameters are estimated by maximizing the AL likelihood function.3

A few studies that investigate the relationships between the stock market tail risk
and low-frequency macroeconomic variables focus on the effect of single macroeconomic
variable on tail risk, while some variables may have joint effects (Candila et al. (2020),
Le (2020), Xu et al. (2021)). Therefore, a clear and feasible framework is needed to
integrate large number of low-frequency variables into the tail risk forecasting. In our
study, we generalize the model Eq.(3.9) by considering an extensive set of low-frequency
variables:

vi,t − µ = β0 + β1(ri−1,t − µ)+ + β2(ri−1,t − µ)− + β3(vi−1,t − µ)
ei,t − µ = γ0(vi,t − µ)

β0 = exp
m+

J∑
j=1

θj

K∑
k=1

ψk(wj,1, wj,2)Xj,t−k

 ,
(3.10)

where J denotes the number of explanatory variables (J = 20 in this study), and θj

measures the impact of the jth explanatory variable on the long-term volatility.
The proposed model is estimated by maximizing the AL likelihood function:

LLF (Φ) =
T∑

t=1

Nt∑
i=1

[
log

(
α− 1
ei,t

)
+ (ri,t − vi,t)(α− 1{ri,t ≤ vi,t})

αei,t

]
. (3.11)

2This model can be extended with alternative CAViaR frameworks for VaR forecasting, which
are introduced by Engle and Manganelli (2004) and Taylor (2019), including the Symmetric Absolute
Value (SAV), Adaptive and Indirect GARCH(1, 1). In this chapter, we only consider the CAViaR-AS
model.

3Patton et al. (2019) propose a set of semiparametric models for VaR and ES jointly, in which
parameters are estimated by minimizing the FZ loss function by Fissler and Ziegel (2016). Taylor
(2019) shows that the result by maximizing the AL density function is consistent with the one by
minimizing the FZ loss function with the assumption of zero-mean returns.
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3.2.2 ES-CAViaR-MIDAS with variable selection

As the number of parameters rises with the number variables included, difficulties may
arise in extracting those with the strongest signals from those who are less important.
We therefore conduct variable screening by incorporating the Adaptive-Lasso penalty
proposed by Zou (2006). The penalized likelihood function is:

PLLFλ(Φ) =
T∑

t=1

Nt∑
i=1

[
log

(
α− 1
ei,t

)
+ (ri,t − vi,t)(α− 1{ri,t ≤ vi,t})

αei,t

]
− λ

J∑
j=1

ŵj|θj|,

(3.12)
where λ > 0 is the tuning parameter regulating shrinkage power in the Adaptive-Lasso
penalty, PLLFλ(Φ) denotes the penalized likelihood function for a given λ, and ŵj is
the adaptive weight for each explanatory variable Xj.

To obtain the adaptive weights, which is calculated as ŵj = 1
|θ̂j |η , we estimate the

ES-CAViaR-MIDAS model for all J variables to obtain the estimates θ̂j. Following Zou
(2006), we set η = 2 to achieve higher probability of obtaining the true model.

3.2.3 Tuning parameter selection

Choosing the value of the tuning parameter λ in the penalized likelihood function is
vital for the success of variable screening process. A small λ increases the number of
selected variables while taking the risk of including noisy variables that are far from
the underlying true model. On the contrary, a large enough λ rules out all variables
although some of them display strong signal. Among the many techniques for tuning
parameter selection, Cross-validation (CV) and Information Criteria (IC) are familiar
options. Considering the nature of time series data in our empirical study and the large
number of covariates, we apply Generalized Information Criteria (GIC) to determine
the tuning parameter.

With high-dimensional penalized likelihood, Fan and Tang (2013) recommend that
GIC is used to select the tuning parameter. Its advantage draws from a trade-
off between model fitting and model complexity, which is achieved by involving two
components. The first evaluates the goodness of fit which rises with the number of
explanatory variables. The second penalizes model complexity as associated with the
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number of variables. The GIC for a given λ is calculates as follows:

GICλ = 1
N

{
2[LLF (Φ̂)− PLLFλ(Φ̂λ)] + a(N, p)|θ̂λ|

}
(3.13)

where N is the number of observations. LLF (Φ̂) is the maximum value of the likelihood
function including all candidate variables, and PLLFλ(Φ̂λ) is the maximum value
of penalized likelihood function for a given λ with variable selection. 2[LLF (Φ̂) −
PLLFλ(Φ̂λ)] is the scaled deviation between the original model including all variables
and the model with variable selection. |θ̂λ| is the l1 − norm of parameter vector
θ for a given λ. a(N, p)is a positive value regulating the trade off between model
fitting and model complexity, which depends on the number of observations N and
the number of estimated parameters p. Following Fang et al. (2020), we set a(N, p) =
log{log(N)} · log(p). For the empirical analysis, the optimum tuning parameter λ∗ is
selected according to the minimum GICλ over the range [0, λmax].

3.2.4 Estimation framework

Two problems arise with the estimation stage: dynamic selection and identification.
With regard to the first, variable screening is usually static offering limited support
to out-of-sample forecasting. It is also unreasonable to assume the same variables
would be selected at different time and the selected variables would make the same
contribution in predicting the target variable over time. To address this issue, we
conduct a dynamic variable selection process where the optimum tuning parameter λ∗

and important variables are selected on a rolling-window basis.
With the identification problem, it arises when variables are dropped from the

model if their respective parameters are shrunk to zero during the screening process.
This would lead to an identification problem as the Beta Weighting parameters of
the dropped variables will not enter in the penalized likelihood function and therefore
will not be identified. To avoid this problem, we fix the Beta Weighting parameters
when estimating the rest of the parameters. Specifically, suppose the penalized
likelihood function for the ES-CAViaR-MIDAS model depends on two sets of parameters
Φ1 = (µ, β1, β2, β3, θ1, θ2, ..., θ20) and Φ2 = (w1,1, w1,2, w2,1, w2,2, ..., w20,1, w20,2). We fix
the Beta Weighting parameters Φ2 = Φ̂2 before estimating Φ1 where Φ̂2 is sequentially
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obtained by estimating the ES-CAViaR-MIDAS model for each candidate variable.
The two-stage procedure is proposed to address the respective problems in a single

framework, which we illustrate as follows with added details given in Figure C.1.
Step 1: Obtain the Beta Weighting parameter estimates and calculate the adaptive

weight

• Estimate the ES-CAViaR-MIDAS model for each of the J variables by maximizing
the AL likelihood function as in Eq.(3.11) under linear constraints, and obtain
Beta Weighting parameter estimates Φ2 = Φ̂2.

• Set Φ2 = Φ̂2. Estimate the ES-CAViaR-MIDAS model with all J variables by
maximizing the AL likelihood function as in Eq.(3.11) under linear constraints,
and obtain the parameter estimates θ̂j. Calculate the adaptive weight as ŵj =

1
|θ̂j |η .

Step 2: Dynamically choose the optimum tuning parameter and select variables

• The entire out-of-sample period is divided into 66 rolling windows. For each
rolling window, we choose the optimum tuning parameter and select variables.

• Set Φ2 = Φ̂2 and wj = ŵj. For each rolling window, we estimate the ES-CAViaR-
MIDAS model with variable selection by maximizing the penalized AL likelihood
function as in Eq.(3.12), with the tuning parameter λ on a grid of [0, λmax]. Obtain
the parameter estimates Φ̂1 and calculate GIC for each value of λ.

• Choose the optimum tuning parameter λ∗ according to the minimum GIC and
obtain the selected variables.

• Repeat the above process until the last window is reached.

[ INSERT FIGURE C.1 ABOUT HERE ]

3.3 Data and empirical study

In the empirical analysis, we investigate the S&P500, US macroeconomic and financial
data from 1969Q1 to 2021Q2. The S&P500 index data is obtained from Yahoo
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Finance and We consider the daily stock market returns which are calculated as the
natural logarithm of S&P500 index prices. With macroeconomic and financial variables
collected quarterly, it is necessary to align the frequency of the variables, that are
recorded at daily/monthly frequencies, by taking quarterly averages.

Substantial data revision can be frequent for macroeconomic and financial variables
Conrad and Loch (2015). As a result, using revised instead of real-time data may
mislead the forecast evaluations. The importance of using real-time data has long been
documented in the empirical studies. For example, Stark (2010) shows that the forecast
accuracy of the Survey of Professional Forecasters declines as the data are revised over
time, indicating the negative impact of using revised data. Croushore (2011) argues that
forecasters generally produce forecasts based on existing methodologies and cannot be
expected to predict future changes in methodology. Thus, forecast evaluations should
focus on early release of data and ideally the real-time data.

In this chapter, we obtain the first release (real-time) macroeconomic and financial
data from the Real-time Data Research Center (RDRC) of the Federal Reserve Bank of
Philadelphia. Other variables are collected from the FRED database at the Federal
Reserve Bank of St Louis, Tradingeconomics.com, the Survey of Consumers from
University of Michigan (SCUM), the Federal Reserve Bank of Chicago (FRBC) and
the personal website of French and Manela. Descriptive statistics and the variable
correlation matrix are reported in Table C.1 and Table C.2 respectively. 4

3.3.1 Macroeconomic variables

The following papers provide a context for our macroeconomic variables: Paye (2012),
Engle, Ghysels, et al. (2013), Asgharian et al. (2013), Conrad and Loch (2015), Pan
et al. (2017), Su et al. (2017), Conrad and Kleen (2019) and Fang et al. (2020).
Macroeconomic variables in our study are real GDP growth rate, industrial production
growth rate, unemployment rate, housing starts, post-tax nominal corporate profits,
real personal consumption, CPI, PPI, the Chicago Fed national activity index (CFNAI),
the new orders index of the Institute of Supply Management, monetary base, consumer
sentiment index of the University of Michigan, real GDP volatility and CPI volatility.

CFNAI is an index designed to gauge overall economic activity and related
4Tradingeconomics.com is a database offering economic and financial data.
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inflationary pressure. It can be seen as a proxy of business cycles. The New Orders
Index measures the changes in employment, production, inventories, supplier deliveries
and new orders. It provides an idea of future economic growth and is a leading economic
indicator. In addition, macroeconomic volatility is found to be important determinant
of stock market volatility (Schwert (1989), Liljeblom and Stenius (1997), Engle, Ghysels,
et al. (2013)). The macroeconomic volatility is measured by volatility of first release
GDP growth rate and volatility of CPI. Following Engle, Ghysels, et al. (2013), we use
GARCH(1,1) model to estimate quarterly macroeconomic volatility.

Following Conrad and Loch (2015) and Fang et al. (2020), we consider CFNAI in
levels and take annualized quarterly percentage change as 100((Xt − Xt−1)4 − 1) for
other variables.

3.3.2 Financial variables

We include six financial variables: equity market returns (MKT), short-term reversal
factor (STR), default spread, term spread, realized volatility (RV) and implied volatility
(IV).

Equity market returns (MKT) considered in Fama and French (1992) capture the
leverage effect, showing the negative relationship between stock returns and volatility
(Black (1976), Christiansen et al. (2012), Nonejad (2017)). From Nagel (2012), the
expected return of reversal strategy rises predictably and dramatically during periods of
market turmoil, thereby indicating that the short-term reversal factor (STR) is related
to stock market volatility. For the spread terms, the following proxies are used: the
yield spread between BAA and AAA rated bonds for default spread; the yield spread
between the 10-year treasury bond and the 3-month treasury bill for term spread.
Following Andersen, Bollerslev, and Meddahi (2011), we also consider realized volatility
in forecasting volatility. The quarterly volatility is calculated as:

RVt =
Nt∑
i=1

r2
i,t (3.14)

The implied volatility is a proxy of financial market uncertainty. CBOE VIX and
VXO are two implied volatility indices which are used to measure the expected market
volatility implied by stock index option prices. Many studies find that options-based
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volatility is more informative for forecasting purposes than time-series volatility models
based on returns of stock market index (Martens and Zein (2004), Becker et al. (2009),
D. Fernandes et al. (2014)). Therefore, implied volatility is considered as an explanatory
variable in the long-term volatility component. However, the data horizons of VIX and
VXO do not match that of the other variables given their availability from 1990 and
1986 respectively. Manela and Moreira (2017) propose a news-based implied volatility
index (NVIX) to capture investors’ perception of future financial market uncertainty.
It is an estimated VXO index based on the data from the front-page articles of the
Wall Street Journal. Su et al. (2017) find that NVIX is a source of financial aggregate
volatility. Thus, we use NVIX as a proxy of implied volatility before 1986 and switch to
VXO between 1986 and 1990. CBOE VIX is used thereafter in the empirical analysis.

[ INSERT TABLES C.1-C.2 ABOUT HERE ]

3.3.3 Principal Component Analysis (PCA) for variables

Dimensionality reduction techniques such as Principal Component Analysis (PCA)
are alternatives of feature selection methods in big data analysis. LASSO, as a
feature selection method, focuses on dropping uninformative variables, while PCA
creates a lower-dimensional representation of the original features (Jolliffe and Cadima
(2016)). PCA is widely used to reduce the dimensionality of big datasets, increasing
interpretability but minimizing the information loss at the same time. It does so
by creating principle components that maximizes the data variation and therefore
retaining as much the statistical information as possible. To examine the power of
lower-dimensional features represented by the principle components, we conduct the
following PCA analysis.

We conduct PCA for the 20 macroeconomic and financial variables. We standardize
all the variables for implementation. From the PCA, we find that the first, second and
third principal component respectively accounts for 28.12%, 13.91% and 11.22% of the
variation in the 20 variables. Moreover, the first three components only explain 53.25%
of the variation in the data in total.5 The results indicate that PCA is insufficient
in representing the original features. Therefore, the Adaptive-Lasso is used to select

5More detailed results can be found in Table C.3.
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informative variables for forecasting, instead of using the principal components directly.6

[ INSERT TABLE C.3 ABOUT HERE ]

3.4 Empirical analysis

We evaluate one-day-ahead VaR and ES forecasts for the daily log returns of S&P
500 index using four confidence levels: 1%, 2.5%, 5% and 10%. For each model and
confidence level, one-day ahead VaR and ES forecasts in one quarter are generated by
the parameter estimates based on the data in the previous 36 quarters. After each
estimation, we move the rolling window one quarter forward. The out-of-sample period
for each model is from 2005Q1 to 2021Q2.

We backtest the VaR and ES forecasts of the proposed model with the selected
variables and compare its performance with that of the following benchmark models:
the ES-CAViaR-MIDAS model that incorporates one variable at a time in the long-term
volatility component (Conrad and Loch (2015), Fang et al. (2020)), the ES-CAViaR-
MIDAS model without any low-frequency variables, the ES-CAViaR-MIDAS model
with all 20 macroeconomic & financial variables, and the ES-CAViaR-MIDAS model
that incorporates the first three principal components (PC1, PC2, PC3) separately
and jointly. In addition to the model integrating all selected variables, we generate
the combination forecasts based on the forecast result of the ES-CAViaR-MIDAS
model with each of the selected variable using the simple average combination and loss
function-based combination (Conrad and Kleen (2019), Happersberger et al. (2020)).
Description of these models are provided in Table C.4.

[ INSERT TABLE C.4 ABOUT HERE ]

3.4.1 Dynamic variable selection using Adaptive-Lasso

Using a dynamic variable selection process, whereby the optimum tuning parameter and
corresponding variables are selected on a rolling quarterly basis, allows the impact of

6But we consider incorporating the first three principal components into the proposed model as
benchmarks.
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low-frequency variables on the tail risk to be visualized and provides a new perspective
to add the most important information variables in predicting VaR and ES.

We first standardize the macroeconomic and financial variables. To select the tuning
parameter λ, we then review a [0, 30] range in increments of 0.1, calculating the GIC
for the respective value of λ. The λ with the minimum GIC in each window is regarded
as the optimum tuning parameter.

The third panel of Figures C.2 - C.5 present the results of dynamic variable selection
process at four confidence levels 1%, 2.5%, 5% and 10%. The results are reported by
time and then by confidence levels.

Across the out-of-sample period, RV, term spread and housing starts mostly serve
to predict VaR and ES across at all chosen confidence levels. Past market volatility, the
yield spread between long-term and short-term government bonds and the volume of
housing starts are predominant predictors of future tail risk. As indicated by the heat
map, those three variables have a consistently strong but opposite impact on future VaR
and ES. For RV, the green tabs in the heat map indicate its positive correlation with
VaR and ES. That is, the higher the RV, the greater the future VaR and ES. Several
studies have found that more accurate risk forecasts can be generated by incorporating
RV into the dynamic volatility forecasting models (see, e.g., Giot and Laurent (2004),
Clements et al. (2008), Hansen et al. (2012), Louzis et al. (2014), Lazar and Xue (2020)).
Different from the previous studies, we allow the data speak for itself rather than
assuming statistical models which include RV but may not fit the data well. Our study
shows that the RV is consistently selected as one of the strongest predictors of future tail
risk by the Adaptive-Lasso. However, term spread and housing starts, as indicated by
their red tabs, are negatively associated with future tail risk. The larger the term spread
and housing starts, the lower the future tail risk. To the best of our knowledge, our
study provides novel evidence for the negative relationship between housing starts and
financial market tail risk, indicating the countercyclical pattern of tail risk. Inspired by
Conrad, Loch, and Daniel (2014) and Fang et al. (2020), the relevance of term spread
and housing starts for tail risk prediction drives from the following: (1) These two
variables are powerful predictors of future changes in economic activity. Since either a
smaller term spread or yield curve inversion is mostly followed by recessions, these are
associated with increased uncertainty and financial market risk. More housing starts,
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however, implies future economic growth which can be rationalized by the empirical
observation of low mortgage interest rate that facilitate economic upturns and safer
investment projects (see, e.g., Estrella and Trubin (2006), Leamer (2007), Kydland et al.
(2012)); (2) Term spread is closely related to the investors’ expectations on investment
risk. If short-term interest rates are expected to fall, this raises the price of long-term
securities so lowering their yields relative to the short-term securities and indicating
higher risk (Wheelock, Wohar, et al. (2009)). However, more housing construction is
associated with the expansion of the credit market, which drives economic growth and
investment opportunities with lower risk. During the great recession period between
2007 and 2009, in addition to the three strongest predictors, corporate profits is also
selected at all chosen confidence levels. The red tabs of corporate profits suggests
its negative association with tail risk. Corporate profits has strong impact on firm
valuation and is a key determinant of financial investment decisions. Firms with higher
corporate profits, especially during turbulent period, are relatively safer investment
targets perceived by investors (Froot et al. (1993)). During the COVID-19 crisis period,
RV, term spread and housing starts dominate other variables in forecasting stock market
tail risk. Although RV, term spread and housing starts are three strongest predictors
of tail risk, the importance of other low-frequency variables should not be neglected.

Across the confidence levels, as is shown in the second panel of Figures C.2 - C.5,
the average number of selected variables is the highest at 1% level while is the lowest at
10% level. This indicates that extreme VaR and ES may rely on extra information in
addition to RV, term spread and housing starts. For example, at 1% confidence level,
other low-frequency variables such as unemployment rate, corporate profits and MKT
are also consistently selected for most of the rolling windows. However, fewer variables
are selected as confidence level increases.

[ INSERT FIGURES C.2 - C.5 ABOUT HERE ]

3.4.2 Backtesting approaches

We implement six backtesting approaches to compare the performance of out-of-sample
forecasts generated by the proposed model with that by other benchmarks. We now
introduce six prevailing backtesting methods for VaR and ES via assessing the quantile
score, the unconditional coverage (UC) test, the Dynamic Quantile (DQ) regression,
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the bootstrap test for ES and the Dynamic Expected Shortfall (DES) regression.

3.4.2.1 Unconditional coverage (UC) test

Familiar procedures for evaluating the performance of VaR forecasts are based on VaR
failures, i.e.,

It = 1{rt ≤ vα
t }.

One commonly used VaR backtesting method, known as the unconditional coverage
(UC) test, is proposed by Kupiec (1995), and uses the proportion of failures as its main
tool. In this test, the hit proportion is defined as the percentage of the returns that
are below the estimated VaR. The difference between the hit proportion and theoretical
value α is then examined. The decision on the null hypothesis depends on the Likelihood
Ratio (LR) test that is applied:

HV aR
UC : Et−1[It] = α.

3.4.2.2 Dynamic quantile (DQ) regression

Not only is the UC test statistically weak for small samples, it is criticized for ignoring
the clustering of failures (Nieto and Ruiz (2016)). To address these drawbacks, the
conditional coverage (CC) test is considered where the null hypothesis is:

HV aR
CC : Et−1[It|It−1] = α.

We employ the dynamic quantile (DQ) test proposed by Engle and Manganelli
(2004) to implement the CC test. The DQ test is valid under the misspecification when
ignoring the conditionally correlated probabilities and can be extended to examine other
explanatory variables. The DQ test examines both whether the hit variable defined as
Hitv,t = 1{rt ≤ vt}−α, follows an i.i.d. Bernoulli distribution with probability level α
and whether it is independent of the VaR estimator; the expected value of Hitv,t is 0.
Furthermore, given the definition of the quantile function, the conditional expectation
of vt given any information known at t − 1 must also be 0. The implication is that
the hit function cannot be correlated with other lagged variables. Similarly, the Hitv,t

must not be autocorrelated. If Hitv,t satisfies the above conditions, there will be no
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autocorrelation in the hits and no measurement error. We include one lag of Hitv,t in
the regression function of the test. Consider the following DQ regression:

Hitv,t = a0 + a1Hitv,t−1 + a2vt−1 + uv,t, (3.15)

where a = [a0, a1, a2] is the set of parameters of the regression. We test whether all
parameters in the set a are zero. The DQ test statistic follows an asymptotic X 2(3)
distribution under the null hypothesis.

3.4.2.3 Quantile score function

An alternative way to assess the out-of-sample VaR forecasts is to use the proposed
quantile score function. Given its use in quantile regression, a reasonable choice for the
score function is the linear piecewise loss function for VaR (Giacomini and Komunjer
(2005)), which can be modified as the quantile score function expressed as:

S(vt, rt;α) = (rt − vt)(α− It). (3.16)

As VaR is an elicitable risk measure, the quantile score is strictly consistent for VaR.
By this backtesting method, the best model is that which generates the lowest score
from the above score function.

3.4.2.4 Bootstrap test for ES

ES is not elicitable (Gneiting (2011)) given the absence of a suitable loss function for ES.
In backtesting the ES, McNeil and Frey (2000) propose a bootstrap test which focuses
upon discrepancies between the observed return and the ES forecast, for the periods
where the return exceeds the VaR forecast. Under the null hypothesis, the standardized
discrepancies should have zero unconditional and conditional expectations. Given the
typically small sample of discrepancies, a test of zero conditional expectation is generally
not performed. By implication, the dynamic properties of the ES estimates are not then
evaluated.

To address the problem of sample size, McNeil and Frey (2000) employ a bootstrap
test. This avoids the need for any distributional assumption and test for zero
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unconditional mean of the VaR exceptions. As this test focuses on observations
exceeding the VaR forecasts, the assessment of ES forecasts is not independent of those
forecasts. This problem, along with the nonelicitability of ES, prompts consideration
of a scoring function for jointly evaluating ES and VaR forecasts.

3.4.2.5 Dynamic Expected Shortfall (DES) regression

We follow the backtesting method of Patton et al. (2019) to evaluate the ES estimates
individually, using a dynamic ES (DES) regression test:

λs
e,t = b0 + b1λ

s
e,t−1 + b2et−1 + ue,t, (3.17)

where λs
e,t is the standardized version of λe,t, which is defined as:

λs
e,t = λe,t

et

= 1
α

1{rt ≤ vt}
rt

et

− 1,

b = [b0, b1, b2] is the set of parameters of the regression. Based on the null hypothesis,
we test whether all parameters in set b are zero. The main intuition for this test is the
same as that for the Dynamic quantile (DQ) regression discussed above.

3.4.2.6 FZ loss function for (VaR, ES)

To compare the VaR and ES forecasts jointly, a loss function proposed by Fissler and
Ziegel (2016) is employed. The authors discuss how VaR and ES are jointly elicitable
and present a group of loss functions for risk measure estimation and backtesting. We
follow the choice of Patton et al. (2019) for the loss function FZ0, which is defined as:

LF Z0(Y, v, e;α) = − 1
αe

1{Y ≤ v}(v − Y ) + v

e
+ log(−e)− 1. (3.18)

To compare the performance of each model using the FZ0 loss function, we calculate
the average loss value LF Z0 = 1

T

∑T
t=1 LF Z0,t for different α values.
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3.4.3 Backtesting results

The out-of-sample forecasting period is of 2005Q1 to 2021Q2, encompasses both the
global financial crisis 2007 to 2009 and the COVID-19 recession starting early 2020. To
compare the forecasting performance of the proposed model with the benchmarks, we
present the backtesting results based on the above approaches in Table C.5. Table C.6
displays the performance rankings for the joint forecasting of VaR and ES based on the
FZ loss function. We first report the overall findings, followed by the detailed results
for each backtesting approach.

For most of the applied back tests and confidence levels, our proposed ES-CAViaR-
MIDAS model with selected variables and the combination forecasts consistently
outperform other benchmark models. Across all confidence levels, the loss-based
forecast combination using the forecasts generated by each of the selected variable
achieves the minimum loss in forecasting VaR and ES jointly. The proposed ES-
CAViaR-MIDAS model with selected variables ranks second in joint forecasting VaR
and ES. This suggests that the low-frequency information is valuable in forecasting
high-frequency tail risk and that its power is further strengthened by the dynamic
variable selection process. The detailed backtesting results are discussed as follows.

Panel A in Table C.5 gives average score of VaR forecasts generated by each
model at different confidence levels. The lowest three values for each confidence
level are presented in bold. In general, the loss function-based combination forecasts
using forecasts generated by each selected variable perform the best across different
confidence levels. In addition, for α = 1% and α = 2.5%, ES-CAViaR-MIDAS model
with the variables selected by our proposed approach performs well compared with
other benchmarks, delivering lower score for the VaR forecasts. The simple average
combination method is also highly ranked in some cases, e.g., for α = 5%. However,
the out-of-sample performance of the ES-CAViaR-MIDAS that incorporates all 20
macroeconomic & financial variables has higher average loss. This indicates that a
model without shrinkage and regularization suffers from the overfitting problem.

The hitting proportions and their corresponding p-values are presented in Panel B
of Table C.5. We first count the number of VaR rejections for each model, then perform
the UC backtest for all forecasts at four confidence levels. The hitting proportions with
p-values larger than 10% are presented in bold, and hitting proportions with p-values
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larger than 5% are presented in italics. For α = 5% and α = 10%, the proposed ES-
CAViaR-MIDAS model with selected variables and two forecast combinations achieve
fewer UC test rejections compared to the rejections of other benchmarks. In more
extreme cases, i.e., α = 1% and α = 2.5%, all models fail to pass the UC test, having
p-values larger than 5%, even for the original ES-CAViaR-MIDAS model without any
low-frequency variables. The misspecification of the original model might be one of the
causes of the bias.7

Panel C of Table C.5 reports p-values of the DQ test of VaR forecasts at four
confidence levels. p-values greater than 10% are presented in bold indicating no
evidence against the optimality at 10% significance level. p-values above 5% are in
italics. For α = 5% and α = 10%, all models pass the DQ test. The proposed ES-
CAViaR-MIDAS model with selected variables achieves the largest p-value at α = 10%.
When we consider the 2.5% VaR forecasting, only a few models pass the DQ test.
However, significant improvements are achieved by adding the selected variables in
the ES-CAViaR-MIDAS model which has the highest p-value in this case. For the
most extreme case, i.e., α = 1%, integrating all the selected variables into the ES-
CAViaR-MIDAS model does not pass the DQ test, although the loss-based combination
forecasts are able to pass the DQ test significantly. Overall, adding the selected variables
generally helps models to pass the DQ test.

To backtest the performance of the models for VaR and ES jointly, we apply the FZ
loss function to compute the average loss for all models. Panel D of Table C.5 presents
the average loss at different confidence levels. The lowest three average losses in each
column are presented in bold. Similar to the results in Panel A, the loss-based forecast
combination method consistently has the lowest average loss for all confidence levels. In
more extreme cases, i.e., α = 1% and α = 2.5%, the ES-CAViaR-MIDAS model with
all selected variables always ranks Top3 models. In addition, models incorporating
RV perform better than models including other variables in this backtesting scheme.
Overall, dynamic variable selection improves the joint forecasting of VaR and ES.

To evaluate the ES forecasts, we employ the bootstrap test for the zero unconditional
and conditional expectation of the standardized discrepancies, between the observed
returns and the ES forecasts, for the periods where the returns exceed the VaR forecasts.

7In further study, we would consider other semiparametric models integrating the MIDAS
framework, then assess the out-of-sample performance.
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Results are shown in Panel E of Table C.5. In this panel, bold indicates the ES forecasts
at each confidence level that passes the bootstrap test with p-values above 10%; and
where the p-values above 5% they are presented in italics. Overall, the ES-CAViaR-
MIDAS model with selected variables and the combination approaches perform best,
having the largest p-values.

In Panel F of Table C.5, we show the p-values of the DES test on the ES forecasts
at four confidence levels. Also, p-values above 10% are indicated in bold, indicating no
evidence against the optimality at 10% significance level. The p−values above 5% are
in italics. In like fashion to the results of the DQ test, the incorporation of machine
learning selected variables in the ES-CAViaR-MIDAS model helps to pass the DES
test significantly in the cases of α = 5% and α = 10%. It is worth to mention that
at the confidence level of 2.5%, the p-value for the ES-CAViaR-MIDAS model with
our proposed selection method is the highest among others. For the most extreme
case of α = 1%, although the model with all selected variables does not pass the test
significantly, the loss-based combination forecasts using forecasts generated by each of
the selected variable has the highest p-value.

[ INSERT TABLE C.5 ABOUT HERE ]
The first panel of Table C.6 presents the rankings of out-of-sample performance

based on the values of FZ loss function for four confidence levels. The best model ranks
1 while the worst ranks 29 given there are 29 competing models in total. Columns
1-4 report the rankings for each confidence level. Columns 5-6 present the average loss
for four confidence levels and the rankings of the average loss respectively. In general,
the loss-based combination forecasts using forecasts generated by each selected variable
ranks first, followed by the the ES-CAViaR-MIDAS model with selected variables. The
only exception is at 10% confidence level where the loss-based combination forecasts
ranks second. This indicates that the selected variables improve the joint forecasting
of VaR and ES, showing the value of effective low-frequency information.

[ INSERT TABLE C.6 ABOUT HERE ]
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3.4.4 Robustness checks

3.4.4.1 Restricted Beta Weighting schemes

Under the restricted Beta Weighting scheme, w1 is set to 1 to generate a decaying
pattern of weights rather than the hump-shaped weights in the previous analysis. The
use of restricted Beta Weighting scheme may lead to new results. In this section, we
fix w1 = 1 to see how this constraint changes the results with all other settings being
the same as before. The Beta Weighting scheme now becomes:

ψk(w2) = (1− k/(K + 1))w2−1∑K
s=1(1− s/(K + 1))w2−1 , (3.19)

The third panel of Figures C.6 - C.9 present the results of dynamic variable selection
process under the restricted Beta Weighting scheme at four confidence levels 1%,
2.5%, 5% and 10%. In general, similar results are obtained under the restricted Beta
Weighting scheme. Industrial production, housing starts, term spread and RV are
predominant predictors of future tail risk. For industrial production and housing starts,
their red tabs in the heat map indicate that they are negatively correlated with future
VaR and ES, providing evidence for the countercyclical pattern of tail risk. For term
spread and RV, their positive relationship with future tail risk is shown by the green
tabs in the heat map. During the great recession period between 2007 and 2009, in
addition to those strongest predictors, corporate profits is also consistently selected
and negatively correlated with tail risk. During the COVID-19 crisis period, industrial
production, housing starts, term spread and RV dominate other low-frequency variables
in forecasting tail risk. Moreover, as is shown in the second panel of Figures C.6 - C.9,
the average number of selected variables is the highest at 1% confidence level while is
the lowest at 10% level. For example, at 1% level, additional to the strongest predictors,
other variables such as unemployment rate and MKT are also consistently selected for
most of the rolling windows. However, fewer variables are selected when confidence
level increases. This indicates that more information may be needed to predict more
extreme VaR and ES.

[ INSERT FIGURES C.6 - C.9 ABOUT HERE ]
The second panel of Table C.6 displays the the performance rankings for the joint
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forecasting of VaR and ES under the restricted Beta Weighting scheme based on
the FZ loss function. The loss-based combination forecasts using forecasts generated
by each selected variable consistently ranks first, followed by the the ES-CAViaR-
MIDAS model with selected variables. Model without variable selection ranks 24th
among 29 competing models which indicates that simply adding the low-frequency
information deteriorates the model performance while the effective variables selected
by our proposed process improve the joint forecasting of VaR and ES.

To better visualize the model performance, Table C.7 presents the backtesting
results under the restricted Beta Weighting scheme based on the same backtesting
approaches in the previous section. For most of the applied backtests and confidence
levels, our proposed ES-CAViaR-MIDAS model with selected variables and the
combination forecasts consistently outperform other benchmark models. For the joint
forecasting of VaR and ES, the loss-based forecast combination using the forecasts
generated by each of the selected variable achieves the minimum loss at all confidence
levels. The proposed ES-CAViaR-MIDAS model with selected variables ranks second.
For the individual forecasting of VaR and ES, the corresponding backtesting results also
show the superiority of our proposed model by achieving either lower losses or higher
p-values.

[ INSERT TABLE C.7 ABOUT HERE ]

3.5 Conclusion

Accurate VaR and ES forecasts enhance statistical analysis relevant to decisions taken
by financial and risk managers, regulators and market participants. In our new
framework, the integration of low-frequency signals (of macroeconomic and financial
indicators) into high-frequency tail risk forecasting (using the proposed ES-CAViaR-
MIDAS model) improves the accuracy of those forecasts. However, simply adding all
low-frequency variables are found to deteriorate tail risk forecasts. To select the most
informative low-frequency variables, we propose an innovative approach that maximizes
the penalized Asymmetric Laplace (AL) likelihood function with an Adaptive-Lasso
penalty. By integrating the selected variables, our proposed model achieves the
minimum loss in the joint forecasting of VaR and ES.
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Three variables, namely, realized volatility, term spread and housing starts are
consistently selected for most of the rolling windows and serve to the strongest predictors
of future tail risk. To the best of our knowledge, the empirical relationships between
housing starts and tail risk is a unique and innovative result. In the impact of housing
starts on VaR and ES, we identify new evidence of the countercyclical risk measures. In
additional to the strongest predictors, the value of other low-frequency variables should
not be ignored.

In conclusion, our study provides novel evidence for the value of low-frequency
macroeconomic & financial variables in the high-frequency tail risk forecasting. The
proposed new framework enable market participants and regulators utilizing broader
information in practical applications.
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Appendix C

Chapter 3

C.1 Tables and Figures
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Table C.1: Summary statistics

Variable Obs. Min. Med. Max. Mean Std. Skew. Kurt. Database
Stock market data
S&P 500 returns 13240 -22.90 0.05 10.96 0.03 1.08 -1.02 25.21 DataStream
Macroeconomic data
Real GDP 210 -32.90 2.53 33.08 2.38 4.41 -1.15 30.07 RDRC
Industrial production 210 -25.71 3.03 18.81 2.09 6.23 -1.22 4.19 RDRC
Unemployment rate 210 -4.20 -0.07 9.20 0.01 0.80 6.67 87.17 RDRC
Housing starts 210 -76.50 4.20 304.56 8.48 46.89 2.28 10.72 RDRC
Corporate profits 210 -88.01 8.59 407.35 12.20 40.24 5.53 48.98 FRED
Personal consumption 210 -34.61 3.07 40.70 2.92 4.70 -0.20 38.60 RDRC
CPI 210 -10.84 3.42 16.76 4.00 3.53 0.61 2.57 FRED
PPI 210 -37.79 3.41 31.60 3.94 7.98 -0.10 4.81 FRED
CFNAI 210 -3.62 0.07 2.01 -0.03 0.89 -1.59 4.44 FRBC
New orders 210 27.27 56.08 71.90 55.10 7.52 -0.81 1.27 Trading
Moneytary base 210 -19.31 6.48 605.97 11.97 46.93 10.68 128.23 FRED
Consumer sentiment 210 -22.57 -0.10 16.27 -0.03 5.31 -0.27 1.83 SCUM
Real GDP volatility 210 2.78 3.99 31.16 4.64 2.94 6.55 53.73 RDRC a

CPI volatility 210 2.56 3.96 13.79 4.72 2.22 1.87 3.40 RDRC a

Financial data
MKT 210 -9.72 1.00 7.29 0.57 2.94 -0.68 0.94 French
STR 210 -8.66 0.49 7.66 0.47 1.89 -0.15 3.98 French
Default spread 210 0.56 0.96 3.02 1.08 0.43 1.81 4.24 FRED a

Term spread 210 -1.43 1.69 3.80 1.62 1.21 -0.38 -0.57 RDRC
RV 210 8.14 42.88 1143.58 73.48 123.40 6.14 44.16 DataStream a

IV 210 10.31 20.43 58.58 20.33 6.11 2.10 9.80 FRED & Manela

Note: This table reports descriptive statistics for daily stock market returns and quarterly macroeconomic &
financial variables. Descriptive statistics includes number of observations (Obs.), minimum (Min.), maximum
(Max.), mean (Mean.), standard deviation (Std.), Skewness (Skew.) and Kurtosis (Kurt.).

a Indicates that the variable is computed by authors using the data from stated database
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Table C.3: Principal Component Analysis for 20 macroeconomic and financial variables

Component Explanatory power Cumulative sum
1 28.12% 28.12%
2 13.91% 42.03%
3 11.22% 53.25%
4 9.34% 62.59%
5 6.06% 68.65%
6 4.72% 73.37%
7 4.58% 77.96%
8 3.73% 81.69%
9 3.67% 85.36%
10 2.99% 88.35%
11 2.45% 90.79%
12 2.04% 92.84%
13 1.88% 94.72%
14 1.44% 96.16%
15 1.11% 97.27%
16 0.83% 98.10%
17 0.63% 98.74%
18 0.61% 99.34%
19 0.38% 99.72%
20 0.28% 100.00%

Table C.4: Description of competing models

Model name Description
Variable name ES-CAViaR-MIDAS model that incorporates one variable at a time
None ES-CAViaR-MIDAS model without any low-frequency variables
All ES-CAViaR-MIDAS model with all 20 macroeconomic & financial variables
PC1 ES-CAViaR-MIDAS model with the first principal component PC1 only
PC2 ES-CAViaR-MIDAS model with the second principal component PC2 only
PC3 ES-CAViaR-MIDAS model with the third principal component PC3 only
PC1-3 ES-CAViaR-MIDAS model with the first three principal components
Lasso ES-CAViaR-MIDAS model with selected variables
Combine1 Simple average combination forecasts using selected variables
Combine2 Loss-based combination forecasts using selected variables
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Figure C.1: Estimation framework
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Chapter 4

Concluding Remarks and Further
Developments

This thesis proposes new models and frameworks to forecast realized volatility and
stock market tail risk by integrating Machine Learning algorithms with Financial Time
Series models. More information can be exploited in the proposed hybrid framework
than in the traditional Financial Time Series models. Moreover, the interpretability of
the proposed hybrid models is enhanced by taking informative features generated by
Financial Time Series models.

In Chapter 1, we examine the impact of periodicity on volatility-volume relation. It
has been found in the empirical literature that periodicity is an important stylized facts
of financial returns and failure to account this may distort the underlying volatility
process. However, market activity, such as trading volume and number of trades,
also displays prominent periodicity which is much less exploited. By joint modeling
the periodicity factor in return and in trading volume, we investigate the volatility-
volume relation in a more micro way. The mixture model results show that the trading
volume is strongly correlated with volatility in early trading day while such correlation
becomes weaker during the rest of the day. This indicates that the intraday volatility-
volume relation may be time-varying and failure to account this might explain the
contradictory results in volatility-volume literature. Moreover, by filtering periodicity
from trading volume, both the explanatory power and forecasting accuracy of trading
volume on return volatility are significantly improved under both linear regression
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and Random Forest framework. This advocates the usage of filtered market activity
measures instead of the raw measures. Furthermore, the forecasting performance of
Random Forest is much better than linear regression model, which may suggest that
the relationship between volatility and volume is highly nonlinear and requires high-
dimensional Machine Learning algorithms to extract. Due to data availability, Chapter
1 is limited in investigating only 5-min data for three stocks. We could use more data
frequency and more asset class to broaden the research.

In Chapter 2, we propose hybrid models integrating Neural Networks (NN)
with Heterogeneous Autoregressive-type (HAR) models to forecast realized volatility.
The proposed hybrid models contribute by overcoming the limitations of existing
Semiparametric HAR-based hybrid models which attempts to model nonlinearity and
by improving the realized volatility forecasting. The general form of Semiparametric
HAR-based hybrid models is the original HAR components with nonlinearly trans-
formed residuals. This approach implicitly assumes that residuals contain prominent
nonlinearity that can be modeled by NN and violation of such assumption may lead to
undesirable results. In addition, the simple additive combination in Semiparametric
HAR-based hybrid models may underestimate the relationship between the linear
and nonlinear components. Besides, the hyperparameters, such as number of hidden
units and nonlinear transformation function, are subjectively chosen by the researcher
applying Semiparametric HAR-based hybrid models which may be problematic. To
overcome these limitations, we propose the Nonparametric NN-based hybrid models
which takes various input features generated from HAR-type models. The proposed
model approximates the input-output map through efficient learning and its superior
performance is achieved by taking high-quality HAR-type components. All the
hyperparameters in the proposed hybrid models are reasonably optimized through
walk-forward validation. The empirical results show that NN-based hybrid models
achieve the best out-of-sample forecasting performance in all subsamples across all
forecasting horizons. The single NN models which only takes past realized volatility as
input variables often underperform the standard HAR. However, such performance
difference is significantly smaller in longer forecasting horizon (i.e., weekly). This
indicates that daily realized volatility is highly persistent and HAR-type components
are more informative features than past realized volatility under the NN architectures.
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Chapter 2 results are limited to stocks which could be enriched by considering other
asset class such as exchange rate.

In Chapter 3, a new framework for the joint estimation and forecasting of Value at
Risk (VaR) and Expected Shortfall (ES) is proposed, which incorporates low-frequency
macroeconomic and financial indicators into the quantile-based MIDAS model. We
contribute by proposing a powerful tool utilizing effective low-frequency information in
the high-frequency tail risk forecasting. The proposed framework can accommodate any
amount of low-frequency variables without identification problem and the embedded
variable screening process ensures only the effective low-frequency information can
enter into the estimation. The empirical results show that three variables (namely,
realized volatility, term spread and housing starts) are consistently selected for most
of the rolling windows and serve to the strongest predictors of future tail risk. In
addition to the strongest predictors, the value of other low-frequency variables should
not be neglected as is revealed by the superior forecasting performance achieved by
incorporating the selected variables on a rolling-window basis. Moreover, the average
number of selected variables increases in predicting more extreme tail risk which
indicates that more extreme VaR and ES may rely on additional information. The
out-of-sample backtesting results show that our method passes most backtests with
relatively higher p-values and achieves the minimum loss in the joint forecasting of VaR
and ES. Chapter 3 is limited in examining the stock market tail risk and could be
extended to banking data which focuses on the banks tail risk.

In the future, this thesis can be possibly further developed in the following ways.
First, for Chapter 1, we may try to build rigorous statistical model and provides
theoretical support for the joint modeling of periodicity factor in both return and
trading volume. The existing Mixture of Distribution Hypothesis focuses on modeling
the joint distribution of return and trading volume conditional on same information
flow variable. This offers an intuitively appealing explanation for the strongly positive
correlation between return volatility and trading volume. We may further develop
this hypothesis in a more micro way by focusing on the common periodicity factor in
both return and trading volume. Moreover, the study can be enriched by including
different sampling frequency and other Machine Learning algorithms. Second, for
Chapter 2, we may include Semiparametric HAR-based hybrid models as additional
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benchmarks. Given the fundamental difference between the Semiparametric HAR-
based hybrid models and our proposed Neural Network-based hybrid models, it is
worth to examine their performance in more forecasting horizons and on different asset
classes. Third, for Chapter 3, we may conduct simulations to justify the rationality of
our proposed model. Two types of simulation will serve different purposes. The first
simulation focuses on the quality of proposed data generating process by simulating data
according to proposed process and estimating the simulated data. If our proposed model
is reasonable, it should sufficiently recover the true parameters. The second simulation
attempts to examine the power of proposed variable screening process. Ideally, it
should correctly select important variables from the simulated data. Moreover, we
may consider constructing portfolios with lower tail risk by weighting assets according
to their individual tail risk estimated by the proposed methodology.

In conclusion, this thesis focuses on integrating Machine Learning algorithms
with Financial Time Series models. We find strong empirical evidence that the
Machine Learning algorithms well complement Financial Time Series models in complex
relationship detection, variable selection and nonlinearity modeling. Financial Time
Series models, however, may provide high-quality input features for Machine Learning
algorithms and enhance performance of those algorithms. The thesis has rich
development potential which will be realized in the future.
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networks in forecasting conditional variance of stock returns”. Croatian Operational
Research Review, pp. 329–343.

Artzner, P., F. Delbaen, J.-M. Eber, and D. Heath (1999). “Coherent measures of risk”.
Mathematical finance, 9(3), pp. 203–228.

Asgharian, H., F. Javed, and A. J. Hou (2013). “The importance of the macroeconomic
variables in forecasting stock return variance: A GARCH-MIDAS approach”.
Journal of Forecasting, 32(7), pp. 600–612.

Ausın, M. C. and P. Galeano (2007). “Bayesian estimation of the Gaussian mixture
GARCH model”. Computational Statistics & Data Analysis, 51(5), pp. 2636–2652.

Avramov, D., T. Chordia, and A. Goyal (2006). “The impact of trades on daily
volatility”. The Review of Financial Studies, 19(4), pp. 1241–1277.

Barclay, M. J. and J. B. Warner (1993). “Stealth trading and volatility: Which trades
move prices?” Journal of financial Economics, 34(3), pp. 281–305.

Barndorff-Nielsen, O. E. and N. Shephard (2002). “Econometric analysis of realized
volatility and its use in estimating stochastic volatility models”. Journal of the
Royal Statistical Society: Series B (Statistical Methodology), 64(2), pp. 253–280.

Basel Committee on Banking Supervision (2019). Minimum capital requirements for
market risk. Available at https://www.bis.org/bcbs/publ/d457.pdf. Bank for
International Settlements. url: http://https://www.bis.org/bcbs/publ/d457.
pdf.

Becker, R., A. Clements, and A. Mcclelland (2009). “The jump component of S&P 500
volatility and the VIX index”. Journal of Banking and Finance, 33(6), pp. 1033–
1038.
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