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Abstract

Herein, computational calculation has been used to study the electronic structure
and bonding of uranyl ([UO2] 2+) and its complexes at both the ground and elec-
tronically excited state geometries. The optically accessible σu→δu triplet excitation,
allowed via spin-orbit coupling, was investigated throughout. Density Functional
Theory (DFT) was used for obtaining optimised geometries and corresponding ex-
citation energies for the transitions of interest. Application of the density based
analytical tool, Quantum Theory of Atoms in Molecules (QTAIM) on the generated
structures enabled rationalisation of the bonding interactions within the complexes.
Here, QTAIM analysis was utilised for the first time to probe an excited state struc-
ture of an f-element complex. This became significantly important as although trends
between the ground and excited state electronic structures were similar, investigation
of the excited state resulted in additional findings which would not have been estab-
lished by investigation of the ground state alone. Investigation of the covalency in
uranyl via symmetry-preserving excited states resulted in trends between the type
of covalency dependence and the orbitals involved in the excitation to be established.
The covalency in the U-Oyl bond was found to decrease upon equatorial complexation,
with charge being transferred onto the uranyl oxygen centres highlighting an increase
in the ionic nature of the U-Oyl bond. Investigation into the electronic structure
and bonding of bent uranyl complexes enabled the design of theoretical complexes,
which although found to not be synthetically viable did have a significant O-U-O
bend (O-U-O angle ∼100◦). Intramolecular proton transfers within uranyl hydrox-
ide analogues were investigated as an alternative method for obtaining cis uranyl.
The energy barrier was lowered in the electronic excited state for all complexes, again
highlighting the significance of considering the excited state. Throughout this work,
the importance of excited state investigation is established, and these results present
a promising starting point for further actinide covalency investigations.
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Chapter 1

Introduction

In this chapter, the context of this research, along with some of the relevant
literature is discussed, although further literature discussion is delayed until the in-
troductions of each chapter. This chapter will start with an overview of: the relevant
aspects of actinide chemistry, nuclear power and its problems, uranyl chemistry and
the rest of the thesis.
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1. Introduction

1.1 Actinide Chemistry

The actinides are comprised of elements 89→103, Ac→Lr all of which are ra-
dioactive, radiotoxic, paramagnetic and pyrophoric, which makes them hazardous
to handle. [1–4] These properties highlight the significance of computational inves-
tigations in addition to experimental work in order to limit difficulties and expenses
when handling such radioactive substances.

Upon traversing the actinide series the electronic configuration is not simply
iterative i.e. [Rn] 7s2, 5fn, where n takes values 1-14 in single integer steps. Instead,
the subshells are filled in a similar way to the transition metals, which instead of a
d4/9 configuration an electron is removed from the s subshell resulting in an s1, d5/10

electronic configuration. In contrast to the transition metals, instead of removing
an electron from the 7s shell, the ‘next’ electron is added/removed from the 6d
shell, which occurs due to the 5f and 6d shells being close in energy. A generalised
electronic configuration of actinides can be summarised as [Rn] 5fn, 6dm, 7s2; where
n takes values between 0-14 and m: 0-2. [1–4] Table 1.1 summarises the electronic
configurations of the actinides. [3]

Table 1.1: Electronic configurations of the actinide elements

Elements Ac→Th Pa→Np Pu→Am Cm Bk→No Lr

Electronic 5f0 5f2−4 5f6−7 5f7 5f9−14 5f14

Configuration [Rn] 6d1−2 6d1 6d0 6d1 6d0 6d1

7s2 7s2 7s2 7s2 7s2 7s2

In contrast to other groups, (i.e. transition metals and lanthanides), there is
variation between the chemistry within the actinide group. In general, the actinides
can be separated into; the early actinides: Ac→Am, which bear some similarities
in the structure and bonding characteristics to the transition metals while the lat-
ter actinides: Cm→Lr are more similar to the lanthanides. The early actinides
have multiple oxidations states, whereas, the latter actinides have increasing ionic
character and a preference for the +3 oxidation state. Figure 1.1 gives a gener-
alised overview of the bonding interactions present in the groups discussed above.
In contrast to these trends, it is worth noting that covalency in Bk and Cf has been
established by Albrecht-Schmitt and co-workers. [5, 6]

Scalar relativistic effects are more prominent in the actinides in comparison to
the lanthanides and hence it is critical that they are accounted for in computational
simulation. Scalar relativistic effects occur everywhere on the periodic table, with
these effects becoming particularly prominent after Pt (78). [7] In short, objects
moving at a substantial fraction of the speed of light increase in mass, therefore as
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Figure 1.1: Schematic showing the scale from ionic→covalent bonding
between different groups of the periodic table, in contrast to a purely
ionic (bottom) and purely covalency (top) systems.

an electron travels a significant fraction of the speed of light the relativistic mass of
the electron increases. This increase in mass causes the s and p orbitals to contract
which results in the d and f orbitals becoming more shielded from the effective
nuclear charge and become expanded. This contraction can be clearly seen in the
radial distribution functions given in Figure 1.2, reproduced with permissions from
reference [7].

Interestingly in actinides, the 5f and 6d orbitals are very close in energy and as
a result, both can contribute to the bonding. As expected, this is most prevalent in
the early actinides (as these behave more like transition metals) and highlighted in
the electronic configuration of Th (6d2, 7s2), [8] this indicates that the 6d orbitals
are lower in energy than the 5f.

Hybridisation of the 5f and 6d orbitals, is seen in the early actinides, particularly
in valence MOs in low symmetry complexes, as a result of the 5f and 6d orbitals
being close in energy. Again this is highlighted in their electronic configurations
(Table 1.1), where the first 5 actinides have 6d contributions in their ground state
electronic configurations. In general, as the series is traversed the energy of the 5f
orbitals decreases as they contract and become more core-like while the 6d increase;
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Figure 1.2: Illustrative radial distribution functions for 4f,5s, 5p, 5d, 5f,
6s, 6p, and 6d atomic orbitals, reproduced with permissions from [7]

with the 5f and 6d orbital energies passing each other at uranium. [9–13]
The most obvious and well-known application of actinides is within the nuclear

power industry in which uranium and plutonium decay upon absorption of a neutron
generating heat and releasing more neutrons, resulting in a controlled chain reaction.
Other applications of actinides include: smoke detectors (Am), [14] gas mantles
(Th), [15] powering heart pacemakers (Pu), portable heat sources in NASA space
missions (Pu) and as neutron and gamma sources in industry and medicine (Ac).
[3]

1.2 Problems with nuclear power

As mentioned previously, the nuclear industry is the dominant application for
actinide chemistry. Currently, nuclear power accounts for 15% of the world’s elec-
tricity, which is likely to increase based on the growing energy demands. [16] A
major problem within the nuclear industry is managing and storing the long-lived
and highly radiotoxic spent nuclear fuel. Typically, a nuclear reactor will generate 20
metric tons of spent fuel in a year [17] and with demand likely to increase, long-term
storage of dangerous spent fuel is going to become a more prominent issue.

Spent nuclear fuel consists of radioactive: U, Pu, Np, Am, Cm, lanthanides,
and other various fission products. Typically, spent nuclear fuel comprises roughly
96% U, 1% Pu and 3% fission products including the other actinides (Np, Am, Cm),
which are termed ‘minor actinides’. It is these minor actinides which are responsible
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for the long-term heat load, are highly radiotoxic and have very long lifetimes. [18]
By use of the PUREX [19–21] (Plutonium and Uranium Reduction EXtraction)
process, which is a liquid-liquid extraction ion-exchange process, U and Pu can be
extracted for re-use. This leaves the minor actinides along with the fission products
mentioned above.

As the minor actinides are responsible for the longevity of the post-PUREX nu-
clear waste (many thousands of years), methods of separating the minor actinides
have grown over the years. The difficulty in separating the minor actinides from
the rest of the post-PUREX waste stems from the fact that the minor actinides and
lanthanides have similar chemistries, both of which are dominated by the +3 oxida-
tion state. [22] Once separated, the minor actinides can for example, be transmuted
in fast neutron reactors, resulting in shorter-lived and less hazardous isotopes. [23]
This transmutation is not possible when lanthanides are present, due to their large
neutron cross-section and hence separation [24, 25] of these from the minor actinides
is vital for more cost-effective nuclear waste storage.
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Figure 1.3: N-donor ligands proposed for the SANEX process:BTP,
BTBP and BTPhen from top to bottom, respectively.

The SANEX (Selective ActiNide EXtraction) process utilises soft-donor N-
ligands, such as bis-triazinyl-pyridines (BTPs), bis-triazinyl-bipyridines (BTBPs)
and bis-triazinyl-phenanthrolines (BTPhens), Figure 1.3 which selectively complex
the minor actinides over the lanthanides. [26–31] This process has three stages,
which are shown in Figure 1.4. The first step mixes the post-PUREX waste with
an organic solvent containing the N-donor ligands, this extracts the minor actinides
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into the organic phase. Next, the aqueous phase is scrubbed with nitric acid, re-
moving the lanthanides. Finally, the minor actinides are stripped from the N-donor
ligands back into the aqueous phase. [20, 32]

Extraction Scrubbing Stripping

Key: Aqueous Phase, Organic Phase

Actinide Ion, N-Donor Ligand, Lanthanide Ion

Figure 1.4: Representation of the three steps in the SANEX process

While the SANEX method has several advantages over other methods: low en-
ergy input and the ability to recycle the organic phase, design of the ligands is
challenging due to them needing to withstand harsh acidic conditions and radioac-
tivity. [29, 33, 34]

Another well documented method for the separation of 4f/5f elements is the
TALSPEAK (Trivalent Actinide Lanthanide Separation with Phosphorus-reagent
Extraction from Aqueous Komplexes) process. To summarise, this process utilises
mixed O/N donor ligands and retains the actinides in the aqueous phase while the
lanthanides are separated. [35] While TALSPEAK is efficient this method has two
main disadvantages: requires a rigid narrow pH range and the phase transfer kinetics
are often slower than ideal. [36]

It is important to enhance understanding of the bonding interactions within ac-
tinide complexes both from a fundamental and practical standpoint. Development
and design of ligands which selectively complex actinides over lanthanides in the
same oxidation state is of particular relevance to the nuclear waste problem. Com-
putational investigations offer a great tool in the search for selectively complexing
ligands. Using computational modelling rather than experimental work allows the
exploration of properties which are hard to quantify experimentally, investigation
of hypothetical/hard to synthesise complexes and many complexes can be studied
simultaneously. [37] The fundamental nature of actinides however make them chal-
lenge to model computationally. [38–43] Actinide complexes have strong electron
correlation, weak crystal fields and relativistic effects are significant. The challenges
with computational modelling and actinides is further explored in Chapter 2. It is
worth noting that there are numerous computational studies on actinide systems
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1. Introduction

with different methodologies throughout the literature. [39, 44–47]

1.3 Uranyl

Within the ever expanding field of actinide chemistry, uranium still remains the
most extensively studied element. [7, 48, 49] Amongst the vast array of hexava-
lent uranium chemistry, the uranyl ion ([UO2]2+) is the most ubiquitous fragment.
Uranyl is a chemically robust species with two short, strong and collinear U-O triple
bonds, which suppress the reactivity of the uranyl unit and result in equatorial
ligation exclusively. [50–52]

1.3.1 Structure and Bonding
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Figure 1.5: MO diagram showing the bonding in [UO2]2+ redrawn with
inspiration from [50]

In contrast to similar structures, seen in group VI transition metals species
(MoO2, RuO2, WO2 etc.) the uranyl bond is linear. Thermodynamic studies have
shown that the bond strength is also much greater than in the transition metal ana-
logues, with the bond strength being comparable to CO2. [53–55] As well as being
thermodynamically robust, uranyl has also been found to be kinetically inert, with
the rate of isotopic oxygen exchange between water and uranyl oxygens resulted in
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1. Introduction

an exchange half-life of over 40,000 hours. [55, 56] The chemical stability of uranyl
accounts for the vast array of coordination chemistry which is exploited in many
areas, an example of which is the solvent extraction PUREX process in the nuclear
fuel cycle described in section 1.2. [20]

The molecular orbital (MO) diagram, replicated from reference [50] for uranyl is
given in Figure 1.5. The lowest unoccupied molecular orbitals (LUMO) arise from
the 5f orbitals which have δ and φ character, with respect to the U-O bond, as these
cannot overlap with the oxygen 2p MOs. These MOs are comprised of the: 5fz(x2−y2)

and 5fxyz, δ orbitals and 5fy(3x2−y2) and 5fx(x2−3y2) φ orbitals and are known as the
non-bonding MOs in uranyl, labelled δu and φu, respectively. It is also worth noting
that the MOs with δ character from the 6d shell, labelled δg are also non-bonding;
these correspond to the 6dxy and 6dx2−y2 orbitals. The rest of the 5f and 6d orbitals,
those with π and σ nature combine with the 2p orbitals in oxygen to give the: σu,
σg, πu and πg bonding MOs and σ∗u, σ∗g , π∗u and π∗g antibonding MOs. The 6d orbitals
in uranium combine with the 2p in oxygen resulting in MOs with gerade symmetry,
while the 5f and 2p orbitals combine to give MOs with ungerade symmetry. The
combinations of U5f/6d and O2p are given in detail in Figures 1.6 and 1.7.

O 2pz O 2pzU 5dz
2

O 2pz O 2pzU 5dz
2

σg

σg
*

U 6dxz/yz 𝜋g

𝜋g
*

O 2px/y O 2px/y

O 2px/y O 2px/yU 6dxz/yz

Figure 1.6: Combination of the uranium 6d orbitals with oxygen 2p
resulting in the σg, πg, σ∗g , π∗g bonding and antibonding MOs.

In contrast to the other bonding MOs, it has been proven that the σu is higher
in energy relative to the other five bonding MOs (2πu, 2πg & σg). This has been
explain via a ‘pushing from below’ mechanism which involves the pseudocore U6p
orbitals which results in the destabilisation of the σu MO. [44, 46, 57–60]

8



1. Introduction

O 2px/y O 2px/yU 5fyz
2/xz

2 𝜋u

𝜋u
*O 2px/y O 2px/yU 5fyz

2/xz
2

O 2pz O 2pzU 5fz
3

O 2pz O 2pzU 5fz
3

σu

σu
*

Figure 1.7: Combination of the uranium 5f orbitals with oxygen 2p re-
sulting in the σu, πu, σ∗u, π∗u bonding and antibonding MOs.

1.3.2 Optical Spectra

The optical spectra of uranyl has intrigued scientists for decades, since Brewster
[61] started investigating the green luminescence of uranium glass. This green lu-
minescence (phosphorescence) occurs due to the relaxation from the lowest triplet
excited state to the singlet ground state. [62] Given the MO diagram in Figure 1.5,
this transition would correspond to relaxation from the non-bonding φu/δu MOs to
the σu bonding MO. It is worth highlighting that this transition is formally forbid-
den according to the Laporte Rule; in which transitions between states of the same
symmetry with respect to inversion are forbidden, [63] but allowed via spin-orbit
coupling (SOC). [55]

The absorption and luminescent spectrum of uranyl has been studied extensively,
both experimentally, [50, 55, 64–69] and computationally. [47, 70–75] Due to the
destabilisation of the σu bonding MO transitions out of this into the non-bonding
δu/φu MO are the lowest-lying excitations, with a typical spectrum having a range
of 2.48 eV - 3.71 eV.

Detailed spectroscopic studies have been performed by Denning and co-workers
[50, 55, 69] who studied crystalline uranyl chloride and uranyl nitride complexes (also
studied in this thesis in Chapter 4). They concluded that the energy of the low-
lying excited states is largely independent of the equatorial ligand. These findings
were also concluded by Gorller-Walrand and Vanquickenborne [66, 67] who studied
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1. Introduction

a series of different uranyl complexes in solution.
Pierloot et.al. studied the low-lying excited states of free uranyl ([UO2]2+)

and uranyl chloride ([UO2Cl4]2−) with both Complete Active Space Self-Consistent
Field (CASSCF)/Complete Active Space with Second-order Perturbation Theory
(CASPT2) and Density Functional Theory (DFT). [46, 70] They concluded that
the lowest-lying excitations are made up of transitions from the σu bonding MO to
the δu/φu non-bonding MOs as predicted by experiment. Interestingly, allowing for
spin-orbit coupling effects, they concluded that it is the σu→δu excitation, which is
allowed via spin-orbit coupling. They also found reasonable agreement between both
the CASPT2 and DFT studies and the experimental data, although the CASPT2
data was superior.

1.4 Thesis Overview

This chapter gave an overview of the chemistry and motivation behind the studies
in this thesis. Throughout the introductory sections of each chapter the relevant
literature and background information is provided in more detail.

This thesis has two main themes: covalency in the uranyl unit and how this is af-
fected in the electronically excited state of the optically accessible σu→δu excitation.
This excitation is one of the lowest-lying excitations in uranyl and its complexes and
is allowed via spin-orbit coupling. [46, 47, 71, 72, 76]

Chapter 2 discusses the theory and methodology of electronic structure methods.
A brief overview of quantum mechanics alongside the fundamentals of wavefunction
theories, Density Functional Theory (DFT) and the Quantum Theory of Atoms in
Molecules (QTAIM), a density-based analysis method is given.

The first results chapter (Chapter 3) explores the covalency of free uranyl in
the ground and electronically excited states which maintain symmetry as well as
the optically accessible σu→δu excitation. Using the findings of Chapter 3, the
investigation is extended in Chapter 4 to simple uranyl complexes, where only the
optically accessible σu→δu excitation is studied. Firstly, the changes in covalency
of the uranyl unit upon equatorial ligation is studied followed by an exploration of
the changes in structure and bonding at the electronically excited state geometries.

The first two result chapters cover the effects of excitation and equatorial coor-
dination on covalency of the uranyl unit. Chapter 5 turns attention to bending of
the uranyl unit. This chapter is split into three investigations. The first is a Com-
plete Active Space Self-Consistent Field (CASSCF) and second order perturbation
(CASPT2) study on gradually distorted free uranyl in order to investigate whether
the optically accessible σu→δu excitation is still optically active when the uranyl
unit is distorted. Secondly, the effects of bending on the covalency and whether
this is enhanced by excitation into the σu→δu electronically excited state on exper-
imentally realised complexes with bent O-U-O unit is investigated. Finally, using
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the information obtained about the electronic structure in the synthetically realised
complexes, theoretical complexes were designed and studied to initiate a smaller
O-U-O angle.

The final results chapter (Chapter 6) explores a second way to bend the uranyl
unit via a trans→cis isomerism, starting with the model uranyl tetrahydroxide com-
plex studied by Schreckenbach et. al. [77] The energy profile for the trans→cis
isomerism was investigated on variety of complexes by swapping one or two hydrox-
ide ligands for different ligand types i.e. neutral ligands, more/less electronegative
ligands, bidentate ligands in order to see if the trans→Transition State (TS) barrier
would decrease and/or the cis isomer was stabilised. The effect of vertically exciting
into σu→δu state on the barrier heights was also investigated. Although no excited
state geometries were investigated in this study due to significant computational
cost for obtaining an excited state TS geometry.

A summary of the findings and concluding remarks can be found in Chapter 7.
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Chapter 2

Methodology

Throughout this work, a variety of different electronic structure methods and
analysis techniques were utilised depending on the complexity of the investigation.
Electronic structure methods are used in quantum chemistry to describe the intrinsic
properties and behaviour of electrons in molecules; it is important to have a gen-
eral understanding into the theoretical background of these methods. This chapter
will start with a general overview of quantum chemistry followed by a discussion on
basis sets. The next sections will cover Hartree–Fock theory (Section 2.9), electron
correlation (Section 2.10), and Post-Hartree–Fock methods (Section 2.11). Den-
sity Functional Theory (Section 2.12) is then discussed as an alternative method
to approximate solutions to the Schrödinger equation and methods of simulating the
electronic excited state using density functional theory methods are also highlighted.
The final section of the chapter discusses the diagnostic method, Quantum Theory
of Atoms in Molecules (Section 2.14) which is the chosen method of analysis in this
work.
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2. Methodology

2.1 Dirac Notation

Dirac or ‘Bra-Ket’ notation will be primarily used throughout this chapter. Dirac
notation is powerful tool as it enables complex expressions for quantum states to
be truncated. In this notation a wavefunction is represented by a ‘ket’, while the
complex conjugate of a wavefunction is a ‘bra’.

f(r) = |f〉 ‘ket’
f ∗(r) = 〈f | ‘bra’

(2.1)

Overlap of functions can be represented in Dirac notation as the combination of a
‘bra’ and a ‘ket’: ∫

Ψ∗(r)Ψ(r)dr = 〈Ψ|Ψ〉 (2.2)

Therefore, in Dirac notation, the normalisation and orthogonality conditions can be
expressed as:

〈i|i〉 = 1 (normalised)

〈i|j〉 = 0 (orthogonal)
(2.3)

In quantum mechanics, the expectation value of an observable represented by
operator Ĥ with respect to state |Φ〉 would expressed as:∫ ∞

−∞
Φ∗(r)ĤΦ(r) dr (2.4)

Which, in Dirac notation Equation 2.4 truncates to:

〈Φ|Ĥ|Φ〉 (2.5)

2.2 Schrödinger Equation

Obtaining approximate solutions to the Schrödinger equation forms the basis of
all electronic structure methods; in its time-independent form:

ĤΨ = EΨ (2.6)

E is the energy of the system, Ĥ is the Hamiltonian operator and Ψ is the wave-
function. The Schrödinger equation is an eigenvalue equation; there are multiple
eigenfunctions (Ψ) of Ĥ which each have their own eigenvalue E. The eigenfunction
which results in the lowest energy is referred to as the ground state of the system
(Ψ0, E0), with all other eigenfunctions corresponding to excited states.

The Schrödinger equation can be solved for a one-electron system, however,
an exact solution for a many-body system is generally unobtainable, due to the
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complexity of the Hamiltonian when there is more than one electron. [1] There are
a variety of different electronic structure methods which approximate the solution
to the many-body Schrödinger equation and these will be discussed throughout this
chapter.

2.3 The Variational Principle

The variational principle states that any trial wavefunction cannot be lower in
energy than the exact wavefunction (with exact ground state energy E0). For a trial
wavefunction (Φ), the energy of that system (EΦ) can be represented as:

〈Φ|Ĥ|Φ〉
〈Φ|Φ〉 ≥ E0 (2.7)

Hence, the variational principle can be used to systematically select the best
wavefunction for any given system.

2.4 The Hamiltonian

The Hamiltonian (Ĥ) describes the kinetic and electrostatic energies of electrons
(N) and nuclei (P ) in a system. When expressed in atomic units, the Hamiltonian
has the form:

Ĥ = −
N∑
i=1

∇2
i

2
−

P∑
A=1

∇2
A

2MA

−
P∑
A=1

N∑
i=1

ZA
riA

+
N∑
j>i

N∑
i=1

1

rij
+

P∑
B>A

P∑
A=1

ZAZB
rAB

(2.8)

MA is the ratio of the mass of nucleus A to the mass of an electron, ZA is the charge
of nucleus A, riA and rAB are the distances from electron i to nucleus A and from
nucleus A to nucleus B, respectively. Finally, the Laplacian operator (∇2) involves
the second differentiation with respect to the coordinates of the electron (i) and
nucleus (A), and is mathematically defined in Equation 2.9. The first two terms, in
Equation 2.8, corresponds the kinetic energy operators for the electrons and nuclei,
respectively, the third term is the electron–nuclear attraction and the final two terms
define the electron–electron and nuclear–nuclear repulsion.

∇2
i =

∂2

∂2xi
+

∂2

∂2yi
+

∂2

∂2zi
(2.9)

2.5 The Born–Oppenheimer Approximation

The Hamiltonian can be simplified in cases where only the electronic properties
are of interest with the application of the Born–Oppenheimer approximation. [2].
This is justified as, in comparison to the electrons, the nuclei are much heavier and
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as a result move much slower. As a result of this the molecular wavefunction can be
separated into electronic and nuclear components (i.e. Ψ = ΨelΨnuc). Thus solving
the time independent schrödinger equation; for Ψel the electronic Hamiltonian (Ĥel)
becomes:

Ĥel = −
N∑
i=1

∇2
i

2
−

P∑
A=1

N∑
i=1

ZA
riA

+
N∑
j>i

N∑
i=1

1

rij
(2.10)

2.6 The Orbital Approximation

The electronic Hamiltonian only depends on the three spatial coordinates of an
electron, however, in order to fully describe an electron, a fourth coordinate, the
spin, must be specified. There are two spin functions: α and β, spin up (↑) and
spin down (↓), respectively. These functions follow the orthonormality conditions
i.e. obey both normalised and orthogonal conditions, as defined in Equation 2.3. [3]

A many-electron wavefunction can be approximated using the orbital/Hartree
approximation, which is constructed from the product of many (n) one-electron
orbitals, this is known as the Hartree product. [4]

ΨHP(x1,x2, ...,xN) = χi(x1)χj(x2) · · ·χk(xN) (2.11)

Where x1 represents the spin and spatial coordinates of electron 1 in spin orbital
χi. The spin orbitals (χk) are the product of a spatial orbital and a spin function:
χk(xN) = ψk(rn)σ(n), where rn is the spatial coordinate of electron n and σ(n) is
the spin function, which can be either α or β.

The Hartree product describes as system on non-interacting particles as the
probability of finding electron 1 with x1 at position ri is independent on the co-
ordinates of electron 2 with x2. Therefore, the Hartree product is not exact for a
many-fermionic system as it fails to account for the indistinguishability of electrons
and does not obey the antisymmetry principle, which states that; ‘a many-electron
wavefunction must be antisymmetric with respect to the interchange of the coordinate
x of any two fermions’.

Ψ(x1, ...,xi, ...,xj, ...,xN) = −Ψ(x1, ...,xj, ...,xi, ...,xN) (2.12)

Therefore, in order to improve upon this approximation, the Hartree product needs
to be antisymmetric. This can be achieved by taking linear combinations of Hartree
products via a single Slater determinant (Equation 2.22), which is used to approxi-
mate an exact n-electron wavefunction. This will be discussed further in Section 2.9.
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2.7 Linear Combinations of Atomic Orbitals

In a hydrogen molecule, as the 1s atomic orbitals (situated on an individual
hydrogen atom) approach each other, molecular orbitals are formed via a linear
combination of atomic orbitals (LCAO). The two localised atomic orbitals (AOs)
(φ1(r) and φ2(r)) form two delocalised molecular orbitals (MOs) (ψ1(r) and ψ2(r)).
ψ1(r) and ψ2(r) correspond to the bonding and anti-bonding molecular orbitals, re-
spectively, and have gerade and ungerade symmetry with respect to inversion about
the point centred between the nuclei. Equation 2.13 shows the mathematical for-
mation of these orbitals; S12 represents the overlap between the two atomic orbitals
and is distance dependent.

ψ1(r) = [2(1 + S12)]−
1
2 (φ1(r) + φ2(r))

ψ2(r) = [2(1− S12)]−
1
2 (φ1(r)− φ2(r))

(2.13)

The example given in Equation 2.13 is a specific example of expanding a set of
spatial MOs in a set of known spatial AOs (spatial basis functions), which is given
by the general expression.

ψi(r) =
K∑
µ=1

cµi φµ(r) (2.14)

Where ψi is a MO, cµi is an expansion coefficient, which can be varied to minimise
the energy of the system and φµ are the atomic orbitals which constitute the basis
set. We can therefore consider a set of K atomic orbital functions as a basis set.

2.8 Basis Sets

In theoretical chemistry, basis sets are used to describe the MO of a system, which
are built using the LCAO approach for a set of K AO functions (Equation 2.14).
Typically, for molecular systems the AOs are described by atom-centred basis func-
tions, however, for other applications such as condensed-phase calculations, plane
wave basis sets are used. Generally, the more basis functions in a given basis set
the better the description of the properties, however, additional basis functions cor-
responds to a higher computational expense, with the overall cost scaling as Kx,
where K is the number of basis functions and x scales depending on which method
used. [3]

When choosing a basis set, it is important to choose basis functions which are
‘necessary’ to provide a ‘reasonable’ description of the system. For example, a basis
set with tight/compact core-like basis functions would provide a poor description of
an anionic structure as key electrons are located in diffuse orbitals. Therefore, when
choosing a basis set for a system, it is not only important to balance the expense
and accuracy but to also consider the type of functions which accurately represent
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the system.
In this section, the types of basis functions will be discussed, along with their

advantages and disadvantages for modelling molecular systems.

2.8.1 Slater Type Orbitals

There are two main types of atom-centred basis functions; the first are Slater
Type Orbitals (STO),[5] which have the general form.

ψζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)rn−1e−ζr (2.15)

N is a normalisation constant, Yl,m are spherical harmonic functions, ζ is the expo-
nent which determines the rate of decay, n, m, l are quantum numbers and r, θ and
φ are the polar coordinates with r as the distance from the nucleus and θ and φ are
angular coordinates. The exponent is always positive with its magnitude influencing
the diffuseness of the function, a large exponent indicates small diffuseness while a
small exponent represents large diffuseness., with the value of the exponent is always
positive and non-zero.

These functions are good as they reflect known qualities of molecular orbitals,
particularly at small and large r values. At large r values Slater functions decay
exponentially, while at r = 0, (near the nucleus), the Slater function results in a
finite slope, this represents a nuclear ‘cusp’.

∂

∂r
(e−ζr) = −ζ(e−ζr) when r = 0

∂

∂r
= −ζ (2.16)

This behaviour of STOs corresponds to the exact orbitals in the hydrogen atom,
however, it is worth noting that STOs do not have any radial nodes in the form given
in Equation 2.15. In order to obtain radial nodes, linear combinations of STO’s need
to be taken.

Although fairly straightforward for two Slater functions linear combinations of
three- or more-centred two-electron integrals Slater functions cannot be performed
analytically. [3, 6] Despite STOs being too expensive for use in large systems, they
can be used in atomic and diatomic systems which require high accuracy and in
semi-empirical methods which neglect all three- and four-centre integrals. [7] It is
worth highlighting that despite their high computational expense, STOs are used
for example in the popular ADF (Amsterdam Density Functional) code. [8]

2.8.2 Gaussian Type Orbitals

An alternative to STO’s was developed by Boys, [9] in which the exponential
component is dependent on r2 instead of r, these are known as Gaussian Type
Orbitals. Gaussian functions are much less computationally expensive to take linear
combinations of; this is because the product of two Gaussian’s results in a third
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Gaussian which is situated between the original two. Equation 2.17 gives the general
form of a Gaussian Type Orbitals (GTO) [9] in terms of polar coordinates; GTOs
have a similar form to STOs with the key difference being in the exponent, which
is dependent on r2.

ψζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r2n−2−le−ζr
2

(2.17)

It is worth noting that GTOs can also be expressed in terms of Cartesian coordinates
with the form: [3]

ψζ,lx,ly ,lz(x, y, z) = Nxlxylxzlxe−ζr
2

(2.18)

Where the sum of lx, ly and lz determines the type of orbital (for example lx + ly
+ lz = 2 is a d-orbital). The difference between the polar and Cartesian GTOs is
in the number of components to the functions generated; a f-type GTO written in
spherical coordinates results in seven functions. In contrast, in Cartesian form, there
are ten f-functions, which can then be transformed into seven spherical f-functions
and one set (three) of p-functions. [3]

This dependence on r2 causes a few issues both near and far from the nucleus;
at large r values the Gaussian functions do not decay exponentially and when r = 0

there is no nuclear cusp.

∂

∂r
(e−ζr

2

) = −2ζre−ζr
2

when r=0
∂

∂r
= 0 (2.19)

This means that GTOs are particularly poor when modelling short and long range
electronic behaviour, in comparison to STOs. Figure 2.1 compares the behaviour of
both functions (STO and GTO) for a 1s orbital (n = 1, l = 0, N = 1, Yl,m=1, ζ=1)
as a function of distance (r).

Due to the shortcomings of GTOs, a significant number of linear combinations of
GTOs is required to achieve a sufficient level of accuracy when compared to STOs.
However, a combination of several GTOs is still computationally less expensive in
comparison to STOs due to the integrals in GTOs being much simpler to compute.

A single Gaussian function is known as a primitive Gaussian function, linear
combinations of primitive Gaussians are referred to as a contracted Gaussian func-
tion. As an example of how a contraction can be expressed, consider the uranium
atom in the ANO-RCC-VTZP basis set [10–13], which is utilised in Chapter 5. Such
contraction can be denoted as: (26s, 23p, 17d, 13f, 5g, 3h)→[9s, 5p, 6d, 4f, 2g, 1h];
with the number of primitives included quoted in (), and the number of contracted
functions in [].
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Figure 2.1: A comparison of Slater and Gaussian type functions for a 1s
orbital: n = 1, l = 0 N = 1, Yl,m=1, ζ=1

2.8.3 Basis set quality

Generally, the more basis functions in a given basis set, the more accurately the
system is represented. In order to improve the basis set, different types of functions
can be added, which can more accurately describe a given system. In this next
section, different types of functions, which are typically found in basis sets will be
described.

2.8.3.1 Minimal basis set

A minimal or single-ζ (SZ) basis set comprises of the smallest number of basis
functions to describe all the electrons in a system. For hydrogen and helium the
minimal basis set would comprise of a single s-function. For first row periodic
elements (Li→Ne), this would increase to two s-functions and three p-functions (px,
py and pz), when modelling third row elements (Na→Ar), this would increase to
three s-functions and six p-functions and so on.

2.8.3.2 Double zeta basis sets

In order to improve the flexibility and accuracy of a basis set, the number of basis
functions used to describe an AO can be doubled, tripled, quadrupled etc., this is
know as double-, triple-, quadruple-ζ (DZ), (TZ), (QZ) basis sets, respectively. As
mentioned previously, a single-ζ (SZ) basis set includes no additional basis functions,
a double-ζ (DZ) basis set includes one extra basis function and so on. For a first
row periodic element, a double-ζ basis set includes four s (1s, 1s’, 2s, 2s’) and six p
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(2px, 2py, 2pz, 2p’x, 2p’y and 2p’z) functions.
In a double-ζ basis set, each atomic orbital can be represented by two basis

functions, with their own contractions. The addition of this second function makes
it possible to change the size of the orbital. An example of where two different
sized basis functions aids in the description of a molecule can be seen in HCN
molecule (Figure 2.2). The two p-functions on the carbon allows for different electron
distribution to be associated with each type of bond. The C-N π-bond (made with
px and py AOs) is more diffuse than the σ C-H bond (H 1s and C 2pz AOs), therefore,
doubling the number of basis functions allows for the possibility that the electron
distribution may be different in different directions.

NCH

Figure 2.2: A double zeta basis allows for bonding in two different direc-
tions, example molecule HCN, recreated with inspiration from [3]. C/N
px and py AOs are represented by orange/grey electron distribution which
have a smaller exponent associated with their basis functions; while C
pz AOs (yellow/blue) have a larger exponent on the corresponding basis
function.

As the number of basis functions increases, the accuracy of the model increases
but with this comes additional computational expense. A way to minimise the cost
is to only double basis functions for the valence orbitals (VDZ) as these are the
orbitals which are most likely to be involved in bonding.

2.8.3.3 Polarised Basis Sets

While adding ζ-functions gives more flexibility in the size of the orbital it does not
change the shape. Basis sets which include a higher than minimal level of angular
momentum have this ability and are known as polarised basis sets. Examples of
these are adding p or higher functions to hydrogen and d or higher functions to
carbon.

Considering the HCN molecule again; the H-C bond consists of the hydrogen
s-orbital and the carbon pz orbital. In a chemical world, the electron distribution
parallel and perpendicular to the H-C bond differs, however, the s-orbital is spherical
and hence electron distribution is even in all directions. Addition of a p-function
to the hydrogen atom polarises the s-orbital and makes the electron distribution
less uniform; in this scenario, the p-function would polarise the s-orbital to a more
pz like shape, but only a single lobe. This results in the electron density differing
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parallel and perpendicular to the H-C bond. Hence polarisation functions are very
important when describing molecules as the orbitals take a less symmetric shape
than in atoms.

2.8.3.4 Diffuse Basis Sets

Diffuse basis functions comprise of Gaussian functions with small exponents (ζ).
Diffuse functions allow electrons to be far away from the nuclei due to their low rate
of decay. This low rate of decay can be seen clearly in Figure 2.3, which plots the
original GTO (ζ = 1, shown in Figure 2.1) and another GTO with ζ = 0.1.
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Figure 2.3: A graph comparing GTOs with and without diffuse functions
ζ = 0.1 and ζ = 1 respectively.

Diffuse basis sets are of particular importance when modelling systems in which
the electrons are loosely bound to the nucleus, specific examples include; anions,
transition states, excited states and non-covalently bound systems. There are two
approaches to adding diffuse functions to a basis set.

The first approach is to add standard diffuse s and p-functions (4 functions in
total) to all non-hydrogen atoms, this is labelled as +. There is also a ++ option,
which adds diffuse s and p-functions to non-hydrogen atoms and diffuse s-functions
to H and He. [14] The most common of these is 6-31+G basis set of Pople and
co-workers. [15]

The second approach is known as aug; where a diffuse function is added to every
atom for every symmetry already present in the original basis set. [16] For a sulfur
atom which has s, p, d and f basis functions present, the aug function would add
16 extra function in total from the addition of s, p, d and f diffuse functions (1, 3, 5
& 7 respectively). This results in basis sets which include aug functions to be much
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larger and converge more rapidly than a basis sets which includes +/++ functions.
[17]

Truhlar and co-workers combined both types of diffuse functions with the cc-
pVTZ basis set of Dunning and co-workers (see Section 2.8.4.2) and compared these
labelled as: cc-pVTZ, cc-pVTZ+ and aug-cc-pVTZ. Figure 2.4 plots the GTO func-
tion and changes the ζ value to those presented by Truhlar and co-workers [18] for
the exponents of the p-functions on a carbon atom (n = 2, l = 1 for quantum
numbers).
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Figure 2.4: A comparison of three different basis sets, taking the expo-
nents from the p-functions on a carbon atom presented in [18]

2.8.4 Specific Basis Sets

Now that the different types of basis functions have been defined, specific basis
sets which are relevant to this research can be discussed.

There are two types of basis set contraction, segmented and general. Most basis
sets utilise the segmented contraction, where each given primitive only appears in
one contraction forming a disjointed set of primitive functions. In a segmented
contraction, the contraction coefficients are evaluated by a variational optimisation
of the Hartree–Fock energy, in which both the exponents and contraction coefficients
are optimised simultaneously. [3, 19]

In contrast, general contraction allows all primitive functions to contribute to
each contracted function. The optimised primitive set gives the basis function expo-
nents and the contraction coefficients are calculated by atomic calculations. These
calculated exponents and coefficients can be used to generate several different con-
tracted basis sets. [3, 19]
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2.8.4.1 Atomic Natural Orbital Basis Sets

Atomic natural orbital (ANO) basis sets [20–22] utilise the general contraction
method. ANO basis sets contract a large primitive Gaussian (PGTO) set into a small
number of contracted Gaussian (CGTO) using a correlated wavefunction, usually at
the CISD level (see Section 2.11.1). [21, 22] The correlated wavefunction generates
a set of natural orbitals which are identified as those which diagonalise the density
matrix, the eigenvalues of these natural orbitals denoted orbital occupation numbers.
The orbital occupation number represents the number of electrons in the orbital and
can have any value between 0 and 2 when a correlated wavefunction method is used.

2.8.4.2 Correlation Consistent Basis Sets

Dunning and co-workers have developed correlation consistent basis sets, which
contain a smaller set of primitive Gaussians than the ANO basis sets. [23, 24]
These basis sets are designed so that functions which contribute similar amounts of
correlation energy are grouped together at the same stages, regardless of the function
type. Correlation consistent basis sets are attuned to recovering the correlation
energy of valence electrons.

Dunning’s basis sets have the form cc-pVNZ, which can be broken down into
the terms: correlation consistent (cc), polarised (p), valence (V), zeta (Z). N refers
to the number of extra basis functions per angular function i.e. DZ (as seen in
Section 2.8.3.2). This design allows for systematic increase in the basis set size,
i.e. changing the basis set from cc-pVDZ to cc-pVTZ would increase each type of
basis function by 1 and adds a new type of higher order polarisation function. The
augmented (aug) diffuse functions, discussed in Section 2.8.3.4 can also be added
to these basis sets; with the aug-cc-pVDZ basis set adding 4 diffuse functions on
hydrogens and 9 on every non-hydrogenic atom.

A second variety of these basis sets is the cc-pCVnZ basis sets, which are aug-
mented with tight functions, the idea of these functions is to recover core-core and
core-valence electron correlation. [25] The cc-pCVDZ basis set adds 1 s and 3 p
tight functions, and the TZ adding 2 s, 6 p 5 d tight functions.

2.8.4.3 Effective Core Potentials

Moving down the periodic table, the number of core electrons increases and thus
modelling becomes more computationally expensive. As discussed previously, these
core electrons are unimportant for the majority of chemical processes, however, it is
still necessary to use a significant number of basis functions in order for the valence
orbitals to be described properly. Effective core potentials (ECP) or pseudopotential
greatly reduce the computational expense by replacing the core electrons with an
effective potential and the valence electrons can be also be treated explicitly. [26–28]
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It is also worth noting that in the lower half of the periodic table, relativistic
effects tend to be more prominent (see Section 2.13) and hence the pseudopotential
may also include implicit treatment of relativistic effects, such pseudopotentials are
referred to as relativistic ECPs (RECP). [29–34] Direct relativistic effects are more
significant for the core electrons, the use of a RECP is favourable as it still allows
for the valence electrons to be modelled by a non-relativistic Hamiltonian. [35, 36]

An ECP is generating by the following steps: [3]

1. Produce a good quality all-electron wavefunction for the atom. Calcu-
lated from Hartree–Fock (Section 2.9) or density functional calculation (Sec-
tion 2.12) for non-relativistic ECP or relativistic Dirac-Hartree–Fock (Sec-
tion 2.13) for a RECP.

2. Replace the valence orbitals with nodeless pseudo-orbitals, which lack nodal
structure in the core region but behave correctly in the valence region.

3. Replace the core electrons with an appropriate potential.

4. Fit the parameters of the potential so that the pseudo-orbitals produced from
solving the many-electron Schrödinger/Dirac equation (or similar) match the
all-electron valence orbitals.

As discussed in Section 2.8, molecular systems are typically described by GTOs
and therefore if GTOs are utilised for modelling the valence orbitals then they should
also be used for generating the ECP. The quality of the ECP is determined by the
number of electrons chosen for the ECP and hence this is a key consideration when
designing/choosing an ECP. ‘Small-core’ ECPs treat all except the two outermost
shells as core while ’large-core’ ECP treat all expect the outermost shell. [6] Using
Ag with an electronic configuration: 1s2, 2s2, 2p6, 3s2, 3p6, 4s2, 3d10, 4p6, 4d10, 5s1

as an example: [3]

• Small-core ECP treat: 1s2, 2s2, 2p6, 3s2, 3p6, 3d10 as core

• Large-core ECP treat: 1s2, 2s2, 2p6, 3s2, 3p6, 4s2, 3d10, 4p6 as core

This makes small-core ECP more accurate than large-core ECP however they are
more computationally expensive as there are more electrons to model explicitly.

There are numerous ECPs used throughout the literature, some of the most
popular are: LANL (Los Alamos National Laboratory) developed by Hay and Wadt
[37] and the Stuttgart–Dresden pseudopotentials developed by Dolg and co-workers.
[38] In contrast to most other ECPs, in the Hay–Wadt ECPs parameters for elements
Na→Kr are derived from non-relativistic Hartree–Fock calculations, while from Rb
onwards relativistic Hartree–Fock calculations are used. [6] Throughout this thesis,
the Stuttgart-RSC-1997 ECP for uranium treats 60 (out of 92) electrons as core
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electrons and hence greatly reduces the number of electrons. [39–41] Dyall developed
a set of ECPs for the 4p, 5p and 6p elements, which are equivalent to the correlation-
consistent basis sets of Dunning discussed previously (Section 2.8.4.2). [6, 42, 43]

2.9 Hartree–Fock Theory

The many-electron wavefunction in terms of a Hartree product was defined in
Equation 2.11; it was noted that the indistinguishability of the electrons is not
accounted for by this definition. Slater determinants are used to make Hartree
products antisymmetric; [44] consider a pair of Hartree products which describe the
same two-electron system.

ΨHP
12 (x1,x2) = χi(x1)χj(x2)

ΨHP
21 (x1,x2) = χi(x2)χj(x1)

(2.20)

In the first scenario (ΨHP
12 ), spin orbitals χi and χj are occupied by electron 1 and

electron 2, respectively; in contrast with the second scenario in which electrons 1
and 2 have swapped spin orbitals. Although these definitions distinguishes between
which electron is in which orbital, the wavefunction is not antisymmetric as there was
no change in sign when the electrons changed position. To achieve an antisymmetric
wavefunction, linear combination of Hartree products can be taken.

Ψ(x1,x2) = 2−
1
2 (χi(x1)χjx2 − χj(x1)χi(x2)) (2.21)

The 2−
1
2 is a normalisation factor and the central minus sign ensures the wavefunc-

tion is antisymmetric. In this expression, if both electrons occupied the same spin
orbital i.e. i = j, the wavefunction would vanish. This expression therefore satisfies
the Pauli exclusion principle [45], which states that, ‘no two fermions can occupy
the same quantum state’. Equation 2.21 can be expressed as a Slater determinant:

Ψ(x1,x2) =
1√
2

∣∣∣∣∣χi(x1) χj(x1)

χi(x2) χj(x2)

∣∣∣∣∣ (2.22)

In an N -electron system, the normalisation factor becomes: 1√
N !

and the Slater
determinant is given in Equation 2.22 is expanded to give the general Slater determi-
nant (Equation 2.23). Conventionally, the rows represent electrons and the columns
the spin orbitals.

Ψ(x1,x2, ...,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1) ... χk(x1)

χi(x2) χj(x2) ... χk(x2)
...

... . . . ...
χi(xN) χj(xN) ... χk(xN)

∣∣∣∣∣∣∣∣∣∣
(2.23)
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This can also be written in a short-hand, where only diagonal matrix elements are
included and implies the electron order x1,x2, ...,xN .

Ψ(x1,x2, ...,xN) = |χiχj · · ·χk〉 (2.24)

By using a single Slater determinant to describe the ground state of an N-electron
system coupled with the variational principle, the Hartree–Fock (HF) equations can
be derived by minimising the energy via a choice of spin orbitals. The HF equation
determines the optimal spin orbitals and has the form

f(i)χ(xi) = εχ(xi) (2.25)

in which f(i) is the 1-electron Fock operator.

f(i) = −1

2
∇2
i −

M∑
A=1

ZA
riA

+ νHF (2.26)

The first two terms in the Fock operator makeup the 1-electron Hamiltonian and the
final term is the HF potential. The HF potential (νHF) is defined as: ‘the average
potential experienced by the ith electron due to the presence of the other electrons.’
[46] The νHF is comprised of the coulomb and exchange operators (J and K).

The average local potential at a point x1 due to the charge distribution from the
electron in orbital χj is given by the Coulomb operator.

Ji(x1) =

∫
dx2|χj(x2)|2r−1

12 (2.27)

The exchange operator arises from the antisymmetry requirement of the wave-
function, it switches the χi and χj spin orbitals. The exchange operator is defined
based on its action on an arbitrary spin orbital, χi

Kj(x1)χi(x1) = [

∫
dx2 χ

∗
j(x2) r−1

12 χi(x2)] χj(x1) (2.28)

In the HF approximation the many-electron problem is replaced with a series
of 1-electron problems in which electron-electron repulsion is averaged. As the HF
equation is non-linear, due to the HF potential being dependent on the spin orbitals
of other electrons, the HF equation has to be solved iteratively. This process is
called the self-consistent field (SCF) method.

Figure 2.5 gives a flow diagram of the SCF process. Firstly, the spin orbitals {χk}
are guessed, these are then used to calculate the average field seen by each electron
(νHF). Using the calculated HF potential the eigenvalue equations, Equation 2.25,
can then be solved for a new set of spin orbitals. The process continues with each
new set of {χk} being used to generate νHF, until the spin orbitals (and νHF) remain
unchanged (within a threshold), i.e. self-consistency is reached.

30



2. Methodology

Generate 𝜈HF

Guess 𝜒k

YesNo Self-Consistency
Achieved

Solve HF 
equation New 𝜒k

New 𝜒k = Old 𝜒k? 

Figure 2.5: A flow chart showing the SCF process in the context of HF
theory

This process generates a set of {χk} orthonormal HF spin orbitals with orbital
energies {εk}. The spin orbitals with the lowest energy are termed occupied spin
orbitals (χa, χb, . . . ), while the rest are termed virtual/unoccupied spin orbitals (χs,
χr,. . . ). The Slater determinant which is formed from the occupied spin orbitals is
the HF ground state wavefunction.

As there are an infinite number of solutions to the HF equations, there is an
infinite number of virtual spin orbitals. In practice, when solving the HF equation,
a finite set of spatial basis functions {φµ(r)|µ = 1, 2, . . . , K} are used. A basis set of
K spatial functions {φµ} returns 2K spin orbitals, with K amounts of α and β spin.
N occupied orbitals {χa} and 2K −N virtual spin orbitals {χr} are also generated.
The larger the basis set, the more flexibility there is in the expansion of the spin
orbitals and hence the HF energy (E0) decreases, until a limit is reached. This is
known as the HF limit.
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2.10 Electron Correlation

Electron correlation occurs in every system with more than one electron and
can be thought of as the instantaneous interactions between electrons in a system.
HF theory accounts for exchange or Fermi-correlation; introduced by the Slater de-
terminant, which allows the antisymmetry principle to be obeyed. Therefore, in
HF theory electrons with the same spin are correlated as two electrons with the
same spin cannot occupy the same space. In contrast, Coulomb correlation which
accounts for the electrostatic repulsion between electrons is neglected in HF as the
electron-electron repulsion is averaged instead of considering individual electronic
repulsion and hence electrons with opposite spin are uncorrelated. A single deter-
minant wavefunction is often referred to as uncorrelated as it does not account for
Coulomb correlation. [46]

By considering a two electron Slater determinant, we can see how Fermi-
correlation arises.

Ψ(x1,x2) = |χi(x1)χj(x2)〉 (2.29)

In a situation where the electrons have opposite spins,

χi(x1) = ψi(r1)α(1)

χj(x2) = ψj(r2)β(2)
(2.30)

expanding the determinant for a two electron wavefunction, results in:

Ψ(x1,x2) = χi(x1)χj(x2)− χj(x1)χi(x2) (2.31)

The probability of finding an electron can be expressed as:

P (x1,x2) = |Ψ(x1,x2)|2 (2.32)

The probability function can be expanded to allow P (r1, r2) to represent the prob-
ability of finding electron 1 at r1 and electron 2 at r2:

P (r1, r2) =

∫
P (x1,x2) dσ1dσ2 (2.33)

Using Equations 2.31 and 2.32 the normalised probability function can be expressed
as:

P (r1, r2) =
1

2
|χi(x1)χj(x2)− χj(x1)χi(x2)|2 (2.34)

Substituting in the values of χi(x1) and χi(x1) defined in Equation 2.30:
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P (r1, r2) =
1

2
|ψi(r1)α(ω1)ψj(r2)β(ω2)− ψi(r2)α(ω2)ψj(r1)β(ω1)|2 (2.35)

Which simplifies to:

P (r1, r2)dr1dr2 =
1

2
[|ψi(r1)|2|ψj(r2)|2 + |ψi(r2)|2|ψj(r1)|2]dr1dr2 (2.36)

The first term is the product of the probability of finding electron-1 at r1 mul-
tiplied by the probability of finding electron-2 at r2, if electron-1 occupied ψi and
electron-2 occupied ψj. In the second term, ψj is occupied by electron-1 and ψi with
electron-2. As electrons are indistinguishable, the probability is the average of the
two terms and hence the motion of the two electrons is uncorrelated. This is easiest
to see if ψi = ψj, as in that case;

P (r1, r2) = |ψi(r1)|2|ψi(r2)|2 (2.37)

There is a finite probability of finding two electrons which have opposite spin at
the same point in space, P (r1, r2) 6= 0. However, if these electrons has the same
spin (β) then:

χ1(x1) = ψi(r1)β(ω1)

χ2(x2) = ψj(r2)β(ω2)
(2.38)

The previous process can be repeated to obtain:

P (r1, r2) = 1
2
{|ψi(r1)|2|ψj(r2)|2 + |ψi(r2)|2|ψj(r1)|2

−[ψ∗i (r1)ψj(r1)ψ∗j (r2)ψi(r2) + ψi(r1)ψ∗j (r1)ψj(r2)ψ∗i (r2)]}
(2.39)

The probabilities are now correlated due to the extra cross term, this is Fermi-
correlation. The probability of finding two electrons with parallel spins at the same
point in space is zero.

As mentioned previously, HF theory only accounts for Fermi-correlation and
neglects Coulomb correlation, which results in the underestimation of electron cor-
relation and hence the HF energy is always higher than the exact energy. When
using a sufficiently large basis set, the HF wavefunction accounts for roughly 99%
of the total energy, for most systems. The difference between the exact energy and
the HF energy is known as the electron correlation energy. [47]

Ecorr = Eexact − EHF (2.40)

For convenience, the electron correlation energy can be split into two parts;
‘dynamic’ (ED) and ‘static’/‘non-dynamic’ (ES) correlation. Dynamic correlation
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is associated with the instantaneous response of an electron to the positions of all
other electrons, such as electrons within the same spatial orbital. As a direct contrast
static correlation can be associated with electrons occupying different spatial orbitals
however, it is also referred to as a near-degeneracy effect as it can be important in
systems where multiple states are close to the ground state energy resulting in low-
lying excitations. [3]

Ecorr = ED + ES (2.41)

The majority of chemical systems possess both dynamic and static correlation,
however, in the helium atom the majority of the electron correlation is dynamic and
at the dissociation limit in a H2 molecule the correlation is mostly static. These
two examples can be used to highlight the differences between dynamic and static
correlation.

Figure 2.6 gives a visual representation of dynamic correlation in the ground
state of helium, with the electrons occupying the 1s orbital. Dynamic correlation is
inversely proportional to the distance between electrons ( 1

rij
) and hence the left-hand

scenario in Figure 2.6 is more favourable.

2+

2+

1-
1- 1-

1-

Figure 2.6: A visual representation of dynamic correlation in a helium
atom, left arrangement is more favourable and lower in energy than the
right

As an example of static correlation, consider a H2 molecule. At the equilibrium
geometry, the bonding and antibonding orbitals have a distinctive energy difference.
This results in mostly dynamic correlation between the two electrons, which are situ-
ated in the singularly occupied hydrogen 1s orbitals. As the bond distance increases
the energy difference between the bonding and antibonding orbitals decreases until
the dissociation limit, where they become degenerate. As the bond length increases,
so does the static correlation contribution. [3] During the bond stretching, there are
two possible configurations for the electrons: one on each hydrogen atom or both
electrons could become situated on the same hydrogen, as shown in Figure 2.7.

Hollet and Gill [48] suggest that static correlation has two ‘flavours’, with one
that is similar to dissociating H2, which can be captured by breaking the spin sym-
metry of the HF wavefunction and the other which cannot. This type of correlation
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Figure 2.7: A visual representation of static correlation in the H2

molecule, left arrangement is more favourable and lower in energy than
the right which shows ionic nature

is the most difficult of the two to accurately model as it requires large contributions
of multiple Slater determinants.

Incorrect descriptions of static correlation are responsible for some of the biggest
failures of HF in the literature. [49] Systems with significant static correlation are
said to have multireference character and typical examples of these include: systems
with partially occupied degenerate orbitals such as a low spin d5 complexes, systems
with elongated or multiple bonds and systems which are electronically excited. [50]

2.11 Post Hartree–Fock Methods

HF methods result in energetically good one-determinant trial wavefunctions.
However, HF methods do not take into account electron correlation (Section 2.10)
and thus have limitations when describing certain chemical systems, such as those
with large amount of static correlation. The HF method can be improved upon via a
series of corrections which recover the electron correlation, such methods are referred
to as post Hartree–Fock methods. There are several post Hartree–Fock methods
which have been used to model actinide systems: Configuration Interaction (CI),
[51] Complete/Restricted Active Space Self-Consistent Field (CASSCF/RASSCF),
[52, 53] Coupled Cluster (CC) [54] and Møller-Plessett perturbation theory. [55] In
this section CI, CASSCF/RASSCF and perturbation theory Post-HF methods are
discussed.

2.11.1 Configuration Interaction

One way to improve on the HF method is to add additional Slater determinants
which represent the excited states; known as configuration interaction (CI). This is
achieved by replacing occupied orbitals in the HF Slater determinant with unoccu-
pied orbitals and are denoted singly, doubly, triply ... etc. excited determinants
based on how many occupied orbitals have been replaced. [3, 46, 56] Examples of
such excitations are show in Figure 2.8, however, it is worth noting that there are
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many variations of each excitation for a given system.

HF Single

HOMO-
LUMO
Gap

Double Triple Quadruple

Figure 2.8: Excitations from the HF slater determinant showing an ex-
ample of single, double, triple and quadruple excitations; replacing 1, 2,
3 and 4 occupied spin orbitals with virtual orbitals.

Inclusion of all excited configurations, shown in Equation 2.42 is denoted full
configuration interaction (FCI). FCI recovers all the electron correlation within the
limitations of the basis set and hence if a complete basis set (i.e. a theoretical,
infinite basis set) was used then this would result in the exact wavefunction. [3, 56]

|Φ0〉 = c0 |Ψ0〉+
∑
ar

cra |Ψr
a〉+

∑
a<b
r<s

crsab |Ψrs
ab〉+

∑
a<b<c
r<s<t

crstabc
∣∣Ψrst

abc

〉
+
∑

a<b<c<d
r<s<t<u

crstuabcd

∣∣Ψrstu
abcd

〉
+· · ·

(2.42)
Where the first term represents the HF determinant, the second represents the
sum of all single excitations, the third all the double excitations and so on. It is
worth noting that a < b etc. ensure that each excitation is only counted once.
Equation 2.43 represents the shorthand notation of Equation 2.42.

|Φ0〉 = c0 |Ψ0〉+ cS |ΨS〉+ cD |ΨD〉+ cT |ΨT 〉+ cQ |ΨQ〉+ · · · (2.43)

cn represent the expansion coefficients, which are variables that minimise the
energy of the system and can be found by diagonalisation of the CI Hamiltonian
matrix:
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Ĥ
CI

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

〈Ψ0|Ĥ|Ψ0〉 〈Ψ0|Ĥ|ΨS〉 〈Ψ0|Ĥ|ΨD〉 〈Ψ0|Ĥ|ΨT 〉 〈Ψ0|Ĥ|ΨQ〉 · · ·
〈ΨS|Ĥ|Ψ0〉 〈ΨS|Ĥ|ΨS〉 〈ΨS|Ĥ|ΨD〉 〈ΨS|Ĥ|ΨT 〉 〈ΨS|Ĥ|ΨQ〉 · · ·
〈ΨD|Ĥ|Ψ0〉 〈ΨD|Ĥ|ΨS〉 〈ΨD|Ĥ|ΨD〉 〈ΨD|Ĥ|ΨT 〉 〈ΨD|Ĥ|ΨQ〉 · · ·
〈ΨT |Ĥ|Ψ0〉 〈ΨT |Ĥ|ΨS〉 〈ΨT |Ĥ|ΨD〉 〈ΨT |Ĥ|ΨT 〉 〈ΨT |Ĥ|ΨQ〉 · · ·
〈ΨQ|Ĥ|Ψ0〉 〈ΨQ|Ĥ|ΨS〉 〈ΨQ|Ĥ|ΨD〉 〈ΨQ|Ĥ|ΨT 〉 〈ΨQ|Ĥ|ΨQ〉 · · ·

...
...

...
...

... . . .

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.44)

The CI Hamiltonian matrix can be simplified (Equation 2.45) with the applica-
tion of three rules:

1. Application of Brillouin’s theorem [57]: "Singly excited determinants (|Ψr
a〉)

will not interact directly with a HF reference determinant (|Ψ0〉)" i.e.
〈Ψ0|Ĥ|ΨS〉 = 0

2. Application of the Slater-Condon rules [3, 58, 59]: "A CI matrix element
can only be non-zero if two determinants differ by 0, 1 or 2 MOs." i.e.
〈ΨS|Ĥ|ΨQ〉 = 0

3. When two determinants are identical (i.e. diagonal matrix elements), this re-
sults in the energy of a single-determinant wavefunction (labelled En in Equa-
tion 2.45)

The CI Hamiltonian matrix simplified to:

Ĥ
CI

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

EHF 0 〈Ψ0|Ĥ|ΨD〉 0 0 · · ·
0 ES 〈ΨS|Ĥ|ΨD〉 〈ΨS|Ĥ|ΨT 〉 0 · · ·

〈ΨD|Ĥ|Ψ0〉 〈ΨD|Ĥ|ΨS〉 ED 〈ΨD|Ĥ|ΨT 〉 〈ΨD|Ĥ|ΨQ〉 · · ·
0 〈ΨT |Ĥ|ΨS〉 〈ΨT |Ĥ|ΨD〉 ET 〈ΨT |Ĥ|ΨQ〉 · · ·
0 0 〈ΨQ|Ĥ|ΨD〉 〈ΨQ|Ĥ|ΨT 〉 EQ · · ·
...

...
...

...
... . . .

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.45)

While FCI is a powerful method, unfortunately even with the use of a moderate
basis set, the computational expense rapidly becomes intractable. The calculation
size scales factorially with the number of electrons and hence FCI is limited to only
the smallest of systems. Therefore, in order to make CI calculations computationally
reasonable a truncated approach is taken. This is achieved by capping the excitation
level the basis functions represent; the most common example of this is the CI singles
and doubles (CISD), which limits the basis functions to those which represent single
or double excitations relative to the ground state. [3, 56] For medium-sized molecules
and basis sets, CISD still recovers ∼ 80−90% of electron correlation, [3] and CI with
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singles, doubles and triples (CISDT) is considered the ‘gold standard’ of calculation
and is typically used as a benchmark value for other systems.

2.11.2 The Complete/Restricted Active Space, Self-
Consistent Field Methods (CASSCF/RASSCF)

Instead of performing FCI on the whole system the Complete/Restricted Active
Space, Self-Consistent Field method only performs FCI on selected orbitals, which
are chemically important in said system. In CASSCF orbitals are partitioned into
active and inactive spaces. The chemically important orbitals are placed in the active
space, which are typically a number of the highest occupied and lowest unoccupied
orbitals from a HF calculation.

In a CASSCF calculation, the inactive orbitals are either fully occupied (core)
or unoccupied (virtual), whereas the active orbitals are partially occupied. FCI
(Section 2.11.1) is then performed on the active orbitals, i.e. all possible excitations
are allowed and determinants are generated for each possible excitation. In CASSCF
calculations it is usual for the notation to be in the form (n, m)-CASSCF where n
is the number of electrons and m is the number of orbitals in the active space. [3]

As was discussed in the previous section (Section 2.11.1), FCI is very computa-
tionally expensive and hence this limits the amount of orbitals which can be placed
in the active space, typically CASSCF calculations do not exceed 18 electrons. [60,
61] Table 2.1 gives the number of configuration state functions (CSFs) generated for
an [n,n]-CASSCF wavefunction. [3]

Table 2.1: Number of configurations generated in an [n,n]-CASSCF wave-
function

n Number of CSFs

2 3
4 20
6 175
8 1764
10 19404
12 226512
14 2760615

Due to the limited space in the active space, selection of the ‘important’ orbitals
is imperative. Björn’s Rules [62] can be used in order to aid the selection of active
orbitals:

• A number of the highest occupied orbitals
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• A number of the lowest unoccupied orbitals

• Include conjugated orbitals

• Any bonding and antibonding orbitals relating to a bond which is of interest

• For each π bond: include two π orbitals

– Otherwise most appropriate π orbitals selected by energy

• Transition metals: all orbitals with d-character

• Metals in high oxidation states require more active orbitals

• Lanthanides: 4f, 5d and 6s orbitals

• Actinides: 5f, 6d and 7s active

– If highly charged then reduced to only 5f

– Highly covalent interactions such as U-O in uranyl require more active
orbitals ([12,12]) [63]

For more complex systems, allowing for all orbitals under Björn Rules quickly
causes the active space to increase in size. For these larger systems the Restricted
Active Space SCF (RASSCF) approach can be utilised which further partitions the
orbitals. [51–53, 64–66] In the RASSCF approach the active space is split into
three parts: RAS1, RAS2 & RAS3. RAS2 becomes the most important active
space and hence FCI is utilised on these orbitals and the occupation number is
not limited, much like in the active space area in CASSCF. The RAS1/ RAS3
spaces comprise of MOs which were doubly occupied/empty in the HF reference
determinant. Additional configurations (to the RAS2) are generated by allowing
excitations from the RAS1 into the RAS3 using truncated CI methods, usually CISD
or CISDT. Figure 2.9 gives a visual representation of the partitioning in RASSCF
in comparison to CASSCF.

Choosing an active space is challenging, however, there are two strategies for
obtaining the best active space for a given system. The first method utilises a
single point energy calculation with a method such as density functional theory
(DFT, see Section 2.12) and then the important orbitals are selected based on Björn
Rules. This method is likely to take a few attempts to get a good active space as
the occupation numbers and visual appearance needs to be monitored after the
CASSCF, if adjustment of the active space is required then it can be adjusted and
the calculation re-run.

The second method is known as RAS probing, which is the expansion of the
active space systematically with the addition of orbitals into RAS1 and RAS3. The
occupation numbers can be utilised in order to assess if an orbital should be in the
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Figure 2.9: Representation of the partitioning in both CASSCF and
RASSCF methods

active space. Typically values of less than 1.98 for an occupied orbital and greater
than 0.02 for virtual orbitals indicate inclusion in the active space. For inclusion into
the RAS2 partition, typically values of 1.95 or less and 0.05 or higher for occupied
and virtual orbitals, respectively, indicate inclusion. Finally, one strongly occupied
orbital should be paired with a weakly occupied orbital.

As CASSCF and RASSCF methods limit the number of active orbitals the focus
of these methods in not on recovering the total correlation energy. Instead such
calculations recover the part of the correlation energy which relates to the effects
of near degeneracy, i.e. the static correlation. Second-order perturbation meth-
ods to both the CASSCF and RASSCF methods, referred to as CASPT2 [67, 68]
and RASPT2 [62, 67], respectively, can be utilised to recover dynamic correlation
(Section 2.11.3). Other methods for recovering dynamic correlation include the
n-electron valence state perturbation theory (NEVPT2); this method will not be
discussed in this thesis but, if desired, the reader is directed to several resources.
[69–72]
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2.11.3 Many-Body Perturbation Theory and CASPT2

Perturbation methods are utilised in quantum chemistry for adding corrections to
solutions which employ an independent-particle approximation which is then termed
a "Many-Body Perturbation Theory (MBPT). Perturbation theory approximates
the value of a complex function by using an exact solution of a simpler related
problem and then adding small corrections (perturbations) for additional factors.
[73, 74] The Hamiltonian for a perturbed system can be described as:

Ĥ = Ĥ0 + εĤp (2.46)

Ĥ0 is the Hamiltonian for the unperturbed system, ε determines the strength of
the perturbation and Ĥp is a small perturbation. The Schrödinger equation with
unperturbed Hamiltonian can be written as:

Ĥ0Φi = EiΦi where i = 0, 1, 2 · · ·∞ (2.47)

For simplicity only the ground state will be considered in this example (i = 0).
The perturbed Schrödinger equation is expressed as:

ĤΨ = WΨ (2.48)

This means that when ε = 0: Ĥ = Ĥ0, Ψ = Φ0 and W = E0, this is unperturbed
or zeroth-order wavefunction and energy. As ε increases, the new energy and wave-
function change continuously and can therefore be expressed as a Taylor expansion
in powers of the perturbation parameter ε.

W = ε0W0 + ε1W1 + ε2W2 + ε3W3 + · · ·
Ψ = ε0Ψ0 + ε1Ψ1 + ε2Ψ2 + ε3Ψ3 + · · ·

(2.49)

The first-order, second-order, etc. corrections are represented by W1/Ψ1 and
W2/Ψ2 respectively.

In order to obtain the perturbation equations for the zeroth, first, second and
nth order, the two expressions given in Equation 2.49 need to be substituted into
Equation 2.48, shown in Equation 2.50.

(Ĥ0 + εĤp)(ε
0Ψ0 + ε1Ψ1 + ε2Ψ2 + · · · )

= (ε0W0 + ε1W1 + ε2W2 + · · · )(ε0Ψ0 + ε1Ψ1 + ε2Ψ2 + · · · )
(2.50)

From this point, terms with the same power can be gathered and separated from
the others forming the perturbation equations given in Equation 2.51.
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ε0 : Ĥ0Ψ0 = W0Ψ0

ε1 : Ĥ0Ψ1 + ĤpΨ0 = W0Ψ1 +W1Ψ0

ε2 : Ĥ0Ψ2 + ĤpΨ1 = W0Ψ2 +W1Ψ1 +W2Ψ0

(2.51)

εn : Ĥ0Ψn + ĤpΨn−1 =
n∑
i=0

WiΨn−i

Møller-Plessett perturbation theory is a post-HF method which uses the sum
over all the Fock operators for a system as the unperturbed Hamiltonian (Ĥ0).
This method has perturbations similar to those in Equation 2.51 to obtain different
orders and hence accuracy of the method. The most common of which is the second
order Møller-Plessett perturbation theory (MP2) as the costs of higher perturbations
become excessively expensive for relatively small improvements in the molecular
descriptions.

CASPT2 is a special case of MP2 described above. Using the multiconfigura-
tional wavefunction obtained from a CASSCF calculation (which takes into account
static correlation), the Hamiltonian of this calculation can be considered a reference
Hamiltonian. In the CASPT2 method an improved wavefunction, which includes
dynamic correlation, is generated from the reference Hamiltonian (obtained via the
CASSCF calculation) via second order perturbations using the method described
above. This method is truncated to second order and the reference Ĥ0, W0 and
ε0Ψ0 given in Equation 2.51 correspond to the CASSCF Hamiltonian, energy and
wavefunction, respectively.

Post-HF methods offer significant improvement to HF energies due to their in-
clusion of electron correlation. Electron correlation is is of particular importance in
many chemical systems,with a specific example being systems with partially filled
f-shells. While post-HF methods offer an improvement on HF methods, they are
considerably more computationally expensive. HF calculations scale by a factor of
4 (N4) i.e. doubling the number of electrons in the system results in each iteration
of the calculation taking 24 times longer. In contrast to this, FCI scales factorially
and as such even using this on the chemically important orbitals in a system in
a CASSCF/RASSCF calculation is very expensive when considering systems with
f-elements. This makes post-HF methods impractical for general use in computa-
tional actinide chemistry. Instead a different method is utilised for the vast majority
of actinide chemistry, Density Functional Theory (DFT).
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2.12 Density Functional Theory

Up to this point different methods which involve obtaining accurate descriptions
of the wavefunction have been discussed. While wavefunction methods are useful
in solving quantum chemical calculations they do have some major disadvantages.
The most notable of which is upon progression from the restricted single Slater
determinant (Section 2.9) to multi-determinant description (Section 2.11), in order
to account for electron correlation, the computational expense rapidly increases.
Therefore, when using wavefunction methods there is this perpetual balancing act
between obtaining an accurate representation of the system and keeping the com-
putational cost to a minimum.

Interpretation of the wavefunction is not very accessible to the wider scientific
community due to the need to manipulate and understand quantum mechanical
calculations. A more intuitive approach to obtaining the energy of a system would
be to use a physical observable, such as the electron density (ρ(r)). The electron
density for a many-electron system is:

Ψ(x1,x2 · · ·xn) = |χi(x1)χj(x2) · · ·χk(xn)〉
ρ(r) =

∫
|Ψ|2 dσ1, dx2 · · · dxn

(2.52)

Consider the Hamiltonian, which depends on the positions and atomic numbers
of the nuclei and the total number of electrons in a system. The dependence on the
total number of electrons highlights that the electron density is a useful physical
property; integrating over all space gives the relationship:

N =

∫
ρ(r) dr (2.53)

The total energy of a system in terms of electron density can be expressed as:

E[ρ(r)] = T [ρ(r)] + V [ρ(r)] (2.54)

E[ρ(r)] indicates that the energy is a function of the density and the density is a
function of position r, making the energy a function of a function, also known as
a functional. Equation 2.54 defines the total energy of a system as the sum of the
kinetic (T [ρ(r)]) and potential (V [ρ(r)]) energies.

Density functional theory (DFT) is based on this relationship and derives the
energy and positions of the atomic nuclei from the electron density rather than the
wavefunction. The energy as a functional of the electron density (E[ρ(r)]) can be
derived as:

E[ρ(r)] = T [ρ(r)] + VNe[ρ(r)] + VNN [ρ(r)] + Vee[ρ(r)] (2.55)

Where T [ρ(r)] is the kinetic energy and V [ρ(r)] the potential energy which is
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split into: nuclear-electron attraction (Ne), nuclear-nuclear repulsion (NN) and
electron-electron repulsion (ee). As was seen in Section 2.5 application of the Born–
Oppenheimer approximation fixes the positions of the nuclei and hence VNN [ρ(r)]

is held constant. The electron-electron repulsion can be further divided (as in HF
theory) into a Coulomb and exchange term, J [ρ(r)] and KD[ρ(r)], respectively. This
defines the Thomas-Fermi-Dirac model [75–77]:

E[ρ(r)] = T [ρ(r)] + VNe[ρ(r)] + J [ρ(r)] +KD[ρ(r)] (2.56)

This model uses a uniform gas denoted ‘Jellium’ in order to generate approx-
imations for the exchange and kinetic energy functionals. [76, 77] This medium
comprises of an infinite number of electrons in an infinite space with a uniformly
distributed positive charge. This is the simplest model for interacting electrons but
it is worth noting that this model does not describe chemical bonding and hence
does not describe molecular systems well.

2.12.1 Hohenberg-Kohn Theorems

From 1927→1964 not much improvement was made on the Thomas-Fermi-Dirac
model and while this was useful for the solid-state physics community it was not
appropriate for chemists as it produced large errors in molecular systems and no
variational principle had been established. In 1964, Hohenberg and Kohn introduced
two theorems which form the basis of DFT. [78]

From their paper [78], the first theorem states: ‘the external potential (Vext(r))
is (to within a constant) a unique functional of ρ(r) ; since, in turn Vext(r) fixes Ĥ
we see that the full many particle ground state is a unique functional of ρ(r)’.

This can be expressed mathematically as:

E[ρ(r)] = F [ρ(r)] +

∫
ρ(r)Vext(r)dr (2.57)

F [ρ(r)] is the Hohenberg-Kohn universal functional of the electron density. This is
independent of the external potential and the exact form is unknown and therefore
approximations need to be made.

The second theorem is known as the variational theorem; the energy of a trial
density is greater than or equal to the true ground-state energy. [78, 79] This is
simply the variational principle discussed in Section 2.3

F [ρ(r)] +

∫
ρ(r)Vext(r)dr ≥ E0 (2.58)
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2.12.2 Kohn-Sham Equations

The methods above utilise the electron density to generate a potential, which
determines the Hamiltonian, which generates a wavefunction and then the energy
of the system can be calculated. While the set-up of these methods is perhaps more
approachable, the final step still requires solving the Schrödinger equation and hence
such methods offer no advantage over wavefunction methods.

The solution to this came in 1965 with the Kohn–Sham approach. [80–82] They
suggested that the Hamiltonian would be simpler to deal with if it represented an
non-interacting system of electrons; therefore the Hamiltonian could be expressed as
a sum of one-electron operators. Such a Hamiltonian would have eigenfunctions that
are Slater determinants of the individual one-electron eigenfunctions, and eigenval-
ues which are simply the sum of the one-electron eigenvalues. The use of such a
limited Hamiltonian seems counter-intuitive, however when used alongside the den-
sity it can be used to set a starting point. Such a starting point is a fictitious system
of non-interacting electrons which have the same density in its ground state to that
of the system of interest.

Using this fictitious system, F [ρ(r)] does not need to be obtained, instead a fic-
tional system which has the same density as the system of interest (with interacting
particles) is required. This model introduces orbitals which allows an improved rep-
resentation of the kinetic energy term. The kinetic energy functional is split into
an exact component (HF kinetic energy) and an small correction term, which gets
incorporated into the exchange–correlation term (Exc[ρ(r)]). The Kohn–Sham DFT
energy (EKS) can be expressed as:

EKS[ρ(r)] = TNI[ρ(r)] + VNe[ρ(r)] + J [ρ(r)] + Exc[ρ(r)] (2.59)

Where TNI[ρ(r)] represents the kinetic energy of the non-interacting system,
VNe[ρ(r)] is the nuclear-electron attractive energy and Coulombic interactions are
denoted J [ρ(r)]. Exc[ρ(r)] is the exchange–correlation term which comprises of the
correction to the kinetic energy (mentioned above) and the exchange–correlation
interactions between electrons. [3]

Exc[ρ(r)] = (T [ρ(r)]− TNI[ρ(r)] + (Vee[ρ(r)]− J [ρ(r)]) (2.60)

Exc[ρ(r)] can be found using Schrödinger-like equations known as the Kohn–
Sham equations:

(−1

2
∇2 + VKS(r))φi(r) = εiφi(r) (2.61)

εi is the energy corresponding to the orbital φi and VKS represents the Kohn–
Sham potential, which is the effective potential needed to generate the same electron
density as found in a given system of interacting particles.
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VKS(r) = VNe(r) +

∫
ρ(r′)

|r− r′|dr
′ + Vxc(r) (2.62)

Vxc(r) is the exchange–correlation potential:

Vxc(r) =
δExc[ρ]

δρ(r)
(2.63)

The exchange correlation function can be rewritten as:

Exc[ρ] = Ex[ρ] + Ec[ρ]

Exc[ρ] =
∫
ρ(r)εx[ρ(r)]dr +

∫
ρ(r)εc[ρ(r)]dr

(2.64)

εx and εx denote the exchange and correlation energies densities.
The solutions to these equations are denoted Kohn–Sham orbitals (φKS

i (r)) and
the total electron density of the system can be expressed as:

ρ(r) =
∑
i

|φKS
i (r)|2 (2.65)

As was the case in HF theory, the Kohn–Sham equations are solved with the
SCF process utilising an initial set of approximate orbitals. HF theory and Kohn–
Sham DFT have many similarities, however, a key distinction is the HF theory is
an approximation whereas Kohn–Sham DFT is an exact method on the condition
that the exact form of Exc is known and the electron density can be expressed using
a single electronic configuration. However, in reality Exc must be approximated.

2.12.3 Exchange–Correlation Functionals

Within DFT, there are a plethora of approximations for Exc, termed ‘exchange–
correlation functionals’ (xc-functionals) and the difference between DFT methods
is the choice of which xc-functional is utilised. While in wavefunctional methods the
quality of the approximations could be characterised via an ordering parameter e.g.
the level of excitations included, in contrast when considering exchange–correlation
functionals there is no obvious ordering parameter as these are largely empirical.
In DFT, the hierarchy of xc-functionals was suggested by Perdew, which he termed
‘Jacob’s Ladder of Chemical Accuracy’, shown in Figure 2.10. [83] In this formalism,
progressing up each ‘rung’ of the ladder would include more information about
the behaviour of the density and as such the functionals have the potential to be
more accurate. It is worth noting that each step up the ladder results in a greater
computational expense.
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Figure 2.10: Schematic of ‘Jacob’s Ladder of Chemical Accuracy’ rep-
resenting different types of exchange-correlation functional. Drawn with
inspiration from [83]

2.12.3.1 The Local Density Approximations

The lowest ‘rung’ of Jacob’s Ladder is known as the Local Density Approximation
(LDA), which is solely dependent on the electron density (ρ) at a given point (r).
[84, 85] In this model, the exchange–correlation energy is equal to that of a uniform
gas at a given point in space and can be expressed as:

ELDA
xc [ρ(r)] =

∫
ρ(r)εxc[ρ(r)] dr (2.66)

Where εxc is the exchange–correlation energy density.
As LDA functionals are only dependent on the electron density, they predict

the electron density to be more homogenous than reality. These functionals also
result in overbinding in molecules, typically by 30 kcalmol−1, [86] as a result of their
overestimation of the correlation and underestimation of the exchange energy by
∼ 10%. [84, 85]
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2.12.3.2 Generalised-Gradient Approximation and meta-GGA xc-
Functionals

The main shortcoming of LDA is the homogenous nature of the electron density,
in chemical systems the electron density is inhomogeneous. Therefore, a systematic
improvement to the description of the electron density is to make it dependent on the
extent to which the density is locally changing. The second ‘rung’ of Jacob’s Ladder
corresponds to ‘Generalised-Gradient Approximation’ in which Exc is dependent on
the electron density (ρ(r)) and the gradient of the electron density (∇ρ(r)) and have
the general form:

EGGA
xc [ρ(r)] =

∫
ρ(r)εxc[ρ(r),∇ρ(r)] dr (2.67)

There are a multitude of GGA xc-functionals, each with different parameters to
calculate Exc, however, these parameters are found by two different methods: semi-
empirically - using experimental data or non-empirically. Examples of semi-empirical
and non-empirical GGA’s are BLYP [87, 88] and PBE [89, 90], respectively.

GGA xc-functionals perform reasonably well for geometries of chemical struc-
tures but are poor for other properties such as excitation energies. [86]

The next progression are known as ‘meta-Generalised-Gradient Approximation’,
which offer two different forms of improvement to GGAs. The first of which is to
utilise the Laplacian (or second-derivative) of the electron density and have the form:

Emeta-GGA
xc [ρ(r)] =

∫
ρ(r)εxc[ρ(r),∇ρ(r),∇2ρ(r)] dr (2.68)

The second form is to include dependence on the kinetic-energy density (τ(r))
to the exchange–correlation potential in a GGA:

τ(r) =

occupied∑
i

1

2
|∇φi(r)|2 (2.69)

Where φi represent the Kohn-Sham orbitals in the system.
A popular example of a meta-GGA xc-functional is TPSS, developed by Tao,

Perdew, Staroverov and Scuseria. [91]

2.12.3.3 Hybrid xc-functionals

The above xc-functionals primarily depend on the electron density and its deriva-
tives, these are denoted ‘semi-local’ or ‘pure’ functionals, the next progression would
include of proportion of HF exchange, these are known as Hybrid xc-functionals.
The amount of HF exchange included varies between xc-functionals and is constant
within. Hybrid xc-functionals are expressed as the sum of the HF exchange func-
tional (EHF

x ), which is the HF exchange calculated using Kohn-Sham orbitals, and
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any number of DFT xc-functionals described above:

Exc = αEHF
x + (1− α)EDFT

xc (2.70)

Where α is the coefficient which represents the amount of EHF
x present and takes

values between 0 and 1.
The first hybrid xc-functional was suggested by Becke [92], who included 50%

EHF
x in his xc-functional on the basis of developing a functional which was based on

the adiabatic correction formalism. [6]
Popular hybrid xc-functionals in the literature are the semi-empirical B3LYP

[88, 92–95] and the non-empirical PBE0 [89, 90, 96] functionals which are defined
in Equations 2.71 and 2.72, respectively.

EB3LYP
xc = 0.8ELDA

x + 0.72EB88X
x + 0.2EHF

x + 0.19EVWN
c + ELYP

c (2.71)

EPBE0
xc = 0.25EHF

x + 0.75EPBE
x + EPBE

c (2.72)

B3LYP comprises of exchange functionals (Ex) from: LDA (ELDA
x ), Becke88 GGA

(EB88X
x ) [87, 97], with 20% EHF

x and correlation functionals (Ec) from: Vosko-Wilk-
Nusair LDA (EVWN

c ) [98] and the Lee, Yang, Parr GGA (ELYP
c ). [88] The PBE0

functional mixes EHF
x with the exchange functional of the Perdew-Burke-Ernzerhof

GGA (EPBE
x ) in a 1:3 ratio along with the full Perdew-Burke-Ernzerhof GGA cor-

relation (EPBE
c ).

Hybrid functionals improve several molecular properties over ‘pure’ xc-
functionals, such as atomisation energies and excitation energies. [99]

2.12.3.4 Double Hybrids

The final ‘rung’ on Jacob’s Ladder shown in Figure 2.10 includes virtual Kohn-
Sham orbitals to better approximate Exc and are known as ‘double hybrids’. As with
hybrid xc-functionals, double hybrid xc-functionals include a proportion of EHF

x and
perturbative second-order correlation part (PT2) that is obtained from the Kohn-
Sham (GGA) orbitals and eigenvalues. Exc for a general double hybrid xc-functional
can be expressed as:

Exc = (1− αx)EDFT
x + αxE

HF
x + (1− αc)EDFT

c + αcE
PT2
c (2.73)

These xc-functionals are the most computationally expensive xc-functionals. An
example of such xc-functional is Grimme’s B2-PLYP [100] xc-functional.
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2.12.3.5 Range-Separated Hybrids

In contrast to hybrid xc-functionals, which has a constant amount of EHF
x in-

cluded, ‘range-separated hybrid’ xc-functionals use the interelectron distance (r12) to
define the HF contribution to exchange. In range-separated hybrid xc-functionals,
the amount of EHF

x can be partitioned into short and long-range components. This
is achieved by splitting the Coulomb operator using the standard error function, erf
as in Equation 2.74, with short-range interactions on the left and long-range the
right, with the range of the separation indicated by ω.

1

r
=

1− erf(ωr)

r
+
erf(ωr)

r
(2.74)

For a particular ω value, both the HF and DFT exchange energies can be sepa-
rated into short-(SR), long-(LR) and full-range (FR) components and mixing these
components gives rise to a generalised expression for a range-separated hybrid xc-
functional:

Exc = αESR-HF
x (ω) + (1− α)ESR-DFT

x + βELR-HF
x (ω) + (1− β)ELR-DFT

x

+γEFR-HF
x (ω) + (1− γ)EFR-DFT

x + EDFT
c

(2.75)

The value of coefficients: α, β and γ can change the application of the range-
separated hybrid xc-functional. The Heyd, Scuseria and Ernzerhof functional (HSE),
[101] removes ELR-HF

x by setting β = 0, this reduces computational expense and has
been shown to be effective in solid-state studies. [102]

In contrast to the HSE functional, the LC-ωPBE [103] and ωB97XF [104] func-
tionals set β = 0. Functionals of this property result in the long-range HF exchange
serving an an asymptotic correction to the exchange potential.

In the two scenario’s above α + β = 1, removing this constraint could result in
better thermochemical accuracy as thermochemical performance of a functional can
be influenced by the long-range correction. [105] CAM-B3LYP [106] is an example
of xc-functional which removes the asymptotic behaviour of having α + β = 1.

2.12.4 Excited States

Thus far only methods which provide a good description of the ground state
(Ψ0) have been discussed. Excited states of molecular systems are of particular
importance for applications such as luminescent metal complexes, bioimaging, and
dye-sensitised solar cells. [107] In this section, methods which allow excited state
structure and characterisation to be generated are discussed.

A direct but complex approach to generating excited state structures is to solve
the time-dependent Schrödinger equation for the many-electron wavefunction (Ψ(t)):
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Ĥ(t)Ψ(t) = i∂Ψ(t)
∂t

, Ĥ(t) = T̂ + V̂ee + V̂ext(t) (2.76)

The time-dependent Hamiltonian consists of the kinetic energy (T̂), electron-electron
repulsion energy (V̂ee) and an ‘external potential’ (V̂ext), which is the potential the
electrons experience due to the nuclear attraction and from any external applied
field i.e. a shining laser, these have the general form:

T̂ = −1

2

N∑
i=1

∇2
i V̂ee =

1

2

N∑
i 6=j

1

|ri − rj|
V̂ext(t) =

N∑
i=1

νext(ri, t) (2.77)

It is worth noting that V̂ext can be expressed in any form, depending on the external
applied force.

As has been discussed throughout this chapter, solving the many-body
Schrödinger equation is no simple task. Therefore, DFT can be utilised again, for
excited state calculations, of which the most commonly used method is the linear
response formulation of time-dependent density functional theory (TD-DFT). [108]

2.12.4.1 TD-DFT

Time-dependent density functional theory (TD-DFT) is comprised from two
foundations: the Runge–Gross theorem [109, 110] and the time-dependent Kohn-
Sham equation. [110] The Runge–Gross Theorem is an extension of the first
Hohenburg–Kohn theorem (Section 2.12.1) to time-dependent system and states
that given a fixed initial state (Ψ0), the density of a system (ρ(r, t)) is directly re-
lated to the external potential (νext(r, t)). Equation 2.78 defines the time-dependent
density (ρ(r, t)) as a probability function:

ρ(r, t) = N

∫
|Ψ(x1,x2 · · ·xn|2 dσ, dx2 · · · dxn (2.78)

From the Runge–Gross theorem, if ρ(r, t) is known for a particular state, then
the νext(r, t) for this state can be identified, i.e. we can derive the external potential
which resulted in the density. The Hamiltonian for the time-dependent Schrödinger
equation is defined in Equation 2.76 and this is solely dependent on νext(r, t) as the
other two components are determined by electrons, where N is the number of elec-
trons (Equation 2.78). This means that the time-dependent Schrödinger equation
can then be solved for this initial state.

The theorem states, [109] that two different densities, ρ(r, t) and ρ′(r, t), gener-
ated by the potentials νext(r, t) and ν ′ext(r, t) from the same initial state Ψ0 always
differ given that the potentials differ by more than a purely time-dependent function:

νext(r, t) 6= ν ′ext(r, t) + c(t) (2.79)
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The proof of this theorem comes in two parts, firstly, showing one-to-one map-
ping between the external potential and the current density and secondly, one-to-one
mapping between the current and electron densities. The proofs are explained ex-
tensively in references [109–111]

As was seen in the ground state, a Kohn-Sham system can be utilised in the time-
dependent form. A time-dependent potential obtained using the above theorem can
be compared with a Kohn-Sham fictitious system of non-interacting fermions with
the same time-dependent density; the one-to-one mapping of the potentials and
the densities described above means that the potential for the Kohn-Sham system
(νKS[ρ](r, t)) results in the same density as the interacting system. [110]

The Kohn-Sham equations can be written in a time-dependent form, with the
time-dependent density expressed as:

ρ(r, t) =
N∑
j=1

|φj(r, t)|2 (2.80)

The orbitals φj(r, t) satisfy the time-dependent Kohn-Sham equation:

i
∂φj(r, t)

∂t
= [−∇

2

2
+ νKS[ρ](r, t)] φj(r, t) (2.81)

νKS[ρ](r, t) can expressed in terms of the time-dependent Hartree potential (νH(r, t))
and an exchange–correlation kernel (fxc(r, t)), which is a second derivative of Exc

with respect to ρ.

νKS = νext(r, t) + νH(r, t) + fxc(r, t) (2.82)

Where:

νH[ρ](r, t) =

∫
ρ(r′, t′)

|r− r′| dr
′ (2.83)

As fxc(r, t) is analogous to Vxc(r) (Equation 2.63), the standard ground-state
xc-functionals described in Section 2.12.3 can be utilised in TDDFT.

Unfortunately, the cost of calculating the full time-dependent Kohn-Sham equa-
tions can be very expensive for anything other than small systems. Instead, Linear
response can be used which is reached via perturbation theory. [112] For a full
derivation of linear response DFT, the reader is directed to [111]. The final result
is the frequency-dependent Kohn-Sham response function, expressed as a sum over
all states:

χs(r, r
′, ω) =

∑
j,k

(fk − fi
φj(r)φ

∗
k(r)φ

∗
j(r
′)φk(r′)

ω − (εj − εk) + iη
) (2.84)

fk is the occupation number of the ground state Kohn-Sham orbital φk(r) with
orbital energy εk. [112]

52



2. Methodology

This equation can be transformed into a matrix representation, as was showed
by Casida. [111, 113] The excitation energies (ω) are obtained as solutions of the
generalised eigenvalue problem: [105, 113]∣∣∣∣∣ A B

B∗ A∗

∣∣∣∣∣
(
X

Y

)
= ω

∣∣∣∣∣1 0

0 −1

∣∣∣∣∣
(
X

Y

)
(2.85)

The X,Y vector represents the orbital transformation, (A) and B are Hessian matri-
ces; matrix B couples the positive and negative eigenvalue solutions, which represent
the excitation and de-excitation energies.

TD-DFT is a formally exact method however, errors are introduced by using
approximate xc-functionals and hence this leads to problems in the description of:
Rydberg excited states, large π-systems or charge transfer excited states. [114,
115] The self-interaction error which is present in the orbital energies can be held
responsible for the error in the charge transfer excited states, [116] this error leads
to an underestimation of the gap between the HOMO and the LUMO. Charge
transfer excitations also show incorrect asymptotic behaviour in conventional TD-
DFT calculations; this problem stems from the fact that the orbital energy of particle
orbitals contains the coulomb repulsion between the accepting and donating orbitals,
this interaction is not present in the charge transfer states and can only be correctly
‘cancelled’ if exact exchange is present. [116]

TD-DFT provides accurate results to valence excitations, within a few tenths of
an eV. When calculating Rydberg excitations however these are significantly under-
estimated, the reasons for this when using conventional functionals were discussed
previously. When calculating excitations with charge transfer, double excitations,
Rydberg, ionic or multiplet characteristics in the excited states TD-DFT has a ten-
dency to give larger errors and hence is problematic when considering electronic
spectroscopy. [117]

TD-DFT has some problems, which can be problematic when modelling photo-
chemical reactions. The main examples of these are; the underestimation of ion-
ization thresholds and the underestimation of charge transfer excitations. [118] A
further major problem with TD-DFT is that of imaginary excitations which occur
in situations where the singlet ground state is higher in energy than e.g. a triplet
state, this is referred to as the triplet instability. [119–121]

2.12.4.2 Tamm–Dancoff Approximation

If the coupling between the positive and negative eigenvalue solutions is small,
then matrix B in Equation 2.85 can be set to zero. Setting matrix B to zero
simplifies the matrix equation shown in Equation 2.85 to Equation 2.86; which was
first implemented by Hirata and Head-Gordon in 1999 [122] to give Tamm-Dancoff
approximation (TDA) to TD-DFT excited states. They found that the excitation
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energies were generally close to those of TD-DFT and in some cases specifically
when there was a triplet instability problem with TD-DFT TDA performed better.
Hence they concluded that TDA was a useful alternative to TD-DFT.

AX = ωX (2.86)

Equation 2.86 ensures all excitation energies are real and hence this overcomes
the negative excitation problem sometimes seen in TD-DFT calculations.

Peach et al. [123] found that the application of TDA improves the triplet insta-
bility problem and recovers the correct state ordering in molecules where it is known
to be a problem. They also found that it effects the corresponding singlet states,
especially with naphthalene, which is challenging with TD-DFT, again restoring the
correct state ordering.

2.13 Relativistic Effects

2.13.1 Effects in Atoms

Relativistic effect occur in atoms where the velocity of the innermost electrons
reaches a significant proportion of the speed of light (c). In atomic units, the radial
velocity scales linearly with the nuclear charge [3] and as such when modelling atoms
with Z>40 relativistic effects need to be taken into account.

The yellow colouring in gold arises from the relativistic motion of the innermost
electrons. [124, 125] Gold is a classic example of the shortcomings of non-relativistic
calculations and the need to use relativistic effects when modelling heavy elements.
[126] Non-relativistic calculations predict the excitation energies of transitions be-
tween 5d→6s orbitals to be in the UV region, which would not account for the yellow
colour. In contrast, accounting for the relativistic effects decreases the excitation
energy to the middle of the visible region.

Relativistic effects can be split into two different components. The first com-
ponent is known as scalar effects, which are caused by the high velocities of the
innermost electrons as discussed above. A consequence of these higher velocities
result in the mass of the fast-moving electrons to increase.

me =
mo√
1− v2

c2

(2.87)

mo represents the rest mass of the electron, v is its radial velocity and c is the speed
of light. The increase in v results in a contraction of the inner orbitals causing an
increased stabilisation of the s and p orbitals. As a consequence of this contraction
the d and f orbitals become extended and destabilised due to the increased screening
effect between the nucleus and these orbitals.

The second component is known as spin-orbit coupling (SOC) effects; which is
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the relativistic interaction of a particle’s spin with its orbital motion inside a poten-
tial. A classic example within the chemical world occurs when the electromagnetic
interaction between an electron’s magnetic dipole, its motion within an orbital and
the electrostatic field of the nucleus results in shifts of an electron’s atomic energy
levels. [127] SOC splits the orbital energy levels into pairs according to the following
rule:

j = l + s (2.88)

j is the total angular momentum, l is the orbital angular momentum quantum
number and s is the spin quantum number. Consider a 3p orbital (l = 1), j can
take values of 3

2
(s = +1

2
) or 1

2
(s = −1

2
). When spin-orbit coupling is weak, Russell–

Saunders or L-S coupling [128] can be applied. In L-S coupling, j is calculated as
the sum of the resultant orbital angular momentum (L = l1 + l2 + · · · ) i.e. the
sum of the orbital angular momenta of the individual electrons (l) and the sum of
the total spin angular momentum (S = s1 + s2 + · · · ). In contrast, when spin-
orbit coupling is strong, j is calculated on an individual electron basis and the total
angular momentum is the sum of the individual j values (J = j1 + j2 + · · · ).

2.13.2 Relativistic Hamiltonian

The previous section highlighted when relativistic effects need to be considered.
In quantum chemical calculations, the Hamiltonian can be modified to include ei-
ther/both scalar relativistic and spin-orbit coupling terms. Dirac proposed a time-
independent Schrödinger equation (Equation 2.89), for a free electron. [129]

[cα · P̂ + c2β + V ]Ψ = EΨ (2.89)

The expression within the [ ] represents the Dirac Hamiltonian (ĤD), P̂ is the mo-
mentum operator, V is a potential and c is the speed of light. α and β are 4×4
matrices, in which α is expressed in terms of three Pauli 2×2 matrices (σx,y,z) and
β in terms of a 2×2 matrix I, which are shown in Equation 2.90

αx,y,z =

∣∣∣∣∣ 0 σx,y,z

σx,y,z 0

∣∣∣∣∣ β =

∣∣∣∣∣I 0

0 I

∣∣∣∣∣
σx =

∣∣∣∣∣0 1

1 0

∣∣∣∣∣ σy =

∣∣∣∣∣0 −i
i 0

∣∣∣∣∣ σz =

∣∣∣∣∣1 0

0 −1

∣∣∣∣∣ I =

∣∣∣∣∣1 0

0 1

∣∣∣∣∣
(2.90)

The wavefunction described in Equation 2.89 is known as a spinor function and
has four components; it describes an electron-positron pair and the spin pairs of each.
This four-component wavefunction results in the Dirac equation being significantly
more computationally expensive than the non-relativistic Schrödinger equation. It
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is also not useful for molecular calculations and as it only describes one electron-
positron pair.

In order to simulate a multi-electron system, a generalisation of the Dirac equa-
tion to a many-particle system can be made, such as the Dirac-Coulomb-Breit (DCB)
Hamiltonian. [130, 131] DCB accounts for both scalar and spin-orbit relativistic ef-
fects.

ĤDCB =
∑
i

ĥi +
∑
i<j

ĥij (2.91)

The Dirac Hamiltonian is represented by ĥi and ĥij is the two-particle term:

ĥij =
1

rij
+

1

2rij
[αi ·αj +

(αi · rij)(αj · rij)
r2
ij

] (2.92)

While applying the DCB Hamiltonian to a four-component wavefunction is still
more computationally expensive than the non-relativistic Schrödinger equation, it
is still the most accurate way of including relativistic effects in quantum chemical
calculations.

Another method of including relativistic effects in a system is the zeroth-order
regular approximation (ZORA). [132–136] This method decouples the two relativis-
tic components which allows the spin-orbit coupling effects to be neglected, this is
achieved with a perturbation expansion of the Dirac equation. [137]

Ĥ
ZORA

scalar + Ĥ
ZORA

spin−orbit = V + σ · P̂ c2

2c2 − V σ · P̂ (2.93)

P̂ is the momentum operator, V is a potential and σ is the Pauli spin matrices
defined in Equation 2.90.

The final computation method for inclusion of relativistic effects is the elimi-
nation of the positronic states present in the Dirac Hamiltonian. As mentioned
previously, the Dirac Hamiltonian has four components; two large components from
the electrons and two small components from the positrons. These small compo-
nents are more computationally expensive compared to the large components and
also contribute the least to the electron-electron interactions. These interactions can
be eliminated via unitary transformation of the Dirac Hamiltonian which results in
the Douglas-Kroll-Hess (DKH) Hamiltonian, [138–140] which decouples the descrip-
tion of the electrons and positronic negative states from each other. This decoupling
results in an infinite series of operators (Equation 2.94), with ε̂k representing the
expansion terms.

ĤDKH∞ =
∞∑
k=0

ε̂k (2.94)

This method can utilise many different orders, with each progressive order ob-
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taining more accuracy but increasing in computational expense. Typically calcula-
tions are run at the second order, k = 2 (DKH2) which provides a balance between
accuracy and computational expense. [139, 141, 142]

2.13.3 Relativistic Pseudopotentials

Effective core potentials (ECP) or Pseudopotentials were discussed in Sec-
tion 2.8.4.3. These are used to decrease computational expense in heavy elements
by replacing the core electrons with a potential field whilst still allowing valence
electrons to be treated explicitly. As noted previously, it is the core electrons which
are more likely to experience relativistic effects and hence using a pseudopotential
to model such effects on the core electrons presents a useful way to reduce compu-
tational expense while treating relativistic effects implicitly with a non-relativistic
Hamiltonian. [32, 143–145]

A relativistic pseudopotential is generated by using a relativistic Hamiltonian
on an all-electron wavefunction. F-block pseudopotentials have two main designs:
one where the f-electrons are treated explicitly or one where they are treated as
part of the core. The latter simplifies the calculation and reduces computational
expensive but it also reduces the accuracy. [30, 32, 145–149] It is thought that
relativistic pseudopotentials are more accurate than most common scalar relativis-
tic methods described above and hence makes them a useful tool when modelling
actinide systems. [150]

2.14 The Quantum Theory of Atoms in Molecules

Previous sections have discussed methods in which to solve the Schrödinger equa-
tion. Thus far only the energy given by the wavefunction has been considered, how-
ever there are other properties which can be of interest, these can also be derived
from the wavefunction. For a given wavefunction of a system, is there a way of de-
termining how to define an atom, the electron population associated with said atom,
or if two atoms are bonded? This can be achieved by dividing the total molecular
volume into sections, each with a single nucleus. Such sections are termed atomic
basins (Ω) and the number of electrons present in these basins can be calculated by
integrating the electron density. There are several different ways of partitioning the
molecular volume but in this thesis Bader’s Quantum Theory of Atoms in Molecules
(QTAIM) has been utilised. [151]

In the QTAIM method, the atomic basins are determined based on a topological
analysis of the electron density. Each basin is defined by a surface which satisfies
the zero-flux condition:

∇ρ(r) · n(r) = 0 (2.95)
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ρ(r) is the electron density and n(r) is a unit vector normal to the surface at the
point r. [152]

Critical points (CPs) can be found by taking the first derivative of the electron
density and where this is zero, a critical point is defined.

∇ρ = i
dρ

dx
+ j

dρ

dy
+ k

dρ

dz
= 0 (2.96)

The zero vector (0) indicates that each individual derivative in the gradient
operator (∇) is zero. There are four types of critical point: nuclear, bond, ring and
cage; each of these can be defined by determining the nature of the stationary point,
i.e. taking the second derivative.

Determining the nature of the stationary points results in nine second derivatives
of ρ(r). When evaluating these at the CP at rc they can be arranged in a Hessian
matrix A(rc): [151, 153]

A(rc) =



∂2ρ
∂x2

∂2ρ
∂x∂y

∂2ρ
∂x∂z

∂2ρ
∂y∂x

∂2ρ
∂y2

∂2ρ
∂y∂z

∂2ρ
∂z∂x

∂2ρ
∂z∂y

∂2ρ
∂z2


r=rc

(2.97)

The Hessian matrix is real and symmetric and thus can be diagonalised. This is
done by rotating the coordinate system r(x, y, z)→ r(x′, y′, z′) where the latter are
the principle curvature axes of the CP. The diagonalised Hessian (Λ) has the form:
[151, 153]

Λ =


∂2ρ
∂x′2 0 0

0 ∂2ρ
∂y′2 0

0 0 ∂2ρ
∂z′2


r′=rc

=


λ1 0 0

0 λ2 0

0 0 λ3

 (2.98)

λ1, λ2 and λ3 are the curvatures of the density with respect to the three principle
axes and can be positive or negative. The sum of the signs of these three values, gives
the signature (σ) of the critical point (given in Table 2.2) and hence distinguishes
between them. For example, if λ1 = +, λ2 = − and λ3 = − then σ = (+) + (−) +

(−) = −1 which corresponds to a bond critical point (BCP).
CPs are expressed in the form (ω, σ), the ω is known as the rank and is defined

as the number of non-zero curvatures of ρ at the critical point. The rank of a CP is
nearly always 3, as CP’s with ω < 3 are mathematically unstable and are generally
not found in equilibrium charge distributions. [153] The characterisation of these
critical points, in terms of rank and signature are show in Table 2.2.

As each basin contains a single nucleus, there is only one NCP, at the position
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Table 2.2: Bond angles in minima complexes

Critical Point Nature (ω, σ) Character

Nuclear (NCP) (3, -3) Local Maximum
Bond (BCP) (3, -1) 1st order saddle point
Ring (RCP) (3, +1) 2nd order saddle point
Cage (CCP) (3, +3) Local Minimum

of the nucleus, per basin. The BCP’s are utilised in quantifying bond character,
which occur when there are two negative curvatures and ρ is a maximum in the
plane (which defines the interactomic surface) but a minimum along the final axis,
which is perpendicular to the plane. Bond paths are defined as the lines of minimum
density which join the BCPs to the NCPs. A molecular graph can be constructed
from these bond paths, BCPs and NCPs. [154, 155] RCPs are found in the interior
of a chemically bonded ring molecule, such as benzene, while a CCP occur in the
enclosed space of several connected rings e.g. in the centre of a cubane molecule.
Figure 2.11 shows the different types of CPs found in the cubane molecule. [153]

Bond Path (BP)

Bond Critical 
Point (BCP)

Ring Critical 
Point (RCP)

Nuclear 
Critical Points 

(NCP)

Cage Critical 
Point (RCP)

Figure 2.11: Cubane molecule with all the CPs labelled. The bond criti-
cial points are shown in red, nucleur critical point are grey (carbon) and
white (hydrogen), the bond paths are the lines which link the NCPs and
BCP. The ring critical points are located in the centre of each square
face (blue) and the cage critical point is the green dot in the centre of
the cube.

The total number (and type) of CPs in a molecule is given by the Poincaré-Hopf
relationship:[151]

nNCP − nBCP + nRCP − nCCP = 1 (2.99)

n is the number of the specific CPs present. This equation provides a good check
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to ensure all CPs have been accounted for.

2.14.1 Topological Properties of the Electron Density

In order to characterise the bonding within a molecule, three topological proper-
ties, at the BCPs, are generally used. The magnitude of the electron density at the
BCP (ρBCP ) has been used to categorise the covalent character of a chemical bond
i.e. its bond order (BO). [153]

BO = exp[A(ρBCP −B)] (2.100)

A and B are constants which depend on the nature of the bond. Typically cova-
lent bonding interactions have a ρBCP > 0.2 a.u. while a closed-shell interaction
(hydrogen-bonding, Van der Waals and ionic) have ρBCP < 0.1 a.u.

The Laplacian/second derivative of the BCP (∇2ρBCP ) indicates regions where
the electron density is depleted or increased. [3] ∇2ρBCP is the sum of the three
curvatures of the density at the critical point (Equations 2.97 and 2.98), two of the
curvatures (λ1 and λ2) are perpendicular to the bond and the third (λ3) lies along the
bond path. The two curvatures perpendicular to the bond are negative and indicate
the extent the density is concentrated along the bond path. λ3 measures the extent
of the depletion of electron density in the region of the interatomic surface and has
a positive value. The ∇2ρBCP is negative in covalent bonds due to the negative
curvatures being more dominant than the positive curvature. The reverse is true
for closed-shell interactions. However, not all systems fit into these two ideals, in
strongly polar bonds (C-F/O/N) the Laplacian can be either positive or negative.

The final property is the energy density at the BCP (HBCP ) which gives the
total electronic energy when integrated over all space. HBCP is negative for covalent
interactions with the magnitude reflecting the degree of electron sharing. [156]
Typically, for ionic interactions the HBCP is positive.

2.14.2 Integrated Properties of the Electron Density

Molecular properties such as; atomic electron population, atomic charge, locali-
sation and delocalisation can be calculated by integrating the electron density over
all atomic basins. Each specific property is dependent on an operator (Ô) and
as such the expectation value of an operator averaged over the molecular volume
(〈Ô〉mol) can be expressed as the sum of the expectation values of this operator (Ô)
averaged over all atomic basins. [151, 153, 157]

〈Ô〉mol =
N∑
i

(
N

∫
Ωi

{∫
1

2
[Ψ∗ÔΨ + (ÔΨ)∗Ψ] dτ ′

}
dr

)
(2.101)
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〈Ô〉mol =
N∑
i

∫
Ωi

ρO dr =
N∑
i

O(Ωi) (2.102)

N is the number of atomic basins in the system, O(Ωi) is the average operator (Ô)
over a basin (Ωi).

The atomic population, N(Ω) has the simplest form out of the integrated prop-
erties. This is calculated by integrating the electron density over a single basin and
the operator is set to 1̂. [151, 153, 157]

N(A) =

∫
ΩA

ρ(r) dr (2.103)

N(A) is the atomic population in basin A. From the atomic population, the atomic
charge can be obtained by subtracting N(A) from the nuclear charge (ZA).

q(A) = ZA −N(A) (2.104)

The delocalisation index, δ, is a measure of the amount of electron sharing be-
tween two basins and is calculated by the magnitude of the exchange of electrons
between the two basins. [151, 153] The delocalisation index between basins A and
B is defined as:

δ(A,B) = 2|Fα(A,B)|+ 2|F β(A,B)| (2.105)

F σ is the Fermi correlation (where σ depicts the spin). Assuming the orbital ap-
proximation:

F σ(A,B) = −
∑
i

∑
j

∫
A

dr1

∫
B

dr2{φ∗i (r1)φj(r1)φ∗j(r2)φi(r2)} (2.106)

Which can be simplified to

F σ(A,B) = −
∑
i

∑
j

Sij(A) Sji(B) (2.107)

Sij(A) is the overlap integral of spin orbitals φi and φj over atomic basin A, the
delocalisation index can therefore be expressed in terms of overlap integrals. [158]

δ(A,B) =
∑
ij

Sij(A) Sij(B) (2.108)

The localisation index, λ, can be defined as the number of electrons localised
within an atomic basin; this can be calculated using Equation 2.105 but for a single
atomic basin. Hence, the localisation of basin A can be expressed in terms of overlap.
[158]
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λ(A) =
∑
ij

S2
ij(A) (2.109)

The atomic electron population can also be defined in terms of the localisation
and delocalisation indices.

N(A) = λ(A) +
1

2

∑
B 6=A

δ(A,B) (2.110)
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Chapter 3

Investigation of uranyl covalency via
symmetry-preserving excited state
structures

In this chapter, the covalency of free uranyl is investigated via the exploration
of excitations which maintain symmetry of the electronic wavefunction at both the
ground and electronically excited state geometries. The excitations investigated in-
volved excitation from bonding to antibonding MOs of the same irreducible repre-
sentation, resulting in relatively simple excited state electronic structures. In order
to probe the covalency at both the ground and excited state electronic structures and
equilibrium geometries; QTAIM analysis was utilised, for the first time to probe the
excited state electronic structure of an f-element complex. The three lowest energy
excitations (πu→π∗u, σu→σ∗u and πg→π∗g) exhibit qualitatively similar behaviours, the
highest energy σg→σ∗g excitation was often an outlier. Comparing the ground and
excited state equilibrium geometries resulted in similar trends in the QTAIM metrics
and on compiling the data the relative size and dependence of Λ can be predicted. For
MOs with U 5f character (πu and σu) it was found that Λ is depended on the metal-
ligand Hamiltonian matrix element HML, while for MOs with U 6d character (πg and
σg) Λ becomes increasingly dependent on the difference in fragment orbital energy
levels (∆EML). At the excited state equilibrium geometries a relationship between ex-
citation energy and bond elongation was established which further enhanced the large
magnitude of Λ and its dependence on HML for the MOs with U 5f character and
the large bond elongation in the πg→π∗g state could be understood by the enhanced
charge transfer character in the excitation. The latter highlighting the importance
of considering the excited state equilibrium geometries for such an investigation.
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3.1 Introduction

While covalency is well-established for the majority of the periodic table, un-
derstanding bonding interactions for actinide complexes is a continuously evolving
area of research. Rationalising covalency in actinide complexes remains a challeng-
ing experimental and computational problem and deeper understanding is of great
importance. [1–3] From a fundamental perspective, understanding the bonding in-
teractions within actinide complexes aids in the assessment of the viability of novel
synthetic complexes, [4, 5] while in a practical application, variation in the bonding
character is of particular importance for spent fuel reprocessing in the nuclear power
industry. Indeed, selective complexation exploits the variation in the bonding char-
acter of complexes and is used in the chemically separation of the chemical similar
trivalent actinides and lanthanides. [6, 7]

Covalency, as defined by Heitler and London, [8] is fundamental to our under-
standing of chemical bonding. In transition metals, metal-ligand orbital mixing
and overlap as mechanisms for covalent character is well established; however, the
prevalence of covalent bonding in actinides is heavily debated. [9–11] Therefore,
understanding the role of the 5f and 6d orbitals in covalent bonding of actinides re-
mains an important goal in fundamental actinide chemistry. [12, 13] However, while
the concept of covalency is well-established, there is no formal physical definition.
At the theoretical ionic limit there is no mixing among the valence orbitals, devi-
ations from this idealised picture can be considered through perturbation theory.
The mixing between a metal (φM) and ligand (φL) orbital, with energies EM and
EL, in a molecular orbital ϕ can be expressed as:

ϕ(r) = φM(r) + ΛφL(r) (3.1)

where the mixing coefficient Λ is given to first order by: [14]

Λ =
HML

∆EML
(3.2)

Here HML is the Hamiltonian matrix element between the two orbitals and is ap-
proximately proportional to the overlap (SML).[14] Since SML is correlated to the
bond length, it follows that the same is true for HML.

In uranyl, HML is taken to be a measure of the strength of interactions between
the uranium 5f/6d and oxygen 2p orbitals, whereas, ∆EML is the energy difference
between the metal and ligand orbitals. The mixing coefficient (Λ) is a measure of the
covalent character of the bond. Values of Λ are, in general, non-zero and maximum
covalency is achieved when Λ = 1, e.g. in a homonuclear diatomic at its equilibrium
geometry.

Equation 3.2 indicates that covalency can be driven by two factors: [15]

• Large values of HML, corresponding to overlap-driven covalency
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• Small values of ∆EML, corresponding to (energy) degeneracy-driven covalency

The inherent properties of actinides makes characterising the bonding interac-
tions and therefore the origins of covalency, challenging for both experimentalists
and theorists. Actinide complexes exhibit strong relativistic effects, weak crystal
fields and strongly correlated valence electronic structures. [16, 17] These strongly-
correlated systems result in ambiguous orbital-based descriptions of the electronic
structure and as such, analysis using orbital-based methods should be contextualised
with other approaches. [18–23] Analytical methods based on the experimentally ob-
servable electron density provide a robust and unambiguous alternative. Through-
out this chapter and thesis, the Quantum Theory of Atoms in Molecules (QTAIM),
developed by Bader, [24] will be utilised. QTAIM divides a molecule up into a
contiguous set of space-filling atomic basins. This method provides insight into the
bonding interactions via both topological and integrated properties of the electron
density, which can be used to build up a picture of the covalency in a molecule. A
detailed overview of this analysis can be found in this recent article. [15]

QTAIM has been successfully used to characterise the bonding interactions in
many f-element complexes. [21, 23, 25–34] One of the earliest applications of QTAIM
analysis in f-element chemistry was conducted by Kaltsoyannis and co-workers. [25,
26] In these contributions, the covalency in AnCp4 and AnCp3 complexes (An=Th-
Cm) were studied. The densities were generated using density functional theory
(DFT) and the covalency was assigned using the magnitude of the topological
QTAIM metric, ρBCP. This metric indicated that in these organometallic complexes,
the interaction between the actinide and coordinating carbon was mainly ionic in
character and this ionic character increased with atomic number. This trend was
also established by Kerridge [32] in studies of AnCOT2 complexes (COT=η5-C8H8)
where, in contrast to the previous contributions, the complete-active-space self-
consistent-field (CASSCF) method was utilised to generate the simulated density.
Kerridge also investigated the degree of electron sharing between the actinide and
coordinating carbon species via the delocalisation index (δ), an integrated QTAIM
metric, and found that both integrated and topological metrics gave the same broad
trend.

Of more direct relevance to this chapter, QTAIM has also been utilised to study
the covalency of uranyl and its complexes. Vallet et al. [23] found that free uranyl
(UO2

2+) has strongly covalent interactions between the uranium and oxygen given by
the large ρBCP and δ metrics. They also concluded that there is a significant decrease
in the magnitude of these metrics (ρBCP and δ) after ligation to the equatorial plane,
indicating a decrease in covalency. Comparable bonding characteristics were also
established by DiPietro and Kerridge [4] using similar techniques.

In this chapter, the covalency in uranyl is investigated via the exploration of
excitations which maintain symmetry of the electronic wavefunction, considering
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both ground and electronically excited state geometries. These excitations were
chosen specifically to ensure that linearity of the uranyl unit is maintained since
excitations are largely characterised as being from bonding to anti-bonding MOs of
the same irreducible representation, giving relatively simple excited state electronic
structures. Throughout this chapter, singlet excitations comprised of transitions
from bonding to antibonding orbitals of the same character (e.g. σu→σ∗u) will be
investigated (S4, S8, S10 and S14 in Table 3.1), along with the optically allowed
excitation of principally σu→δu character, which is allowed via spin-orbit coupling.
[35–39]

The excitation energy, as well as the energy difference between a bonding (φ) and
antibonding (φ∗) MO of the same irrep can be linked with the terms in Equation 3.2.
These energy differences would be expected to be large when either charge transfer
character is large (implying a small value of Λ) and/or HML is large (which implies
a large value SML but doesn’t fully characterise Λ).

3.2 Computational Details

Initially, simulations employed version 7.3 of the TURBOMOLE code [40] to ex-
plore the excitations of ag symmetry within the d2h point group. Once excitations of
interest were identified, Gaussian09 (Revision E.01) [41] was employed and, unless
explicitly stated, all presented results are derived using Gaussian. All simulations
were performed at the hybrid Density Functional Theory (DFT) level, employing the
B3LYP exchange-correlation functional. [42–46] The aug-cc-pVDZ basis set [47–49]
was employed for oxygen along with Stuttgart RSC 1997 basis set and associated
small core effective core potential for uranium, [50–52]. Geometry optimisations
were performed for both ground and electronic excited state geometries and struc-
tures characterised as minima by vibrational frequency analysis. Electronic excita-
tions were calculated at both the ground and excited state geometries employing
the Tamm–Dancoff Approximation (TDA) [53] to Time Dependent-DFT. [54, 55]
Version 19.02.13 of AIMAll [56] and version 3.6 of Multiwfn [57] were used in the
density-based analysis of the simulated electronic structures. The latter was also
employed in the generations of density difference data.

In the analysis of the QTAIM metrics, the variation in comparison to the ground
state is discussed. These variations (shown in Figure 3.1) always compare the differ-
ences between the excited state electronic structures at the current geometry with
the ground state minimum (ground state electronic structure at the ground state
geometry, S0 in Figure 3.1)).
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Figure 3.1: Simple Jablonski diagram depicting the variations discussed
in the analysis of the QTAIM results

3.3 Results and Discussion

3.3.1 Electronic Properties at the Ground State Geometry

Geometry optimisation of UO2+
2 produced a U-O bond length of 1.70 Å, in excel-

lent agreement with previously reported values (1.68-1.72 Å). [58–60] The 15 lowest
lying excitations of Ag symmetry, calculated using the TURBOMOLE programme
are displayed in Table 3.1. It is worth noting that in uranyl there are several degen-
erate MOs pairs which are present in excitations: S2, S3, S4, S7, S10, S11 and S12.
These excitations have equal contributions from both pairs of MOs and in the case
of excitation S2/S3 and S11/S12 the higher energy excitation has the same nature as
the lower but the ordering of the MOs are reversed.

While the majority of these excitations have a single dominant transition, this is
not the case for states S7 and S8. S7 has equal weightings of two different transitions
(5B1u→7B1u and 3B2u/3B3u→5B2u/5B3u), while S8 has 44% contribution from the
MOs given in Table 3.1 (5B1u→7B1u) and then a lower contribution (33 %) from
the MOs which are involved in the S10 excitation (2B3g/2B2g→3B3g/3B2g).

The rest of this chapter will mainly focus on electronic excitations in which the
dominant orbital transition is between MOs with the same bonding and antibonding
character, which are summarised in Table 3.2. As mentioned previously, the π→π∗
excitations are comprised of two symmetry-equivalent transitions and the σu→σ∗u
excitation contains significant contributions (33%) from the πg→π∗g transition.

Excitations involving transitions between MOs of u (ungerade) symmetry, pos-
sessing U 5f character, are shown to occur at lower energies than those of g (gerade)
symmetry, possessing U 6d character. It then follows that transitions involving MOs
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Table 3.1: Excitation energies (∆E) and natures of the 15 lowest energy
singlet excitations of Ag symmetry

State Transition ∆E (eV) Hole MO Particle MO

S1 5B1u→6B1u 3.53

S2/S3 3B2u/3B3u→4B2u/4B3u 4.17/4.67

S4 3B3u/3B2u→5B3u/5B2u 7.37

S5 7Ag→8Ag 8.02

S6 7Ag→9Ag 8.35

S7
5B1u→7B1u 9.36

3B2u/3B3u→5B2u/5B3u

S8 5B1u→7B1u 12.67

S9 4B1u→6B1u 12.78

S10 2B3g/2B2g→3B3g/3B2g 13.37

S11/S12 3B2u/3B3u→6B2u/6B3u 14.33/14.35

S13 5B1u→8B1u 15.13

S14 7Ag→10Ag 16.62

S15 5B1u→9B1u 17.84

with U 5f character present greater covalent character, as measured by Λ, and/or
smaller values HML when compared to those involving MOs with 6d character. Clark
and co-workers [12] investigated the covalency of actinide chlorides and concluded
that the 6d-orbitals were available for orbital mixing to a larger extent than the
5f-orbitals. They also stated that this observation is consistent with other accounts,
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Table 3.2: Summary of electronic excitations between bonding and anti-
bonding MOs of the same character at the ground state geometry

Excitation πu→π∗u σu→σ∗u πg→π∗g σg→σ∗g

State S4 S8 S10 S14

∆E (eV) 7.37 12.67 13.37 16.62
Contribution (%) 88 44 78 98

[61–63] which all suggest that 5f-orbitals have a small HML and hence limited par-
ticipation in covalent bonding.

In order to further rationalise the difference in U 5f/6d bond character, inte-
grated properties of the electron density were evaluated within the Quantum The-
ory of Atoms in Molecules (QTAIM) framework. Specifically, the atomic charge (q),
localisation index (λ) and delocalisation index (δ) were considered. [4, 18, 32] While
the atomic charge is a one-electron property obtained via integration of the total
electron density in an atomic basin, the localisation and delocalisation indices are
formally two-electron properties. λ provides a measure of the number of electrons
localised on a given atom while δ measures the number of electrons shared between
two atoms and, in the absence of bond polarisation, acts as a bond order metric. [15]
Combined, these metrics can provide detailed information regarding the nature and
magnitude of bonding interactions, highlighting variation in both charge transfer
and covalency.

Table 3.3: Integrated QTAIM metrics: charge (q), localisation (λ) and
delocalisation (δ) indices at the ground (GS) and excited state electronic
structures.

Metric GS πu→π∗u σu→σ∗u πg→π∗g σg→σ∗g

∆E (eV) / 7.38 12.75 13.41 16.65

qU (a.u.) 3.153 3.102 3.046 2.972 3.367
qO (a.u.) -0.576 -0.551 -0.523 -0.486 -0.683

λU 86.814 87.210 87.138 87.093 86.470
λO 7.476 7.661 7.569 7.459 7.373

δU-O 2.045 1.692 1.816 1.943 2.174

Atomic charge data shows that, as excitation energy increases, increasing elec-
tronic charge is transferred to the uranium. From an orbital perspective, this implies
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that the bonding MO has more oxygen character and the antibonding MO more ura-
nium character. A partial exception to this trend is the high energy σg→σ∗g excita-
tion, where, while the direction of charge transfer is reversed, it should be noted that
this excitation does have the largest magnitude charge transfer character, and so a
correlation between charge transfer character and excitation energy is established.
This is commensurate with the excitation energy data which suggest reduced orbital
mixing, Λ, with increasing excitation energy. This observation further verifies the
analysis given that charge transfer would be expected to be minimal when Λ = 1.

It has been highlighted in the literature that reliance on charge data alone can
lead to incorrect interpretations with regard to variation in uranyl bonding. [4] Here,
while λU qualitatively mirrors the atomic charge data, with ∆GSλ>0 when charge
is transferred to the uranium and ∆GSλ<0 when charge is transferred from the
uranium, the overall trend is not replicated, e.g. the increase in electron localisation
is largest for the lowest energy πu→π∗u excitation. This is perhaps unsurprising,
since λ alone is insufficient to characterise the electron population, N , of an atom,
which can be formally defined in QTAIM as:

NA = λA +
1

2

∑
A 6=B

δA,B (3.3)

A change in the λ of an atom can therefore be due to charge transfer from another
atom, a change in the δ between it and other atoms, or a combination of the two.
Given that the variation in δU-O opposes that of λU for all excitations and shows
greater sensitivity to the excitation energy for the three lowest energy excitations,
the atomic charge data can be rationalised. Charge transfer from O to U, as defined
by the variation in λ, actually reduces with increased excitation energy, with the
increase in ∆GSqU strongly affected by a smaller reduction in δU-O (note that the
σg→σ∗g excitation shows qualitatively different behaviour, although the same general
reasoning applies).

In a monodeterminantal wavefunction, the δ can be interpreted in terms of the
overlap between MOs [64] and, as such, ∆GSδ would be expected to be largest when
Λ is closest to 1. Since δU-O reduces with increasing excitation energy, with the ex-
ception of the σg→σ∗g state, this further supports the assertion of the anticorrelation
of Λ with ∆E.

Returning our attention to the σg→σ∗g excitation, it can be noted from Figure 3.2
that the σ∗g MO has rather diffuse character with significant O contribution. This
observation allows a better understanding of the electronic structure data. As pre-
viously mentioned, the large excitation energy correlates with the substantial charge
transfer character of the excitation, albeit with the charge being transferred to the
oxygen centres. Here, both λU and λO reduce upon excitation and so the apparent
charge transfer is explained by an increase in δU-O. As discussed above, this is unex-
pected behaviour for an excitation into a formally antibonding MO and so it can be
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rationalised that the increase in electronic charge on the (already anionic) oxygen
centres has a substantial secondary effect on the electronic structure, causing the
doubly occupied σu and πg/u MOs to adopt more covalent character leading to the
net increase in δU-O. This dramatic behaviour suggests that Λ is smallest in σg, again
strengthening the relationship between Λ and ∆E that was identified previously.

𝞼g* (10 Ag) 

Figure 3.2: σ∗g MO showing diffuse character with significant O contri-
bution

In a simple two-level model, it would be expected that the energy difference be-
tween the bonding and antibonding MOs, and therefore the φ→φ∗ excitation energy,
to increase monotonically with the magnitude of the Hamiltonian matrix element
between the relevant metal and ligand levels. From the analysis above, this would
imply an inverse relationship between Λ and HML. However, Equation 3.2 states
the opposite, leading us to deduce that ∆EML increasingly outweighs HML as the
excitation energy increases, implying that ∆EML dominates in covalent interactions
involving U 6d contributions, whereas HML dominates for covalent interactions in-
volving U 5f orbitals. Since the delocalisation indices themselves are unable to
differentiate between overlap- and degeneracy-driven covalency, [15] we turn our at-
tention to topological properties of the electron density. ρBCP measures the electron
density at the bond critical point (BCP) between two chemically bonded species
and gives an indication of the charge accumulated at the BCP. This metric would
be expected to reflect the degree of overlap-driven covalency, with a common rule
of thumb being that ρBCP>0.2 a.u. is indicative of a covalent interaction. However,
this will only identify contributions due to σ-type interactions since π-interactions
are characterised by a nodal plane in which the BCP typically lies. The Laplacian
of ρBCP (∇2ρBCP) is a complementary metric which can further aid in the character-
isation of a bonding interaction. Finally, the magnitude of the energy density, H,
which is negative for interactions which have significant electron sharing, can reflect
the covalency of an interaction.

The results presented in Table 3.4 are surprising in that ρBCP increases in the
electronically excited state. Since the excitations are into formally antibonding MOs,
one would expect ρBCP, which reflects the degree of covalent character, to decrease
in the excited state. However, ρBCP also correlates strongly with bond length and so
the small increases found here may simply be reflective of the constrained geometry
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Table 3.4: Topological QTAIM metrics (a.u.) at the ground and excited
state electronic structures at the ground state geometry

Metric GS πu→π∗u σu→σ∗u πg→π∗g σg→σ∗g

ρBCP (a.u.) 0.332 0.358 0.359 0.364 0.338

∇2ρBCP (a.u.) 0.529 0.312 0.565 0.236 0.381

H (a.u.) -0.347 -0.394 -0.394 -0.404 -0.356

associated with the vertical excitation (an analogous argument can also be made for
H). The analysis of topological properties is therefore delayed until excited state
molecular structures have been considered.

3.3.2 Symmetric Stretching of the U-O bond
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Figure 3.3: Potential energy surfaces of the 15 lowest lying excitations of
Ag symmetry. State labels are indicated by the ordering of the excitations
at the ground state as given in Table 3.1 and the excitations of interest
are given as solid lines.

Before optimising the excited state geometries of interest, the uranyl bond was
stretched and the potential energy surface (PES) of the 15 lowest-lying excitations
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given in Table 3.1 were generated (Figure 3.3). Excited states S4, S7, S10 and
S14 correspond to the πu→π∗u σu→σ∗u, πg→π∗g , σg→σ∗g excitations respectively and
represented in figure 3.3 as solid lines.

The PES given in Figure 3.3 tracks the nature of the excitation rather than the
ordering of the excitations at a particular geometry. For example, the lowest energy
excitation at 1.82 Å has S1 nature and third lowest is S3 in nature, however at 1.84
Å, S3 becomes the lowest energy excitation and S1 the third lowest. In this particular
example, as the U-O bond is elongated in the S1 excitation the contribution from the
σu→δu decreases and the πu→φu increases. The reverse trend is seen in S3 and this
is an explanation for the crossing seen at 1.84 Å. Similar behaviour is also seen in
state S8, where as the U-O bond length increases there is an increasing contribution
from the πg→π∗g transition to the dominant σu→σ∗u and this is highlighted by the
two PES curves converging.

Using the PES curves, the minimum point for each state can be isolated. For
the states of interest these were at: 1.75 Å, 1.84 Å, 1.87 Å and 1.89 Å for states S14,
S4, S8 and S10 respectively. These geometries were then used as the starting points
for the excited state optimisations, the results of which are given in Section 3.3.3.
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1Figure 3.4: Trends in the QTAIM metrics: (a) charge (q), (b) local-
isation index (λ) and (c) delocalisation index (δ) as the U-O bond is
elongated
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The variation in QTAIM metrics (at the ground state electronic structures) are
shown in Figure 3.4. As the U-O bond elongates; qU becomes less positive, qO
becomes less negative, λU increases, λO decreases and δU-O decreases. These trends
indicates that as the U-O bond length increases, charge is transferred from the
oxygen to the uranium and the covalency of the uranyl bond decreases.

3.3.2.1 Symmetry decomposition of QTAIM metrics

The high symmetry of uranyl allows δ to be decomposed into their symmetry
elements. Previous studies have employed such analysis to differentiate between 5f
and 6d contributions to bonding interactions. [15, 18, 32, 65, 66] These symmetry-
decomposed δ are used to here to understand how electrons are shared in the ground
state as the U-O bond is elongated. Figure 3.5 shows how the symmetry-decomposed
δ vary with U-O bond length.
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1Figure 3.5: Variation in the symmetry-decomposed δ metrics when the
U-O bond is elongated

σu, σg and πg symmetry-decomposed components decrease, while πu increases.
The magnitude of the increase/decrease in δ varies between the symmetries with σg
having the largest and πg the smallest.
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The total δ reduces with increasing bond length, as would be expected. This
behaviour is mirrored in the σu and σg components, however the πu component
increases with increasing bond length. Since orbital overlap (and therefore HML)
necessarily decreases with increasing bond length, these data can be interpreted in
terms of the relative positions of the energy levels of the fragment orbitals comprising
the MO. It can therefore be deduced that ∆EML decreases more rapidly for the πu
MO in comparison to the others, suggesting that the fragment are brought more
closely into resonance as the bond is elongated.

Table 3.5: Symmetry-decomposed δ evaluated at the ground state mini-
umium and the minimum value for each state on the PES given in Fig-
ure 3.3

State/ r (Å) δU-O

Geometry Total σu πu σg πg

GS 1.70 2.282 0.578 0.418 0.317 0.275
σg→σ∗g 1.75 2.278 0.577 0.419 0.312 0.275
πu→π∗u 1.84 2.273 0.573 0.425 0.304 0.273
σu→σ∗u 1.87 2.272 0.572 0.426 0.302 0.273
πg→π∗g 1.89 2.270 0.570 0.429 0.300 0.271

As mentioned previously the PES in Figure 3.3 can be used to obtain the min-
imum geometries for the excitations of interest. These minimum values and the
corresponding symmetry-decomposed δ are summarised in Table 3.5.

3.3.3 Electronic Properties at Excited State Geometries

Table 3.6: Characterisation of electronic excitations (∆E) at the excited
state geometries of uranyl, the Stokes shift when compared to the exci-
tation energy at the ground state geometries and the elongation of the
U-O bond compared to the ground state geometry (∆r).

Excitation πu→π∗u σu→σ∗u πg→π∗g σg→σ∗g

∆E (eV) 5.55 10.16 9.91 16.37

Contribution (%) 47 23 66 98

Stokes Shift (eV) 1.83 2.59 3.50 0.28

∆r (Å) 0.135 0.166 0.194 0.051
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Excited state minima geometries were obtained for the; πu→π∗u, σu→σ∗u, πg→π∗g
and σg→σ∗g states. Upon excitation, the U-O bond length increases and the excita-
tion energy is red shifted; Table 3.6 summarises the excitation energy (∆E) and U-O
bond increase (∆r) for the four excited state geometries. Again, the σg→σ∗g state
exhibits a quantitatively different behaviour, with only a modest bond elongation.

Figure 3.6 compares the density difference generated at both the ground and
excited state geometries for each excitation. Inspection of these density differences
reveals that the σg→σ∗g state exhibits a qualitatively different redistribution of charge
to the rest of the states and consequently a variation in the interplay between ionic
and covalent bond character, providing a potential origin for the calculated bond
length.

Excitation Ground State Geometry Excited State Geometry

πu→π∗u

σu→σ∗u

πg→π∗g

σg→σ∗g

Figure 3.6: Comparison of density differences at ground (left) and excited
(right) state geometries. Orange/black represents positive/negative elec-
tron density

For the three excited states with qualitatively similar excitation character
(πu→π∗u, σu→σ∗u and πg→π∗g), the variation in bond length follows the same trend
as found for the vertical excitation energies in Section 3.3.1. This provides further
evidence that the reduction in Λ is due to an increasingly dominant ∆EML contri-
bution, rather than a decreasing HML, since only the latter would be expected to
directly impact on bond stability. Diabatic excitations in which ∆r is large imply
that HML is also substantial as HML is approximately proportional to the overlap
(SML) which is in turn correlated to bond length.

The excitation energies and corresponding orbital contributions, at the relative

83



3. Investigation of uranyl covalency via symmetry-preserving excited state structures

excited state minima are summarised in Table 3.6. This contribution remains un-
changed for the σg→σ∗g state but is significantly reduced for the other states, pre-
sumably reflecting the deviation from monodeterminantal character as the bond
is stretched. In contrast to the ground state geometries, both the πu→π∗u and
πg→π∗g states include both sets of excitations from the transition of interest, i.e.
22→29, 21→28 transitions giving a higher contribution (47 %) and transitions
21→29, 22→28 giving a slightly lower contribution (41 %) for the πu→π∗u state.
Interestingly, summing the two sets of π→π∗ transitions (4 transitions in total),
the total contribution for πu→π∗u is the same as that at the ground state geome-
try (88 %), while for the πg→π∗g state the total contribution is larger (98 %) than
at the ground state geometry (78 %). At the ground state geometry, the σu→σ∗u
state had contributions from one set of πg→π∗g transitions (33 %). However, at the
excited state geometry, the same double contribution of the πg→π∗g transitions (as
seen at the πu→π∗u and πg→π∗g excited state geometries) also occurs in the σu→σ∗u
excitation, which comprises a sum of 58 % contribution from both sets of πg→π∗g
transitions .

Excitation energies are all reduced in magnitude when compared to those at the
ground state minima, indicating relative destabilisation of the ground state elec-
tronic structure at the excited state geometries, and so the Stokes shift, calculated
here as the difference between the vertical excitation energy at the excited and
ground state geometry, describes a red shift for each excited state. The Stokes shift
may be utilised to provide further bonding insight, e.g. a small Stokes shift may be
indicative of the dependence of Λ on ∆EML rather than HML, however, it also corre-
lates strongly with variation in bond length (see Table 3.6), and for the states under
consideration here this latter correlation restricts further interpretation in terms of
electronic structure.

Table 3.7: Charge (q), localisation index (λ) and delocalisation index (δ)
at the excited state electronic structures at the excited state geometries
of the states of interest

Metric πu→π∗u πg→π∗g σu→σ∗u σg→σ∗g

∆E (eV) 5.55 9.91 10.16 16.37

qU (a.u.) 3.031 2.738 2.846 3.318
qO (a.u.) -0.515 -0.369 -0.423 -0.658

λU 87.342 87.376 87.621 86.538
λU 7.653 7.365 7.628 7.363

δU-O 1.634 1.892 1.535 2.155
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Integrated QTAIM metrics for the excited state electronic structures at the ex-
cited state geometries are given in Table 3.7. At the ground state geometries ex-
citation resulted in: a decrease in qU and δU-O, an increase in λO and λU and qO

becoming less negative for the πu→π∗u, σu→σ∗u and πg→π∗g states and the reverse
trends were seen in the σg→σ∗g excitation. At the excited state geometries, the same
trends are seen in comparison to the ground state electronic structure at the ground
state geometry, with the exception of λO decreasing in the πg→π∗g state, which was
reversed at the ground state geometries.

While the overall trends in the metrics remain constant to those at the ground
state geometries (Table 3.3), the magnitude of the difference to the ground state
electronic structure at the ground state geometry varies. For example, the redis-
tribution of charge is accentuated, with enhanced electron localisation as might be
expected at longer bond lengths. λU is substantial for the three lowest energy excited
states and while this is accompanied by an increase in λO for the state involving
MOs with U 5f character, commensurate with enhanced ionic character, ∆ESλO is
negative (and substantially larger than that seen at the ground state geometry) in
the πg→π∗g state, indicative of enhanced charge transfer character to the excitation.

Figures 3.7, 3.8 and 3.9 summarise the q, λ and δ metrics at excited state elec-
tronic structures at both the ground and excited state and how they compare to the
ground state electronic structure at the ground state geometry.
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1Figure 3.7: Graphs showing how (a) qU and (b) qO QTAIM metrics
at the excited state electronic structures at both the ground (orange)
and excited state (grey) geometries vary from qU qnd qO at ground state
electronic structure at the ground state geometry (line).

Table 3.8 summarises the topological QTAIM parameters at the excited state
electronic structure at the excited state geometries. In contrast to Table 3.4, ρBCP

decreases and H increases at the excited state geometries, as would be expected for
excitations into formally antibonding MOs. The trends in these variations correlate
strongly with the increase in bond length, with the strength of this correlation
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Figure 3.9: Graphs showing how δU-O QTAIM metrics at the excited
state electronic structures at both the ground (orange) and excited state
(grey) geometries vary from δU-O at ground state electronic structure at
the ground state geometry (line).

meaning that further bond characterisation is not possible.
These data allow us to make further observations regarding Λ for the orbital

excitations associated with each state. At the ground state geometry, it was deduced
that for the πg MO, Λ was strongly dependent on HML and relatively small. The
πg→π∗g state provides the largest values of both ∆r and the Stokes shift. This
state also has the largest redistribution of charge, opposing λ and a low variation in
electron δ. This provides further evidence that Λ is indeed significantly dependent
on HML in the πg MO and that there is a degree of charge transfer character in the
excitation, particularly apparent when considering the electronic structure at the
excited state minima. This latter point again supports the view of a small value of
Λ in the πg MO.
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Table 3.8: Topological QTAIM (a.u.) parameters at the excited state
electronic structures at the excited state geometries of the states of in-
terest

Metric πu→π∗u σu→σ∗u πg→π∗g σg→σ∗g

ρBCP (a.u.) 0.265 0.250 0.235 0.300

∇2ρBCP (a.u.) 0.333 0.447 0.350 0.410

H (a.u.) -0.216 -0.188 -0.164 -0.283

The πu→π∗u and σu→σ∗u excited state minima give similar, albeit enhanced,
changes in QTAIM metrics to those found at the ground state geometry. The varia-
tion in δ is largest in these two states and this, along with the small redistribution of
charge, again supports the view that Λ is largest for the πu and σu MOs. Since the
excitation energies are lowest for these states, it can be tentatively suggested that
HML is relatively small (although still substantial, as evidenced by the pronounced
increase in bond lengths) and the large value of Λ is due to the interplay between
HML and ∆EML.

Finally the σg→σ∗g excited state minima gives very similar metrics to those at
the ground state geometry, which is expected given the small change in geometry
and excitation energy. Therefore, the analysis given at the ground state geometry
is still holds at the excited state geometry.

3.3.4 The Optically Active Excited State

Previous computational studies [35, 37–39, 60] have determined that the lowest
lying optically active excited state in uranyl can be primarily described as a triplet
excitation from the σu into the non-bonding 5fδ orbital, allowed via spin-orbit cou-
pling. [35–39] This excitation was simulated using the same model chemistry as that
employed for our studies of symmetry-preserving excitations, and a vertical excita-
tion energy of 2.43 eV was calculated, in reasonable agreement with the CASPT2
literature value of 2.79 eV calculated in the absence of spin-orbit coupling [60] and
our own CASSCF calculated value of 2.95 eV. Relaxation of the excited state geom-
etry produced an increase in bond length to 1.747 Å, again in reasonable agreement
with the CASPT2 literature value of 1.765 Å, and an excited state energy of 2.18
eV at the excited state minimum. QTAIM metrics at both the ground and excited
state geometries are summarised in Table 3.9.

All QTAIM metrics report little to no change in electronic structure upon exci-
tation into the U based 5fδ orbital, which would only be expected if the σu MO were
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Table 3.9: Comparison of the QTAIM metrics: charge (q), localisation
index (λ), delocalisation index (δ), ρBCP, ∇2ρBCP and H at the ground
(GS) and excited (ES) state equilibrium geometries at the excited state
electronic structre for the optically active σu→δu excitation

Metric Geometry Metric Geometry
GS ES GS ES

qU (a.u.) 3.150 3.031 qO (a.u.) -0.575 -0.515

λU 26.747 27.342 λO 7.403 7.653

δU-O 2.108 2.099 H (a.u.) -0.350 -0.278

ρBCP (a.u.) 0.334 0.296 ∇2ρBCP (a.u.) 0.511 0.488

also entirely localised on the U centre. Since the previous analysis in Sections 3.3.1
and 3.3.3 revealed this not to be the case, with the σu MO having substantial con-
tributions from both U and O centres, these data can therefore be interpreted as
showing a reorganisation amongst the other MOs to accommodate the charge lo-
calised in the 5fδ orbital. Since this reorganisation must therefore involve charge
transfer from the U centre, and noting that δU-O increases upon excitation, it can
be deduced that λ must increase amongst the other MOs, although it cannot be
determined which specific MOs experience this increase.

3.4 Conclusions and Outlook

Electron-density based analyses of f-element complexes have grown in utility in
recent years. [4, 5, 12, 15, 18, 61, 65] In this chapter, QTAIM analysis has been
applied, for the first time, to probe the excited state electronic structure of an f-
element complex. This analysis has been shown to characterise bond covalency in
this compound, as well as its origins. Investigations of vertical excitations at the
ground state geometry demonstrated an inverse relationship between the orbital
mixing coefficient, Λ, and the excitation energy. Furthermore, it was found that,
for MOs with U 5f character (e.g. σu and πu), Λ was more dependent on the metal-
ligand Hamiltonian matrix element HML, whereas for those with U 6d character (e.g.
σg and πg), Λ became increasingly dependent on the difference in fragment orbital
energy levels, ∆EML. Further analysis of the electronic structure showed that charge
transfer from O to U reduced as the excitation energy increased, as did the degree of
electron sharing between the two centres. The σg→σ∗g excited state often exhibited
quantitatively different behaviour, and this was characterised as being due to a very
low value of Λ in the σg MO and a difference in the dominant atomic contribution to
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this MO, leading to significant redistribution of charge amongst the other orbitals
in this state.

When considering the relaxed excited state geometries, a relationship between
excitation energy and bond elongation was established. This was commensurate
with the large magnitude of Λ and its dependence on HML for the σu and πu MOs,
however further analysis revealed that the large bond elongation associated with
the πg→π∗g state could be understood by also recognising enhanced charge transfer
character in the excitation. The σg→σ∗g excitation was again an outlier, where the
charge transfer character of the excitation was balanced by the redistribution of
charge discussed above.

The dependence of Λ on HML for excitations involving 5f MOs has also been
concluded in the literature, in particular for actinide halides. [12, 65] Tanti et al.
[65] concluded that the 5f contributions to overlap-driven covalency were larger than
6d for a uranyl and uranium halide complexes. Similar findings were also observed
across the actinide series by Clark and co-workers; [12] they further evaluate and
suggest that as you traverse the actinides, “the positive effects from ∆EML outweigh
negative impacts from HML and covalency increases.” This contribution presents an
expansion of these conclusions and suggests that these trends also extend into the
excited state.

In contrast to the literature however, herein it is concluded that excitations
involving the U5f MOs have a larger Λ than excitations involving U6d MOs. [61–63]
This is largely due to the anticorrelation between Λ and excitation energy and the
large Λ value is due to the interplay between HML and ∆EML , which has also been
indicated in the literature. [12]

The calculated ground state delocalisation indices were decomposed into their
symmetry-distinct components. It would be expected that delocalisation indices
would decrease with increasing bond length, but the πu component exhibited the
opposite behaviour, suggesting enhanced degeneracy-driven covalency with increas-
ing bond length for this component.

Finally, the leading orbital contribution to the lowest energy optically accessible
state in uranyl was investigated. QTAIM metrics revealed little difference between
ground and excited state electronic structures, which could be interpreted in terms of
the previously analysed states an increase in covalent character amongst the bonding
MOs which offset the charge localisation due to excitation into the non-bonding U
5fδ orbital.

This chapter has demonstrated that analysis of excited state electronic structures
can be used to characterise properties of the ground state that would be otherwise
challenging to access. Future studies will apply these techniques to more complicated
f-element systems to better understand the relative contribution of overlap- and
degeneracy-driven covalency to bonding in these compounds. The following chapters
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will utilise the same methodology to simple linear complexes of uranyl and uranyl
complexes in which the uranyl unit is significantly bent.
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Chapter 4

Exploring covalency in uranyl
complexes with a variety of
equatorial ligands

In this chapter, the effect of equatorial ligation on the electronic structure and
bonding of simple uranyl complexes is studied. Building on the investigation of
[UO2] 2+ in Chapter 3, the σu→δu excitation is investigated at both the ground
and electronically excited states of these complexes. At the ground state geome-
tries, variation in the excitation energies were attributed to the relative stabilisa-
tion/destabilisation of the hole/particle MOs. It was found that in the ground state
the QTAIM metrics for complexes with soft donor atoms, such as sulfur, had the
biggest deviations from those of [UO2] 2+, obtained in the previous chapter (Chap-
ter 3). In contrast, complexes which comprised of bidentate oxygen coordination re-
sulted in the smallest deviations from [UO2] 2+. In agreement with previous studies
it was concluded that upon coordination to the equatorial plane, the delocalisation in
the uranyl bond (δU-Oyl) decreases, resulting in an increase in localisation of charge
on the uranyl oxygens (Oyl). At the excited state geometries the U-Oyl and U-L
bond lengths increase slightly and the excitation energy is red-shifted. Interestingly,
at the excited state geometries δU-Oyl increased for some complexes, as was seen in
[UO2] 2+, but decreased in others. This decrease in δU-Oyl was attributed to the in-
crease in the delocalisation index between the uranium and equatorial ligand. This
work highlights the need to explore the excited state geometries with QTAIM analysis
as excitations in complexes which appear to be similar at the ground state geometries
have comparatively different properties at the excited state geometries.
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4.1 Introduction

The insight gained from the study of free uranyl ([UO2] 2+) in Chapter 3 provides
a foundation to interpret the electronic structure of uranyl coordination complexes.
Hence, this provides enlightenment into how the covalency in uranyl changes upon
equatorial ligation. Variation in the bonding character of actinide complexes has im-
portant applications both fundamentally and practically. [1–3] From a fundamental
perspective, understanding the bonding interactions within actinide complexes aids
in the assessment of the viability of novel synthetic complexes, [4, 5] and from a
practical perspective, variation in the bonding character is of particular importance
for spent fuel reprocessing in the nuclear power industry. [6, 7] In comparison to
the later actinides, (more prevalent in terms of spent fuel reprocessing), the covalent
interactions in uranyl complexes is expected to be more pronounced as covalency
decreases across the actinide series [8, 9] and hence uranyl is a good starting point
to investigate the covalency.

Chapter 3 focused on the covalency of free uranyl via exploration of excitations
which maintain symmetry of the electronic wavefunction at both the ground and
electronically excited state geometries. This chapter applies the same methodology
to simple uranyl complexes (Figure 4.1); unlike the previous chapter however, where
multiple excitations were investigated, this chapter solely focuses on the optically
allowed excitation of principally σu→δu triplet character. Herein the effect of equa-
torial ligation on the electronic structure of the uranyl unit at both the ground and
electronically excited state geometries is investigated.

[UO2]2+

Free Uranyl
[UO2Cl4]2-

(1)
[UO2(OH)4]2-

(2)
[UO2(C2H5NO2)2 ]2+

(3)

[UO2(NO3)3]1-

(4)
UO2Cl2(OPH3)2

(5)
UO2Cl2(SPH3)2

(6)
UO2(S2PH2)2

(7)

U OO
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U OO
Cl Cl
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Figure 4.1: Uranyl complexes studied in this chapter
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All complexes, with the exception of (6), have been synthesised and their ab-
sorption and/or emission spectra studied in the literature. [10–15] Complex (1) is
perhaps the most commonly studied uranyl complex in the literature, [10, 16–20]
whilst (2) has been previously studied with density-based analyses at the ground
state. [4] These complexes were selected to ensure a range of different ligand co-
ordination type with monodentate and bidentate coordination. These complexes
are mainly focused on oxygen coordination with different ligands, giving a range of
overall charges to the complex. Sulfur coordination is also studied to give a soft
donor contrast to the hard withdrawing oxygen ligand nature.

Previous work reports weakening in the U-Oyl bond upon equatorial ligation
for a number of different complexes. [4, 5, 21, 22] Ingram et. al [22] systemat-
ically substituted water for hydroxide ligands in a uranyl pentahydrate complex
([UO2(H2O)5] 2+) and investigated the effect of this on the electronic structure and
bonding of the complex. They found that the U-Oyl bond strength decreased as
the neutral σ-donor water ligand was replaced by the negatively charged π-donor
hydroxide ligands. This was attributed to a reduction in the ionic character caused
by the electron charge build up on the uranium centre. Tsushima [21] later con-
tradicted this via use of molecular orbital analysis on a number of different uranyl
complexes. This study indicated that the U-Oyl bond is weakened by σ and/or π
contributions from the coordinating ligands as they compete with the uranyl oxygen
over the U 5f, 6p or 6d orbitals. These contrasting conclusions highlight the necessity
for density-based analysis as DFT is known to produce ambiguous orbital-based de-
scriptions of strongly correlated systems. [23–28] Most relevant to this investigation
is the work by DiPietro and Kerridge [4] in which they investigate the covalency in
uranyl complexes with first row monodentate equatorial ligands with analysis from
the (experimentally observable) electron density. They found that as the equatorial
bond strength increased, density was transferred from the U-Oyl bonding region to
the uranyl oxygens and to the equatorial bonding region.

Switching the focus to excited state investigations, there have been numerous
studies; both theoretically and experimentally on the low-lying excitations of uranyl
complexes. [14–16, 18, 19, 29–36] Denning [17, 31] conducted spectroscopic studies
on crystalline CsUO2Cl4 and CsUO2(NO3)3 and found that the low-lying excita-
tion energies were similar between the two complexes. This trend was also found
theoretically by Matsika and Pitzer [19] and Zhang and Pitzer [33], who compared
the spectra of free uranyl, uranyl chloride and uranyl nitrate using relativistic core
and spin-orbit potentials and multireference graphical unitary group approach con-
figuration interaction as implemented in the COLUMBUS suite of programs. They
found that the addition of equatorial ligands had minimal effect on the low-lying
excitation energies; 2.66 eV, 2.65 eV and 2.69 eV, for free uranyl, uranyl chloride and
uranyl nitrate respectively. These observations suggest that the presence/nature of

97



4. Exploring covalency in uranyl complexes with a variety of equatorial ligands

weakly bound equatorial ligands has little effect on the low-lying excitations. [18]
As in the previous chapter, QTAIM analysis is utilised to rationalise trends in

covalency in both the ground and electronically excited states. This chapter will be
split into two results sections; one for each geometry (ground and electronic excited
state). At the ground state geometry the focus will be primarily on the effect of
equatorial ligation on the electronic structure and bonding of the uranyl unit and
how this compares to that in free uranyl. In the previous chapter, it was found that
there was little change in the QTAIM metrics in the excited state electronic struc-
tures at the ground state geometries and hence in the following chapters excited
state analysis is only performed and discussed at the corresponding excited state
geometries. At the electronically excited state geometries, the trends in covalency
will be analysed for the different complexes for the optically allowed excitation with
dominant σu→δu character. Comparisons will then be made between the ground
state electronic structure at the ground state geometry and the excited state elec-
tronic structure at the electronically excited state geometry (∆ES in Figure 4.2).

4.2 Computational Details

All simulations were performed at the hybrid DFT level, using the B3LYP [37–
41] exchange–correlation functional in the Gaussian09 (Revision E.01) programme.
[42] The Stuttgart RSC 1997 [43–45] basis set and associated small effective core
potential (60 electrons), acquired from the basis-set exchange [46–48] was used for
uranium while the correlation consistent aug-cc-pVDZ [49–51] Dunning basis set was
implemented for the light elements (H, C, N, O, P, S, Cl). Geometry optimisations
at both ground and excited state geometries are characterised as minima by vibra-
tional frequency analysis. The Tamm–Dancoff Approximation (TDA) [52] to Time
Dependent-DFT [53, 54] was used to calculate electronic excitations at both the
ground and excited state geometries. QTAIM analysis was conducted using version
19.02.12 of AIMAll [55] and density difference plots were generated using version
3.6 of Multiwfn. [56]

4.3 Results and Discussion

The complexes studied in this investigation (Figure 4.1), have all been studied
experimentally, with the exception of (6), which is included in order to have a link
between (5) and (7). It is also worth noting that the experimental equivalents of (5)
and (7) have phenyl groups in place of the hydrogens; these were truncated to save
computational expense and justified by initial studies where one phenyl group was
substituted resulted in an insignificant differences to the geometry and excitation
energies.

Throughout this chapter, comparisons will be made between the complexes and
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the ligands. As some complexes have two different ligand types, the ligands are split
into neutral - L0: (OPH3, SPH2 and C2H5NO2) and negatively charged - L−: (Cl,
OH, NO3 and S2PH2) for the geometric and integrated QTAIM properties.

4.3.1 Ground State Geometries

Table 4.1 compares the uranium-ligand (U-Oyl, U-L0 and U-L−) bond lengths of
the uranyl complexes calculated in this study to the experimental literature.

Table 4.1: Uranyl Complex average bond lengths calculated in this study
(DFT) vs the experimental literature (Exp)

Complex U-Oyl (Å) U-L0 (Å) U-L− (Å)
DFT Exp DFT Exp DFT Exp

(1) [UO2Cl4]2− [10] 1.78 1.77 / / 2.76 2.68
(2) [UO2(OH)4]2− [11] 1.81 1.82 / / 2.31 2.26
(3) [UO2(C2H5NO2)2]2+ [12] 1.75 1.77 2.46 2.53 / /
(4) [UO2(NO3)2]1− [13] 1.77 1.78 / / 2.51 2.47
(5) UO2Cl2(OPH3)2

† [14] 1.77 1.75 2.41 2.31 2.69 2.65
(6) UO2Cl2(SPH3)2

∗ 1.78 / 2.93 / 2.65 /
(7) UO2(S2PH2)2 [15] 1.76 1.75 / / 2.89 2.86

† Structure truncated from experiment ∗ Non-existent in experimental literature

Upon complexation the U-Oyl bond elongates (1.70 Å in free uranyl); the largest of
which occurs in the complexes with an overall negative charge ((1) and (2)). Despite
most of the complexes comprising of oxygen coordination, there is quite a variation
in the U-O bond lengths. This is due to the different ligand environment the oxygen
is in, i.e. the bidentate ligands have larger U-O bond length than the monoden-
tate ligands. There is good agreement between the DFT and experimental results,
with the bigger discrepancies being between the uranium-ligand bond lengths. The
difference between the DFT and experimental bond lengths are more prominent in
the neutral U-O/S compared with the negatively charged U-O/S; while for the U-Cl
bonds the discrepancy is larger for the negatively charged complex ((1)) than the
neutral complex ((5)).

Figure 4.2 represents the four lowest-lying excitations in free uranyl and uranyl
complexes. In free uranyl, these excitations involve transitions from the σu bonding
MO to either of the non-bonding δu and φu MOs. These non-bonding MOs are
degenerate pairs in free uranyl and hence the excitation to each non-bonding MO is
degenerate. As the symmetry decreases, i.e. upon complexation, the non-bonding
MOs are no longer degenerate, however, for each complex the four lowest energy
virtual orbitals have similar characteristics to the non-bonding MOs of free uranyl.
As the MOs of the uranyl complexes are qualitatively similar to those in free uranyl
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Ground State

En
er

gy

σu→δu

S0

σu→𝜙u

Excited State

ΔE ΔE

σu→δu
σu→𝜙u

ΔES

Figure 4.2: A schematic of the 4 lowest-lying excitations in uranyl com-
plexes. ∆E is the excitation energy, in this case for the σu→δu excitation.
∆ES compares the excited state electronic structure at the excited state
geometry to the ground state electronic structure at the ground state
geometry, this will be the comparison made in Section 4.3.2

(Figure 4.3), for convenience the same nomenclature will be used for the MOs of
the complexes i.e. δu. This study only focuses on the optically accessible σu→δu
excitation, which was also investigated in free uranyl in Chapter 3. It is worth noting
that the positions of these excitations vary across the complexes depending on the
stabilisation/destabilisation of the particle MO.

It was also found that equatorial ligation resulted in two bonding MOs which
have σu nature; arising from the bonding and anti-bonding interactions between
the uranium centre and the coordinating ligands; σ+

u for bonding and σ−u for anti-
bonding as shown in Figure 4.3. The σ−u MO is less stable than the σ+

u and in general
has the larger contribution to the excitation. Complexes (2) and (3) only contain
a single MO of σu nature; the MO in (2) is σ+

u in nature, whereas for the particle
MO in (3) the electron density of the MO is concentrated solely on the uranyl unit,
as in free uranyl.

As with the geometric properties, the excitation energies (∆E) at the ground
state geometries can be compared to the absorption energies from experimental lit-
erature. In general, there is good agreement between the DFT and experimental
excitation energies with most DFT values being an underestimation of the experi-
mental values. However, it is worth noting that these calculations are done in the
absence of spin-orbit coupling (SOC) and so it would not be expected that these re-
sults would match the experiment. In Chapter 5, SOC calculations were conducted
on free uranyl and this resulted in the excitation energies being red-shifted by 0.3
eV. Assuming the effect of SOC is consistent across the uranyl complexes, then the
calculated values, in the presence of SOC would have less agreement with exper-
iment and therefore it is perhaps serendipitous that the DFT values are in close
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σu- σu+

σu

δu δu-

δu δu

𝜙u 𝜙u

𝜙u𝜙u

Figure 4.3: Comparison of the MOs of free uranyl and complex (1) which
are involed in excitations depicted in Figure 3.1. σ+

u and σ−u represent
the σu MOs which are a result of either bonding or anti-bonding interac-
tions between the uranium centre and the coordinating chloride ligands
respectively.

agreement with the experimental results.

Table 4.2: Uranyl Complex excitation energies (∆E) for the excitation of
interest; comparison of calculated DFT values to experimental absorption
energies (Exp)

Complex DFT ∆E (eV) Exp ∆E (eV)

(Free Uranyl) [UO2]2+ 2.43 /
(1)[UO2Cl4]2− [16, 19, 20] 2.51/2.59 2.49
(2)[UO2(OH)4]2− 2.72/2.86 /
(3) [UO2(C2H5NO2)2]2+ [32] 2.63/2.72 2.69∗
(4) UO2(NO3)3]1− [13, 57] 2.72† 2.69
(5) UO2Cl2(OPH3)2 [14] 2.45/2.55 2.82
(6) UO2Cl2(SPH3)2 2.48/3.76 /
(7) UO2(S2PH2)2 [15] 3.34/3.43 3.10/4.05

∗ DFT literature value † Same excitation energy to 2 d.p.

Upon complexation, the nature of the excited states changes in comparison to free
uranyl; most of the excitations consist of two σu→δu contributions, from both σ−u and
σ+
u MOs. These two contributions sum to give > 90% overall σu→δu contribution to

the excitation, with the exception of (6), which has significantly lower total σu→δu
contribution. As mentioned previously, complexes (2) and (3) have only a single
MO of σu nature and hence in these complexes the excitation consists of a single
contribution of ∼ 90 %. Complexes (1) and (5) have roughly equal contributions
from both transitions (∼ 55 % and ∼ 45 %), whereas in complexes (4) and (7)
these contributions are weighted ∼ 70 % and ∼ 25 %.
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Complex (6) has many differences to the other complexes. Firstly, the four
lowest-lying virtual MOs, shown in Figure 4.4 have considerably more φu/δu mixing
than in the other complexes, this results in three similar MOs of mostly φu nature
(MOs 76, 78 and 79) and one MO which has some δu (MO 77) nature. Second, the
excitations which involve transitions of interest occur at largely different energies,
with both of these excitations having considerably lower σu→δu contributions (43
% and 57 %) in comparison to the other complexes. Unlike complex (7), the lower
energy excitation comprises of roughly equal contributions from transitions involving
both σu MOs but unlike the other complexes, this excitation also has contributions
from σu→φu transition (MO 76), (again equal contributions from both σu MOs).
The higher energy excitation is more similar to (7) as the contribution from σ+

u

is larger than the contribution from σ−u (38 % vs 19 %), however this excitation
also consists of a transition from a MO which has electron density focused in the
equatorial ligands rather than on the uranyl unit to the δu MO.

MO 76

MO 78 MO 79

MO 77

Figure 4.4: The four lowest-lying virtual MOs of complex (6); MOs 76,
78 and 79 have mostly φu nature and MO 77 showing some δu nature.

The excitation energy in the complexes is blue shifted in comparison to the free
uranyl, with the largest shifts seen in the sulfur complexes. The excitation energies
for all complexes, except those containing sulfur, have small increases in excitation
energy as predicted by the literature. [17–19, 31, 33] In a one electron example, an
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increase in excitation energy would be expected to be mirrored by a stabilisation of
the hole MO (σu) and/or destabilisation of the particle MO (δu). In every complex,
with the exception of (6), there are two distinctive δu MOs, with the lower energy
δu MO (δu in Figure 4.3) being non-bonding in nature with nodes along the U-
ligand bond, whereas the higher energy δu MO (δ−u in Figure 4.3) is destabilised by
antibonding interactions between the uranium 6d and equatorial p orbitals.

The excitation energies can be rationalised by investigation of the nature of the
particle/hole MOs. Complex (7) has the largest excitation energies; in which the
stabilised σ+

u MO has a significantly larger contribution (70 %) to the excitation than
the destabilised σ−u MO. This behaviour is also seen in the higher energy excitation
in (6). The lowest excitation energies are found in complexes (1) and (5), where
the contribution from the destabilised σ−u MO is slightly larger than the σ+

u MO.
Complexes (2) and (3) have slightly higher excitation energies than complexes (1)
and (5); in these complexes only a single σu MO is present which could be more
stabilised than the σ−u MO due to the absence of antibonding. Complex (4) is
interesting as it has two excitations which are nearly degenerate in energy; the main
reason for this that the two δu MOs are related by a 45◦ rotation (Figure 4.5). The
excitation energy is higher than some of the complexes despite the σ−u MOs having
a significantly larger contribution (70 %) to the excitation than the σ+

u MO. A
contributing factor to this increase in excitation energy could be due to both the δu
MOs having antibonding character between the uranium 6d and nitrate 2p orbitals.

MO 73: δu
- MO 74: δu

-

Figure 4.5: MO 73 and 74 in complex (4) which are related by a 45◦
rotation and both have some antibonding character between the uranium
6d and nitrate 2p orbitals

Density difference plots were generated and can be used to compare the two dif-
ferent σu→δu excitations in the complexes to each other. As mentioned previously,
in free uranyl the two excitations of σu→δu character are degenerate and correspond
to excitations T3 and T4. Despite the excitation energies and character being degen-
erate, the density difference plots for T3 and T4 have different natures (Figure 4.6).
It was found that most complexes had at least one excitation which displayed similar
characteristics in the density difference plots to T3 of free uranyl, with (2) being
the exception having density differences similar to T4 of free uranyl.
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[UO2]2+ T3 [UO2]2+ T4

Figure 4.6: Density difference plots (from two different perspectives) for
both σu→δu excitations in free uranyl. Orange indicated areas of positive
electron density and black negative.

[UO2]2+

Free Uranyl

[UO2Cl4]2-
(1)

[UO2(OH)4]2-
(2)

[UO2(C2H5NO2)2 ]2+

(3)

The density difference plots for all the complexes are given in Figure 4.7; in some
cases where the density on the equatorial ligands is minimal these have been cropped
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[UO2(NO3)3]1-
(4)

UO2Cl2(OPH3)2
(5)

UO2Cl2(SPH3)2
(6)

UO2(S2PH2)2
(7)

Figure 4.7: Density difference plots for free uranyl and uranyl complexes,
with the lowest energy excitation on the left and the highest on the right.

out in order to keep the focus on the uranyl unit in order to make comparisons to
free uranyl easier. From the density differences it is clear that both the excitations in
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(1), (4) and (7) have very similar nature to T3 of free uranyl as well as the lowest
energy excitation in the (3) and (5) complexes. (2) is the only complex which
has density differences similar to that of T4 in free uranyl with the lower energy
excitation being the most similar. The remaining excitations/complexes all have
small similarities to T3 of free uranyl particularly focused on the uranium centre
but the rest of the density is dissimilar.

Table 4.3: Topological QTAIM properties of the coordinating atoms to
uranium in the ground state electronic structure at the ground state
geometries; U-Oyl and U-L. L: O, Cl or S; for the complexes which have
both O/S and Cl coordination the U-Cl metrics are given second.

Complex ρBCP (a.u.) ∇2ρBCP (a.u.) HBCP (a.u.)
U-Oyl U-L U-Oyl U-L U-Oyl U-L

(Free Uranyl) [UO2]2+ 0.331 / 0.529 / -0.347 /

(1) [UO2Cl4]2− 0.285 0.049 0.392 0.140 -0.251 -0.005

(2)[UO2(OH)4]2− 0.257 0.081 0.351 0.288 -0.200 -0.009

(3) [UO2(C2H5NO2)2]2+ 0.294 0.057 0.488 0.205 -0.272 -0.004

(4)[UO2(NO3)3]1− 0.278 0.052 0.465 0.186 -0.242 -0.003

(5) UO2Cl2(OPH3)2 0.290 0.059/ 0.391 0.251/ -0.261 -0.001/
0.056 0.165 -0.007

(6) UO2Cl2(SPH3)2 0.291 0.038/ 0.361 0.094/ -0.262 -0.003/
0.063 0.175 -0.010

(7) UO2(S2PH2)2 0.305 0.042 0.327 0.103 -0.287 -0.004

Table 4.3 gives the topological QTAIM values for each complex in the ground
state electronic structure at the ground state geometry. Upon complexation, the
topological metrics on the uranyl unit all decrease, indicating a decrease in covalency
in the uranyl unit upon complexation. By performing linear regression, it was found
that there is a correlation between ρBCP and bond length, for both the U-Oyl and
U-L bonds. This correlation is somewhat expected as an increase in bond length
would decrease the MO overlap and hence decrease the covalency of the bond. The
linear correlation between bond length and ρBCP is stronger with the uranyl bond
than with the equatorial ligand as shown by Figure 4.8. The weaker correlation for
the equatorial ligands is also expected as there would be other factors such as charge
and electronegativity which would factor into the topological properties of the U-L
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1Figure 4.8: Linear regression performed on data given in Table 4.3 for
both U-Oyl and U-L bonds. These plots show negative correlation be-
tween bond length and ρBCP for U-Oyl (a) and U-L (b) bonds, with (a)
having better linear correlation.

From the data in Table 4.3, it is clear that there is no direct correlation between
the overall charge of the ligand and ρBCP. The data points in Figure 4.8 are grouped
into equatorial ligand type: oxygen, chloride and sulfur, which is in descending order
of bond length and electronegativity. When considering a single U-L type, i.e. the
oxygen ligands, then the ordering of ρBCP can be explained by the polarisability of
the ligand as a whole. OH− is by far the most polar (difference in electronegativity
between the O and H is the largest), then C2H5NO2 (O-C bond), OPH3 and finally
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1Figure 4.9: Linear regression performed on data from Tables 4.3, 4.1
and 4.2 for U-L bonds. These plots show (a) negative correlation between
U-L ρBCP and ∆E and (b) postive correlation between U-L bond length
and ∆E. Data points from (2) and the U-Cl bond in (6) are omitted
from the linear regression but are given in the plots.

NO3
− is the least polar as oxygen and nitrogen have similar electronegativities.
As discussed previously, upon complexation, the σu MO interacts with the ligand

p-orbitals resulting in the σ+
u and σ−u MOs. The stronger the interaction between

the uranium and coordinating ligand (U-L ρBCP), the larger the splitting between
the σ+

u and σ−u MOs, resulting in the σ−u MO being more destabilised relative to
the σ+

u . This relative destabilisation of the σ−u MO results in the excitation energy
decreasing. Figure 4.9 shows (a) strong negative correlation between excitation
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energy (∆E) and U-L ρBCP with (b) showing general positive correlation between
excitation energy and U-L bond length, when complex (2) and the U-Cl bond in (6)
are omitted. It is worth noting that there is no correlation between the respective
U-Oyl values and ∆E.

It was hypothesised that as ρBCP U-Oyl decreases, then ρBCP U-L would increase
as the covalency between axial uranyl oxygen is decreasing upon complexation it
would be intuitive to assume that this loss in covalency would be distributed to the
equatorial ligands. Figure 4.10 shows that this is generally the case, however, this
correlation is not as strong as that between bond length and ρBCP. As in (b) in
Figure 4.8, the data is grouped but in this case there is no obvious explanation as
to why these U-L types are clumped together. Complexes: (1), (4) and the SPH3

ligand in (6) fall below the trend line, complexes: (3), both ligand types in complex
(5) and the Cl ligand in (2) are grouped about the trend line, with complexes (7)
and (2) situated the further right and left, respectively.
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Figure 4.10: ρBCP values of the U-Oyl bond vs U-L bond, showing a
reasonable dependency between the ρBCP values of the uranyl bond and
the equatorial ligands.

In order to fully rationalise the changes in the electronic structure upon com-
plexation, the integrated properties need to considered. Tables 4.4 and 4.5 give the
one and two electron integrated properties of the uranyl unit in the complexes. It is
worth noting that the effective core potential used replaces 60 electrons in uranium,
as these are core electrons it can be assumed they are localised in the core region
of the uranium. The integrated QTAIM metrics are focused solely on uranyl as the
focus is on understanding how the covalency of the uranyl unit changes upon com-
plexation. In addition to this, looking at the QTAIM metrics of the coordinating
atom of the equatorial ligand won’t give the full picture as they are a part of a bigger
ligand. Herein, charge transfer and covalency within the ligand cannot be accounted
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for by only considering the metrics for the coordinating atom. The delocalisation
index (δ) between the uranium and coordinating ligand (U-L) is considered in Ta-
ble 4.5 in order to rationalise the the U-L bond covalency and give a comparison to
the ρBCP data discussed previously.

Table 4.4: Charge (q) and localisation (λ) indices associated with the
uranyl unit in the ground state electronic structure at the ground state
geometries.

Complex q (a.u.) λ
U Oyl UO2 U Oyl UO2

(Free Uranyl) [UO2]2+ 3.153 -0.576 2.00 86.814 7.476 106.017

(1) [UO2Cl4]2− 2.746 -0.914 0.917 86.673 7.863 106.009

(2) [UO2(OH)4]2− 2.980 -0.985 1.010 86.005 7.908 105.506

(3) [UO2(C2H5NO2)2]2+ 2.957 -0.738 1.481 86.555 7.697 105.677

(4) [UO2(NO3)3]1− 2.917 -0.806 1.304 86.484 7.794 105.596

(5) UO2Cl2(OPH3)2 2.825 -0.884 1.057 86.617 7.834 105.921

(6) UO2Cl2(SPH3)2 2.668 -0.924 0.820 86.700 7.836 106.030

(7) UO2(S2PH2)2 2.643 -0.928 0.787 86.830 7.826 106.321

In general, upon complexation all metrics except λOyl decrease. This indicates
that upon complexation, there is an increase in electronic charge and electron popu-
lation on the uranyl unit which implies a charge transfer from the equatorial ligands
to the uranyl unit. The smallest change in charge on the uranyl unit occurs in the
complexes with bidentate oxygen ligands ((3) and (4)), while the largest occurs in
the complexes containing sulfur ((6) and (7)). The complexes can be ordered from
largest to smallest positive charge (q) on the uranyl unit:

(Free Uranyl) > (3) > (4) > (5) > (2) > (1) > (6) > (7)

From a chemical perspective, it would be expected that the ligands containing sulfur
would be the most electron donating, with the oxygen ligands being the least and
unsurprisingly this is what the QTAIM data in Table 4.4 rationalises. The above
ordering remains the same when considering the qU and qOyl (qOyl smallest nega-
tive to largest negative charge) with the exception of complex (2), which has the
largest decrease in charge on the Oyl centre and the smallest decrease in charge on
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Table 4.5: Delocalisation (δ) indices associated with the U-Oyl bond and
the U-L bonds at ground state electronic structure at the ground state
geometries

Complex δU-Oyl δU-L0 δU-L−

(Free Uranyl) [UO2]2+ 2.045 / /

(1) [UO2Cl4]2− 1.750 / 0.493

(2) [UO2(OH)4]2− 1.800 / 0.587

(3) [UO2(C2H5NO2)2]2+ 1.788 0.344 /

(4) [UO2(NO3)3]1− 1.691 / 0.291

(5) UO2Cl2(OPH3)2 1.761 0.347 0.472

(6) UO2Cl2(SPH3)2 1.779 0.362 0.519

(7) UO2(S2PH2)2 1.871 / 0.372

the uranium centre. An electronegativity argument, (similar to that made for the
topological QTAIM data) can also be made for this ordering; the oxygen ligands
are the most electronegative, followed by the chloride and finally the sulfur ligands.
The only discrepancy to this argument is that (2) would be expected to be the most
electronegative out of the oxygen ligands but is the last in the list above.

The proportion of charge transfer (CT) upon complexation was investigated and
the results are shown in Table 4.6. ∆qU and ∆qOyl were calculated by subtracting
the charge on the atom in the complex from that in free uranyl and the CT Ratio was
found by: ∆qOyl /∆qU . From the data it is clear that for the majority of complexes,
charge is transferred from the equatorial ligands onto both the uranium and oxygen
centres of the uranyl unit equally, with a slightly higher proportion going to the
uranium over the oxygens. Complex (2) however, is an exception where the majority
of the charge from the equatorial ligands goes to the oxygen over the uranium. A
potential reason for this to occur could be due to the polar nature of the hydroxide
ligand; if the uranyl oxygens become more negatively charge upon complexation
then there could be the possibility of intramolecular hydrogen bonding between the
equatorial OH ligand and the uranyl oxygens. Potential correlations between the
CT ratio and other metrics, such as bond length and ρBCP were investigated but no
discernable trends were observed.

As expected from the topological data, δU-Oyl decreases across all complexes
and also correlates with ρBCP, with (2) being an exception. Figure 4.11 shows the
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Table 4.6: Changes in charge on the uranium and oxygen centres in the
complexes in comparison to free uranyl and the ratio of these differences

Complex ∆qU (a.u.) ∆qOyl (a.u.) CT Ratio

(1) [UO2Cl4]2− 0.406 0.338 0.832
(2) [UO2(OH)4]2− 0.172 0.409 2.371
(3) [UO2(C2H5NO2)2]2+ 0.196 0.162 0.826
(4) [UO2(NO3)3]1− 0.235 0.230 0.977
(5) UO2Cl2(OPH3)2 0.328 0.307 0.937
(6) UO2Cl2(SPH3)2 0.485 0.348 0.717
(7) UO2(S2PH2)2 0.510 0.352 0.690

positive correlation between δ and ρBCP for both U-Oyl and U-L bonds. In the case of
the U-Oyl bond, only complex (2) is an outlier whereas for the U-L bond, the other
oxygen coordinating complexes; (3), (4) and the U-OPH3 bond in (5) fall outside
the trend line. As discussed previously, these oxygen coordinating complexes have
the three lowest q, λ and δU-L metrics, however there is not an explanation as to
why these would be outliers in this trend. As was seen in Figure 4.8 the ligands are
grouped in terms of the coordinating ligand atom, with U-OH, U-Cl and U-S in the
same positioning.

The decrease in δU-Oyl upon complexation can result in: an increase in λUO2 , an
increase in δU-L or a combination of the two. The resulting rearrangement of charge
could be more complex, however, with the charge moving from the U-Oyl bond to
throughout the equatorial ligand and not just situated at the U-L bond. However,
this complex movement of charge is beyond the scope of this study.

Figure 4.12 shows positive correlation between δU-Oyl and δU-L− , with the excep-
tion of complex (7). This correlation is the opposite to what would be expected if
the charge transfers to the equatorial ligands. However, this figure only considers a
single U-L/U-Oyl bond and therefore in order to obtain a full picture, the total δU-L

and δU-Oyl needs to be calculated.
In order to evaluate where the transfer of charge from the U-Oyl bond accumu-

lates, comparisons of δU-L and λUO2 can be made to the total delocalisation on the
uranyl unit (δUO2) (2 × δU-Oyl + δOyl−Oyl). For this part of the investigation, λUO2

does not include δUO2 (
∑
δU-Oyl + δOyl−Oyl) as in given in Table 4.4 but is simply the

sum of the localisation indices in the uranyl unit(
∑
λOyl + λU). Table 4.7 gives the

total values of all the metrics compared in Figures 4.13 and 4.14.
Figures 4.13 and 4.14 show that there is no obvious correlation between δUO2 and

either λUO2 or δU-L, indicating that the overall movement of charge is more complex.
However, these plots show that λUO2 and δU-L are correlated to each other due to the
data sets forming similar distributions, particularly for the complexes which contain
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1Figure 4.11: Graphs showing positive correlation between δ and ρBCP for
both (a) U-Oyl and (b) U-L bonds.

chloride ligands ((1), (5) and (6)). An exception to this general pattern is complex
(2) which has the lowest λUO2 value and the highest δU-L value, which implies that
there is a much stronger effect from the δU-L than λUO2 . This seems to contradict
the effect experienced by the other complexes, which have a larger increase in λUO2

and a much less pounced increase in δU-L in comparison. Combining both the total
λUO2 and total δU-L results in most of the complexes being in a similar region to
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Figure 4.12: δ values of U-Oyl vs U-L bonds, showing positive correlation
between δU-Oyl and δU-L− , with complex (7) being an outlier and no
correlation between δU-Oyl and δU-L+

Table 4.7: Total values of all metrics used in Figures 4.13 and 4.14

Complex Total Total Total Total λUO2

δUO2 λUO2 δU-L + Total δU-L

(1) [UO2Cl4]2− 3.610 102.399 1.756 104.155
(2) [UO2(OH)4]2− 3.685 101.821 2.348 104.169
(3) [UO2(C2H5NO2)2]2+ 3.728 101.949 1.376 103.325
(4) [UO2(NO3)3]1− 3.524 102.071 1.746 103.817
(5) UO2Cl2(OPH3)2 3.637 102.284 1.638 103.922
(6) UO2Cl2(SPH3)2 3.658 102.372 1.762 104.134
(7) UO2(S2PH2)2 3.839 102.482 1.488 103.970

Free uranyl values: δUO2 = 4.251, λUO2 = 101.766

each other, with the exception of (3), which is much lower suggesting that the gain
in electron density on both the uranyl unit and the U-L bonding region is much less
in than in the other complexes. A potential explanation for this is the zwitterionic
nature of the equatorial ligand in complex (3), this nature will likely cause any
‘excess’ charge gained at the negative end of the glycine ligand (coordinating end)
to transfer through to the positive end of the ligand.

Despite there not being any correlation in Figures 4.13 and 4.14, the data in
Tables 4.4 and 4.7 show that upon complexation λUO2 increases compared to free
uranyl, which is solely due to λOyl . This indicates that some of the electron density
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1Figure 4.13: Comparison of the total delocalisation on the uranyl unit
(δU-O2) against (a) total localisation on the uranyl unit (λUO2) and (b)
total delocalisation between the uranium-equtorial ligands (δU-L)

transfers from the U-Oyl bonding region to Oyl, which was seen in previous studies.
[4] The lack of correlation between λUO2 and δUO2 indicates that not all the charge
is transferred to Oyl. In contrast to the λUO2 values, which can be compared to
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Figure 4.14: Comparison of the total delocalisation on the uranyl unit
(δU-O2) against the combined total of the uranyl localisation (λUO2) and
the delocalisation indices between the uranium and equatorial ligands
(δU-L).

free uranyl in order to compare the changes to the electronic structure, the same
comparisons cannot be made for δU-L. It is highly likely that the charge is also
transferred to the bonding region between uranium and the equatorial ligands, with
the largest contribution coming from complex (2). Finally, Figure 4.14 shows that
not all the charge transferred from the the U-Oyl bonding region is accounted for
by the gain λUO2 and δU-L and hence suggests that the transfer of charge is more
complex and likely distributed throughout the equatorial ligands.

4.3.2 Excited State Geometries

The excited state geometries for both excitations were calculated for all com-
plexes except for in complex (2) and the higher excited state in complex (6). Mul-
tiple attempts were conducted for these structures but the correct excitation nature
at the excited state geometries could not be isolated.

Tables 4.8 and 4.9 compare the excitation energies and the U-Oyl and U-L bond
lengths at the ground and excited state geometries. At the excited state geome-
tries, both U-Oyl and U-L bond lengths elongate and the excitation energy is red
shifted. The increase in U-Oyl bond length and red shift in excitation energies are
comparable to free uranyl studied in Chapter 3. Complex (7) is an exception as
the excitation energies are considerably more red-shifted than in the other com-
plexes and the elongation of the U-S bond is much larger. Due to the higher energy
excitation in complex (6) being elusive, unfortunately there is no comparable exci-
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Table 4.8: Excitation energies of the σu→δu excitation at both the ground
(GS) and excited state (ES) geometries

Complex State ∆E (eV) State ∆E (eV)
GS ES GS ES

(Free Uranyl)[UO2]2+ T3 2.43 2.18

(1) [UO2Cl4]2− T1 2.51 2.40 T2 2.59 2.49

(3) [UO2(C2H5NO2)2]2+ T1 2.63 2.43 T3 2.72 2.52

(4) [UO2(NO3)3]1− T1 2.72 2.54 T2 2.72 2.52

(5) UO2Cl2(OPH3)2 T1 2.45 2.33 T2 2.55 2.42

(6) UO2Cl2(SPH3)2 T1 2.48 2.35

(7) UO2(S2PH2)2 T29 3.34 2.91 T31 3.43 2.96

Table 4.9: Bond elongation (∆r) in excited state geometries

Complex State ∆r (Å)
U-Oyl U-L0 U-L−

(Free Uranyl) [UO2]2+ T3 0.05 / /

(1) [UO2Cl4]2−
T1 0.03 / 0.01
T2 0.03 / 0.02

(3) [UO2(C2H5NO2)2]2+ T1 0.05 0.01 /
T3 0.05 0.01 /

(4) [UO2(NO3)3]1−
T1 0.05 / 0.00
T2 0.05 / 0.00

(5) UO2Cl2(OPH3)2
T1 0.04 0.00 0.02
T2 0.04 0.01 0.03

(6) UO2Cl2(SPH3)2 T1 0.02 0.03 0.03

(7) UO2(S2PH2)2
T29 0.00 / 0.23
T31 0.01 / 0.23
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tation in another complex to see if this behaviour is consistent across higher energy
excitations.

[UO2Cl4]2-
(1)

[UO2(C2H5NO2)2 ]2+

(3)

[UO2(NO3)3]1-
(4)

UO2Cl2(OPH3)2
(5)
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Figure 4.15: Density difference plots for the uranyl complexes at the
excited state geometry, the lowest energy excitation on the left and the
higher on the right.

Density difference plots were also generated at the excited state geometries (Fig-
ure 4.15), as was the case at the ground state geometries, electron density on the
ligands is truncated in places in order to give a clearer picture of the uranyl unit.
Largely the nature of the excitations are the same as at the ground state geometries
and hence further evidence that the correct state was isolated. At the excited state
geometries of the chloride complex, both density difference plots have the same na-
ture as each other (Figure 4.15 shows them at different angles) which corresponds
to T2 at the ground state geometry (Figure 4.7). The only state which is dissimi-
lar to the ground state is T29 of complex (7). The nature of this excitation state
was found to be the same as that of the ground state equivalent but with a larger
contribution from the more stabilised σ+

u MO: 90% σ+
u→δu, 10% σ−u→δu in compar-

ison to 70% σ+
u→δu, 25% σ−u→δu at the ground state geometry. While there is no

obvious evidence for the different character in this excitation in the MO characters
and contributions, it is plausible that the QTAIM data will provide evidence for the
difference in electronic structure causing a fluctuation in the density difference.
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Table 4.10: Topological QTAIM properties of the coordinating atoms to
uranium, in the excited state electronic structures at the excited state
geometries; U-Oyl and U-L. L:O, Cl or S; for the complexes which have
both O/S and Cl coordination the U-Cl metrics are given on the second
row.

Complex ρBCP (a.u.) ∇2ρBCP (a.u.) HBCP (a.u.)
State U-Oyl U-L U-Oyl U-L U-Oyl U-L

(Free Uranyl) [UO2]2+

T3 0.296 / 0.488 / -0.278 /

(1) [UO2Cl4]2−
T1 0.265 0.045 0.352 0.134 -0.217 -0.003
T2 0.261 0.046 0.385 0.127 -0.212 -0.003

(3) [UO2(C2H5NO2]2)2+

T1 0.262 0.058 0.461 0.192 -0.215 -0.004
T3 0.265 0.059 0.480 0.198 -0.219 -0.004

(4) [UO2(NO3)3]1−
T1 0.247 0.052 0.449 0.173 -0.190 -0.003
T2 0.247 0.052 0.449 0.172 -0.190 -0.003

(5) UO2Cl2(OPH3)2

T1 0.259 0.058 0.423 0.239 -0.209 -0.001
0.055 0.150 -0.007

T2 0.263 0.057 0.427 0.287 -0.215 -0.001
0.054 0.149 -0.007

(6) UO2Cl2(SPH3)2

T1 0.263 0.037 0.401 0.084 -0.215 -0.003
0.059 0.160 -0.009

(7) UO2(S2PH2)2

T29 0.314 0.029 0.279 0.052 -0.302 -0.002
T31 0.278 0.027 0.422 0.066 -0.243 -0.001

The QTAIM properties at the excited state geometries are given in Tables 4.10,
4.11, and 4.12. The following analysis will compare the ground state electronic
structures at the ground state geometries to the excited state electronic structure
at the excited state geometries, ∆ES in Figure 4.2.

Upon excitation the topological properties decrease at the U-Oyl BCP for all
complexes by roughly the same magnitude with the exception of the T29 in complex
(7), which increases but by roughly half the magnitude that the other complexes
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Table 4.11: Charge (q) and localisation index (λ) integrated QTAIM
metrics associated with the uranyl unit in the excited state electronic
structures at the excited state geometries)

Complex q (a.u.) λ
State U Oyl UO2 U Oyl UO2

(Free Uranyl) [UO2]2+

T3 3.103 -0.552 2.000 86.802 7.372 106.005

(1) [UO2Cl4]2−
T1 2.644 -1.024 0.596 86.818 7.990 106.411
T2 2.671 -0.945 0.782 86.749 7.890 105.995

(3) [UO2(C2H5NO2)2]2+

T1 2.906 -0.731 1.444 86.533 7.618 105.658
T3 2.914 -0.722 1.470 86.616 7.634 105.695

(4) [UO2(NO3)3]1−
T1 2.871 -0.802 1.268 86.478 7.720 105.569
T2 2.870 -0.802 1.267 86.469 7.720 105.561

(5) UO2Cl2(OPH3)2

T1 2.794 -0.835 1.123 86.512 7.831 105.636
T2 2.786 -0.843 1.100 86.583 7.763 105.706

(6) UO2Cl2(SPH3)2

T1 2.637 -0.871 0.895 86.616 7.740 105.693

(7) UO2(S2PH2)2

T29 2.875 -0.801 1.273 86.387 7.624 105.922
T31 2.459 -0.900 0.659 87.172 7.849 106.517

decrease by. This decrease is to be expected as the bond length has increased
corresponding to a decrease in overlap at the excited state geometry. It is worth
noting that the overall decrease in U-Oyl ρBCP is much larger than the decrease in
U-L ρBCP upon excitation. This indicates that there is movement of charge from
both U-Oyl and U-L bonding regions but a much larger portion from the U-Oyl.
This is expected as the nature of the excitation investigated is mostly localised on
the uranyl unit and so it is anticipated that the changes in metric on the equatorial
ligands will be marginal at the excited state geometries.
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Table 4.12: Delocalisation (δ) indicies associated with the uranyl unit in
the excited state electronic structures at the excited state geometries

Complex δU-Oyl δU-L0 δU-L−

(Free Uranyl) [UO2]2+

T3 2.099 / /

(1) [UO2Cl4]2−
T1 1.772 / 0.397
T2 1.689 / 0.448

(3) [UO2(C2H5NO2)2]2+

T1 1.813 0.335 /
T3 1.786 0.335 /

(4) [UO2(NO3)3]1−
T1 1.697 / 0.300
T2 1.697 / 0.300

(5) UO2Cl2(OPH3)2

T1 1.726 0.362 0.587
T2 1.709 0.353 0.558

(6) UO2Cl2(SPH3)2

T1 1.724 0.381 0.644

(7) UO2(S2PH2)2

T29 2.091 / 0.344
T31 1.739 / 0.323

As was the case at the ground state geometries, (Figure 4.8) there is negative
correlation between the bond length and ρBCP for both the U-Oyl and U-L bonds
as shown by Figure 4.16. It is worth noting that there are more data points at
the excited state electronic structures at the excited state geometries as each com-
plex has two excitations displayed in Figure 4.16. The two different excitations are
represented with filled and un-filled markers corresponding to the lower and higher
energy excitations for a given complex. Interestingly, in comparison to the ground
state electronic structures at the ground state geometries, there is better linearity for
the U-L bond than the for the U-Oyl bond in the excited state electronic structures
at the excited state geometries. This is likely due to ∆ES ρBCP being much larger for
U-Oyl than U-L in comparison to ∆r, this larger change in ρBCP is not reciprocated
in the bond length data and thus results in the negative correlation being less linear.
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1Figure 4.16: Graphs showing negative correlation between bond length
and ρBCP at the excited state electronic structures at the excited state
geometries for U-Oyl (a) and U-L (b). The two different excitations for
each complex are represented with filled and unfilled marker for the lower
and higher energy excitations respectively.

At the ground state electronic structures at the ground state geometries, it was
found that U-L ρBCP and ∆E were negatively correlated and U-L bond length and
∆E were positively correlated (Figure 4.9). Figure 4.17 shows that in general these
correlations are also present in the excited state electronic structures at the excited
state geometries but are weaker. In comparison to the data in Figure 4.9, data
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sets between the coordinating ligand type are much closer together, particularly in
(b) which has very strong positive correlation within the ligand groups. It is worth
noting that out of the three sulfur data points, the two close together higher the rest
of the data correspond to complex (7) with the sole lower data point representing
T1 of complex (6).
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1Figure 4.17: Graphs showing (a) general negative correlation between
ρBCP U-L and excitation energy and (b) positive correlation between U-
L bond length and excitation energy for each coordinating ligand type
at the excited state electronic structures at the excited state geometries
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In contrast to the ground state electronic structures at the ground state geom-
etry, where there was no correlation between U-Oyl ρBCP and ∆E, at the excited
state electronic structures at the excited state geometries there is general positive
correlation between the two metrics as shown in Figure 4.18.
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Figure 4.18: Graph showing general postive correlation between U-Oyl

ρBCP and ∆E at the excited state electronic structures at the excited
state geometries

Interestingly, when U-Oyl bond length is plotted against ∆E two curves form
(Figure 4.19), one each for the higher and lower energy excitations; in which the
excitation energy decreases with increasing U-Oyl bond length until ∼ 1.805 Å and
then increases past this point. The minimum point on these curves represents the
minimum separation between the hole (bonding σu) and particle (non-bonding δu)
MOs. As the U-Oyl bond length decreases, the hole MO is stabilised as this causes
an increase in U-Oyl orbital overlap and as a result of this relative stabilisation
the excitation energy is blue shifted. At larger bond lengths there is a stronger
interaction between uranium and the equatorial ligands which results in increased
density in the equatorial plane and this results in a destabilisation in the particle
MO.
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Figure 4.19: Correlation between U-Oyl bond length and excitation en-
ergy, giving two curves for the higher and lower excited states at the
excited state electronic structures at the excited state geometries

Figure 4.20 shows that there is no correlation between U-Oyl ρBCP and U-L
ρBCP, unlike at the ground state electronic structure at the ground state geometries
(Figure 4.10). Interestingly, there is little variation between the metrics of the two
excited states in each complex and no trends between the lower energy and higher
energy excitations, with the exception of Figure 4.19. This suggests that there
is little variation in the electronic structures between the excited state electronic
structures at the excited state geometries in the complexes.
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Figure 4.20: Graph showing no correlation between U-Oyl ρBCP and U-
L ρBCP at the excited state electronic structures at the excited state
geometries
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The topological data shows that upon excitation, charge is transferred from the
bonding region of U-Oyl but in order to rationalise the distribution of this charge
the integrated properties, given in Tables 4.11 and 4.12, need to be considered.

In Chapter 3, it was found that comparing the excited state electronic structure
at the excited state geometry to the ground state electronic structure at the ground
state geometry (∆ES) of the σu→δu excitation resulted in; qU, λOyl and λU decreasing,
qOyl becoming less negative and δU-Oyl increasing. This implies that in free uranyl,
charge is transferred from the Oyl and U centres to the U-Oyl bonding region and
hence the U-Oyl bond increases in covalency at the excited state geometry.

At the excited state electronic structures at the excited state geometries, half the
complexes exhibit the same increase in δU-Oyl as in free uranyl, whilst in the other
complexes δU-Oyl decreases in the excited state geometries. An increase in δU-Oyl is
observed in: T1 (1), T1 (3), T1 (4), T2 (4) and T29 (7). This trend was unex-
pected from the topological data and as such there is no correlation between ρBCP

and δU-Oyl at the excited state electronic structures at the excited state geometries
(Figure 4.21) in contrast to linear correlation seen at the ground state geometries
((a) in Figure 4.11). It is also worth noting that there is no obvious chemical expla-
nation for which complexes increase in δU-Oyl and which decrease, especially as some
complexes exhibit both trends in δU-Oyl for their different excited state geometries,
i.e. T1 and T2 in complex (1). Instead, the rest of the trends in the integrated
QTAIM properties provide a clarification to the changes in electronic structure at
the excited state geometries.
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Figure 4.21: Graph showing no correlation between U-Oyl ρBCP and δU-Oyl

at the excited state electronic structures at the excited state geometries

127



4. Exploring covalency in uranyl complexes with a variety of equatorial ligands

Interestingly, there is positive correlation between ρBCP and δU-L for the U-L
bonds of a individual ligand type as shown by Figure 4.22. These trends are very
similar to those seen at the ground state ((b) in Figure 4.11) and when omitting
the U-O data points the R2 value for the U-S and U-Cl data points becomes 0.903.
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Figure 4.22: Graph showing positive correlation between U-L ρBCP and
δU-L of individual at the excited state electronic structures at the excited
state geometries

Examination of the δU−L metrics can provide some insight into the divide in
the δU-Oyl data. Again the increase/decrease in δU−L is divided across the excited
state geometries, a decrease is seen in complexes: T1 (1) and both excitations in
complexes (3) and (7). These trends indicate that charge is transferred from the
U-L bonding region to the U-Oyl bonding region for: T1 (1), T1 (3) and T29 (7).
However this data does not explain the increase in δU-Oyl seen in both excited state
geometries of (4) or the decrease in δU-Oyl in T31 of complex (7).

λU and λOyl decrease in the excited state electronic structure of the excited state
geometries for all complexes except: T31 (7) and both excited states of complex (1).
It is worth noting that in T3 (3) λU increases and λOyl decreases. The decrease in λU

and λOyl for both excited states of complex (4) indicates that charge is transferred
from the U and Oyl centres to the U-L and U-Oyl bonding regions. The increase in
λU and λOyl in T31 (7) indicates that charge is transferred from the U-L and U-Oyl

bonding regions onto the U and Oyl centres.
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In contrast to the rest of the excited state geometries, both the excited state
geometries of complex (1) show an increase in negative charge on Oyl and this is
consistent with an increase in ionic interaction in the U-Oyl bond. In all other excited
state geometries qOyl becomes less negative which is balanced by qU decreasing (i.e.
becoming more negative) and as such there is little deviation between qUO2 in the
ground and excited state geometries for all the complexes except (1).

Table 4.13: Summary of the transfer of charge occuring at the excited
state electronic structures at the excited state geometries

Complex Excited State Movement of Charge

(Free Uranyl) [UO2]2+ T3 U, Oyl → U-Oyl

(1) [UO2Cl4]2−
T1 U-L → U, Oyl, U-Oyl

T2 U-Oyl → U, Oyl, U-L

(3) [UO2(C2H5NO2)2]2+ T1 Oyl, U, U-L → U-Oyl

T3 Oyl, U-Oyl, U-L → U

(4) [UO2(NO3)3]1−
T1 Oyl, U → U-Oyl, U-L
T2 Oyl, U → U-Oyl, U-L

(5) UO2Cl2(OPH3)2
T1 Oyl, U, U-Oyl → U-L
T2 Oyl, U, U-Oyl → U-L

(6) UO2Cl2(SPH3)2 T1 Oyl, U, U-Oyl → U-L

(7) UO2(S2PH2)2
T29 Oyl, U, U-L → U-Oyl

T31 U-Oyl, U-L → Oyl, U

Table 4.13 summarises the movement of charges in the complexes for each excited
state geometry. From this it is clear that the movement of charge is dependent
on the complex and the excited state in some cases. However, most excited state
geometries depict that charge is transferred from the U/Oyl atoms to the U-L and/or
U-Oyl bonding regions. The outliers to this trend are both excited states for complex
(1), T3 of complex (3) and T31 of complex (7).
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4.4 Conclusions

In this chapter QTAIM metrics were analysed at both the ground and electron-
ically excited state geometries of different uranyl complexes. Equatorial ligation
resulted in two bonding MOs which both had overall σu nature; these MOs had
bonding (σ+

u ) and antibonding (σ−u ) interactions between the uranium and the equa-
torial ligands, with the bonding σu MO being more stabilised in comparison to the
antibonding σu MO. Upon analysing the σu→δu excitation, it was found that in
all the complexes, both the σ+

u and σ−u MOs contributed to the overall excitation
and the excitation energies could be rationalised by which σu MO had the larger
contribution to the excitation. Upon equatorial ligation the excitation energy of the
σu→δu excitation was blue-shifted in comparison to free uranyl.

Upon analysis of the QTAIM metrics, it was concluded that equatorial com-
plexation results in: ρBCP, λU and δU-Oyl all decrease, λOyl increases and qU and
qOyl become more negative. This is consistent with charge moving from the U-Oyl

bonding region to the Oyl centres, the covalency of the U-Oyl bond decreasing and
an increase in the ionic nature of the U-Oyl bond.

Investigation into trends between the total δU-Oyl and combinations of total δU-L

and localisation on λUO2 resulted in no overall correlation. However this investiga-
tion showed that total λUO2 in the complexes increased in comparison to free uranyl,
which was solely due to the increase in λOyl . This is consistent with some of the
electron density being transferred from the U-Oyl bonding region onto the Oyl; al-
though the lack of correlation highlights that not all the charge is transferred to Oyl.
As free uranyl does not have any equatorial ligands, the same comparison could not
be made for δU-L however, it was concluded that it is highly likely that charge is also
transferred to U-L bonding region with largest contribution coming from complex
(2). This investigation was summarised with the conclusion that the transfer of
charge is more complex with the likelihood of the charge being distributed through-
out the equatorial ligands being the most plausible explanation for the gain in λUO2

and δU-L not equalling the loss in δU-Oyl .
At the excited state geometries there was little change in both the excitation

energy and the bond lengths; there was a red shift in the excitation energy and an
increase in U-Oyl and U-L bond lengths in agreement with that seen in free uranyl.
In contrast to the ground state however, the excited state QTAIM metrics were
somewhat complex to examine, with no matching ordering of trends or even the
same trends between complexes at different excited state structures. Overall, there
were some similarities in across the complexes in terms of the ρBCP, q and λ. The
largest variation was seen in δ, with half the excited state complexes increasing and
half decreasing for both δU-L and δU-Oyl but these did not commensurate with each
other, i.e. the an excited state geometry which increased in δU-Oyl did not always
show a decrease in δU-L. For most of the excited state geometries, it was concluded

130



4. Exploring covalency in uranyl complexes with a variety of equatorial ligands

that charge is transferred from the U and/or Oyl centres to the U-Oyl and/or U-L
bonding regions. Interestingly, an increase in ionic character of the U-Oyl bond was
only seen in both excited states for complex (1).

Despite the QTAIM metrics, excitation energy and nature of these complexes
being relatively similar at the ground state geometry, at the excited state geome-
tries these complexes all exhibit different behaviours to each other even though the
geometries are only marginally different to those in the ground state. This high-
lights the significance of exploring the excited state geometries through QTAIM
analysis as the change electronic structure impacts the changes in bonding within
similar complexes and excited state natures. In the future, further work exploring
excited state geometries of different excitations can be utilised to further explore
trends in covalency of simple uranyl complexes. Combining the excitations studied
in Chapter 3 could provide an interesting starting point and comparison. It may
also be beneficial to only study complexes which have the same equatorial ligand
as to best find trends between nature of the ligand binding and the covalency. The
sulfur complexes exhibited the most substantial changes to that of free uranyl and
hence investigations of other soft ligands could give an interesting comparison to the
sulfur complexes studies here.
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Chapter 5

Investigating the effect of bending
the uranyl unit on electronic
structure and bonding

Building on the previous chapter herein, the uranyl unit is distorted and the cor-
responding effect of this on the electronic structure, bonding and excitation energies
are investigated. Firstly, the low-lying excitations in free uranyl were studied with
active space methods and it was found that as the uranyl unit deviates from linear-
ity, excitation energies from ungerade hole MOs are red shifted. Spin-orbit coupled
calculations also revealed that as the uranyl unit is distorted the σu→δu excitation be-
comes more optically accessible. Synthetically realised complexes with a significantly
small O-U-O angle were then studied ((i) - (iii)) using the same methodology as in
Chapter 4. QTAIM analysis at the ground state geometry indicated that the origin of
the bending in these complexes was steric in origin as the QTAIM results were quan-
titatively similar to those studied in Chapter 4. It was hypothesised that exciting out
of a bonding orbital into a non-bonding orbital could weaken the U-Oyl bond and fur-
ther enhance bending at the excited state geometries. At the excited state geometries
further distortion of the uranyl unit was achieved and the QTAIM analysis showed
a weakening of the U-Oyl bond as predicted. Building on these findings theoretical
complexes were designed ((a) - (e)) and these complexes had significantly smaller
angles than in the literature. From these promising theoretical complexes, it can be
suggested that to initiate a significant bend in uranyl, small, rigid negatively charged
macrocycles should be utilised in order to ensure side-on coordination with uranyl
and significant bonding interactions between the uranyl unit and the coordinating
macrocycle.
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5.1 Introduction

There is growing interest in increasing the reactivity of the uranyl unit, in order
to further explore organometallic and coordination chemistry of uranyl; potentially
leading to many chemical applications. [1–4] Most notable of which is the reduction
of the uranyl unit, which has been utilised in the treatment of contaminated legacy
sites. [5–9] There are currently two promising strategies to increase the reactivity
of uranyl: by distorting the planarity of the equatorial coordination plane [10–13]
and breaking the linearity of the uranyl unit. [1, 10, 14, 15] Within this work, the
linearity of the uranyl unit was broken via bending. The distortion from linearity
weakens the U-O bonds and, as such increases the reactivity of the uranyl unit.
This chapter is solely interested in the effects of bending on the covalency and
investigating ligands which will enhance the bending.

There are two factors which cause bending in the uranyl unit, the first is un-
favourable steric interactions and the second electronic in origin. [16] The former
are somewhat straightforward to predict, however, there are six reported complexes
which possess a significant bending of the O-U-O unit (angles between 176◦ and
167◦) without significant steric interaction. [17–21] These six complexes either con-
tain a methanediide or bridged oxo clusters ligand types. In all of these complexes,
the uranyl oxygens bend away from the electron donating ligands, with the largest
distortions occurring in the uranyl methanediide complexes, due to their stronger
donating ability. These examples do not feature ligands with bulky substituents
such as: a 12-membered pyridinophane macrocycle (HN4), phenanthroline or O-2,6-
tBu2C6H3, (studied in Section 5.3.2) and therefore steric interactions are not the
predominant cause of distortion in these cases.

Across the plethora of uranyl complexes, the uranyl unit is always in the trans
conformation; there have been several attempts to synthesise complexes with the
uranyl unit in the cis conformation, but so far these have been unsuccessful. [22–25]
According to the Cambridge Structural Database, [26] the vast majority of the 4000+
uranyl complexes record the O-U-O angle in the uranyl unit to be 175◦ or larger.
[16] Pedrick et al. [10] investigated the coordination of a 12-membered macrocyclic
ligand (2,11-diaza[3,3](2,6) pyridinophane) to uranyl, in which they hypothesised
that the coordination of a 16-member or less macrocycle to uranyl would induce a
trans to cis isomerisation in the uranyl unit. Although they did not achieve the
desired outcome, this complexation resulted in one of the smallest O-U-O angles in
the literature, 162.8◦.

Crown ethers are cyclic compounds made up of a number of repeating ether
units which are known to selectively complex with metal cations in a way so as to
match the size of the cation radii with the cavity size. [27, 28] This property is
of particular interest to the final study in this chapter (Section 5.3.3) as the size
of the crown ether dictates which binding mode is favoured. A crown ether can
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bind a metal cation by either inclusion, where the cation is encapsulated within
the crown ether or forming an outer-sphere complex where the cation is partially
exposed and allowing solvation to occur. [29] Therefore, smaller crown ethers can
be utilised to ensure side-on complexation and hence maximising steric interaction
between the cyclic ring and the uranyl oxygens and with the aim of initiating a bend.
Binnemans and co-workers [30] experimentally studied the spectroscopic properties
of uranyl complexation with crown ethers and their analogues with a variation of
pore sizes. They reported that crown ethers with six oxygen atoms (i.e. 18C6)
have the ideal cavity size to coordinate uranyl via inclusion; which is consistent
with other literature. [31–34] It has also been shown that 12C4 actinyl complexes
readily hydrate and hence side on coordination of 12C4 with actinyls is preferred. In
contrast when complexed with larger crown ethers, hydration was not achieved and
thus indicating the actinyl was complexed via inclusion. [35] A set of computation
studies on various complexes of uranyl and 12C4 was conducted by Jian et al. [36];
they reported a series of small O-U-O angles when the 12C4 was bound side on, the
smallest of which was the [UO2(12C4-H)]+ complex (120.7◦).

Another class of macrocycles which have been known to complex uranyl are
porphyrinoid-based macrocycles; the Sessler group [37] have extensively studied
large Schiff-based expanded porphyrins, such as the 18-membered alaskaphyrin
(C36H42N6O4). The complexes, all larger than 16 membered rings, were found to
bind uranyl via inclusion. [13, 38–47]

This chapter is comprised of three separate studies all investigating the optically
allowed excitation of principally σu→δu character and the effect of this excitation
on the distortion of the uranyl unit at the excited state geometries of the complexes.
It was hypothesised that by exciting out of a bonding orbital into a non-bonding
orbital that the U-Oyl bond would weaken and hence facilitate enhanced bending of
the uranyl unit.

Firstly, free uranyl was studied at a range of different O-U-O angles, 180-150◦

using mulitconfigurational methods (Section 5.3.1). In this study, the six lowest
lying excitations of each irrep of the c2v point group were investigated (a1, a2, b1

& b2). These excitations correspond exclusively to transitions between the bonding
and non-bonding MOs (Figure 5.1). This investigation was a preliminary study of
how bending affects the excitation energies and in particular the optically accessible
excitation of principally σu→δu character. Initially it was imperative to investigate
whether the σu→δu excitation becomes more optically accessible when the uranyl
unit deviates from linear. The general changes in the excitation energies of states
involving bonding to non-bonding MOs with both triplet and singlet spin are in-
vestigated with second order mulitconfigurational perturbation theory (CASPT2;
Section 2.11.2) and spin-orbit coupled calculations were also run with the restricted
active space state interaction method (RASSI), specifically focusing on how the oscil-
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lator strength varies in the σu→δu triplet excitation. Currently, the smallest O-U-O
angle synthetically synthesised is no smaller than 160◦ and hence it was decided that
the minimum angle studied would be 150◦.

Second, experimentally relevant complexes which have some of the smallest O-
U-O angles in the literature, as reviewed by Hayton were investigated at both the
ground and excited state geometries. [1, 10, 16, 48] Three complexes from this
review, (i) - (iii), shown in Figure 5.4, were selected based on a variety of ligand
coordination and that were sufficiently small for efficient computation. QTAIM anal-
ysis was used to investigate the electronic structure and bonding of the uranyl unit
in these complexes. The optically allowed excitation of principally σu→δu nature at
both ground and excited state geometries was also investigated. By exploring this
excitation, further investigation into the electronic structure can give insight into
potential weakening of the U-O bonds and subsequent photochemical availability.

Finally, theoretical complexes, (a)-(e), with small macrocyclic ligands were stud-
ied in an attempt to further decrease the O-U-O angle. The literature suggests that
in order to dictate side-on complexation, a macrocycle of similar size to 12C4 or
16-membered porphyrin-based ligand would be ideal. [10, 35] Two different types
of macrocycle were chosen: crown ether and aromatic porphyrinoid, which bind via
oxygen and nitrogen respectively. It was rationalised that as oxygen and nitrogen
are strongly electron donating they would have strong interactions with uranium
and this donating effect would also further initiate a bend through electronic origins
as well as steric interactions from the macrocyclic rings. The 12C4 and 8C4 (known
as tetroxocane [49]) crown ether ligands were chosen as the crown ethers to study.
8C4 has been known the bind lithium but in a so-called ’perching complex’, where
the lithium ion is above the plane of the crown ether. [50–52] Porphyrin and ph-
thalocyanine macrocycles were also chosen as these porphyrinoid macrocycles have
similar structures to that of the macrocycles studied by Pedrick et. al and although
slightly larger (16-membered rings compared to 12-membered) it was hypothesised
that the rigidity of these aromatic macrocycles would increase the steric interac-
tions and initiate a larger bend. It was hypothesised that side-on coordination of
these macrocycles would cause a bend in the uranyl unit due to unfavourable steric
interactions and this may be emphasised at the excited state geometries.

5.2 Methodology

5.2.1 Bending bare uranyl - Multiconfigurational study

All calculations were performed using version 19.11 of openmolcas [53, 54] with
the ANO-RCC all-electron basis set [55–59] utilising the contractions U(9s8p6d4f1g)
and O(4s3p2d). This contraction was specifically selected to match the aug-cc-pVDZ
[60, 61] basis set used in Chapters 3, 4 and 6.
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Singlet and triplet excitations were run for each irrep of the c2v point group (a1,
a2, b1 & b2) at the CASPT2 level. These calculations were conducted with no IPEA
(Ionisation Potential Electron Affinities) shift as it was found that the excitations
energies best matched the literature [62–64] when the default IPEA was not used.
The IPEA shift modifies the energies of active orbitals so that they are closer to
the ionisation energies and electron affinities of hole orbitals. [53, 54, 65] A (12,16)
active space, as defined in Section 2.11.2 of Chapter 2, was utilised, which contained
the bonding, non-bonding and antibonding orbitals of uranyl, shown in Figure 5.1.

δu (a2/b1)

𝜋g (b1/a2)

𝜋g* (b1/a2)

σg (a1)

σg* (a1)

𝜋u (a1/b2)

𝜋u* (a1/b2)

σu (b1)

σu* (b1)

ϕu (b2/a1)

Figure 5.1: Bonding (top) antibonding (middle) and non-bonding (bot-
tom) MOs of uranyl included in the active space. The irrep, in the c2v

point group is noted in brackets and only one of the two degenerate MOs
are shown for the πu, πg, δu and φu MOs.

For each given irrep of the c2v point group, the 6 lowest excitations were recorded,
for both singlet and triplet spins, these excitations encompass all transitions between
the bonding and non-boding MOs; the break-down of these excitations in terms of
irreps are shown in Table 5.1.

5.2.2 DFT Studies

For both DFT studies; the hybrid B3LYP [66–70] exchange–correlation func-
tional was utilised in the Gaussian09 (Revision E.01) [71] programme. The Stuttgart
RSC 1997 [72–74] basis set and associated small effective core potential (60 elec-
trons), acquired from the basis-set exchange [55–57] was used for uranium while
the correlation consistent cc-pVDZ [60, 75] Dunning basis set was implemented for
the small elements (H, C, N, O). Geometry optimisations and excitations using the
Tamm–Dancoff Approximation (TDA) [76] to TD-DFT were calculated for both the
ground and excited state geometries. All structures were characterised as minima
by vibrational frequency analysis. QTAIM analysis on the uranyl unit for the com-
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Table 5.1: Symmetry properties of the irreps which contribute to the six
lowest excitations for each irrep.

Irrep Transition MO Character Irrep Transition MO Character

A1

b1→b1 σu→δu

B1

b1→a1 σu→φu
a1→a1 πu→φu a1→b1 πu→δu
b2→b2 πu→φu b2→a2 πu→δu
a1→a1 σg→φu a1→b1 σg→δu
b1→b1 πg→δu b1→a1 πg→φu
a2→a2 πg→δu a2→b2 πg→φu

A2

b1→b2 σu→φu

B2

b1→a2 σu→δu
a1→a2 πu→δu a1→b2 πu→φu
b2→b1 πu→δu b2→a1 πu→φu
a1→a2 σg→δu a1→b2 σg→φu
b1→b2 πg→φu b1→a2 πg→δu
a2→a1 πg→φu a2→b1 πg→δu

plexes was conducted using version 19.02.12 of AIMAll [77] and density difference
plots were generated using version 3.6 of Multiwfn. [78]

It is worth noting the basis set change; in Chapters 3, 4 and 6, the aug-cc-pVDZ
basis set was used; however for these larger complexes, obtaining minima geometries
at both the ground and excited states was problematic. It was found that using a
smaller basis set (cc-pVDZ) decreased convergence time and had limited impact on
the excitation energies of the complexes when compared to the aug-cc-pVDZ [61,
79] basis set. A selection of the complexes from Chapter 4 were optimised using
the cc-pVDZ basis set and the results are given in Table 5.2. It was found that the
difference in the excitation energies at both the ground and excited state geometries
between the aug-cc-pVDZ and cc-pVDZ basis sets was minimal, with the largest
deviation in excitation energy being 0.06 eV. In free uranyl the σu→δu excitation
energies are degenerate but for the other complexes excitations involving both δu

orbitals are given.
In the final study (Section 5.3.3), version 7.3 of the TURBOMOLE code [80]

was used for the ground state investigation, while Gaussian was used for the excited
state study; with the same model chemistry as Section 5.3.2. The distance from
the uranyl to the plane of the macrocycle (Table 5.13) was calculated by placing
an unbound atom in the centre of the macrocyclic ring and taking the distance
from that the the uranyl unit. The crown ethers have two different values as the
oxygens in the rings sit at different heights, in these cases, the unbound atom was
place in the centre of each diagonal pair of oxygens and the distance to the uranyl
unit was measured. Thermochemical corrections were calculated using the freeh
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Table 5.2: Excitation energies (∆E) of the optically allowed excitation of
principally σu→δu character calculated on a selection of complexes from
Chapter 4 with both aug-cc-pVDZ and cc-pVDZ basis sets at both the
ground and excited state geometries.

Complex Ground State ∆E (eV) Excited State ∆E (eV)
aug-cc-pVDZ cc-pVDZ aug-cc-pVDZ cc-pVDZ

Free Uranyl [UO2]2+ 2.43 2.42 2.18 2.17
(1) [UO2Cl4]2− 2.51/2.59 2.50/2.59 2.40/2.49 2.39/2.48

(3) [UO2(C2H5NO2)2]2+ 2.63/2.72 2.61/2.71 2.43/2.52 2.41/2.46
(5) UO2Cl2(OPH3)2 2.47/2.57 2.45/2.56 2.34/2.44 */2.43

*The lower energy state for complex (5) could not be found with the
cc-pVDZ basis set, but is not needed for the purpose of this study

internal module in TURBOMOLE. In order to obtain the energies of the theoretical
novel complexes in solvent; the COSMO (conductor-like screening model) method
[81] was utilised with an infinite dielectric constant to simulate water and a single-
point energy calculation was run on the minima geometries from the gas phase
calculations.

5.3 Results and discussion

5.3.1 Bending bare uranyl

The excitation energy as a function of the angle deviation from 180◦ for the
singlet and triplet excitations of each state are shown in Figure 5.2.
Looking at the overall ordering of the excitations energies, transitions from the
same hole MOs have similar energies to each other i.e. σu→δu and σu→φu. In
general, the excitation energy of the transition to a δu MO is lower in energy than
the corresponding φu MO, suggesting that the δ MO is more stabilised that the φu
MO. The reasoning for the ordering of the excitation energies in terms of the hole
MOs is somewhat trivial as it corresponds to the relative stabilisation and ordering
of the bonding MOs established in the literature. [82–84] As expected, excitations
from the σu MO are much lower in energy than excitation from the other MOs and
this is due to the relative destabilisation of the σu MO via a "pushing from below"
mechanism involving the pseudocore U6pσ orbital. [62, 85–88]

In the singlet excitations, there is a clear trend between the parity of the hole
MO and the excitation energy. Transitions which involve ungerade parity hole MOs
(σu and πu) decrease in energy as the uranyl unit becomes more bent. In contrast,
excitations involving gerade parity MOs (σg and πg) increase in energy as the uranyl
unit deviates from linear. This trend causes the order of the excitations to rearrange
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Figure 5.2: Trends in the excitation energy of the singlet (top) and triplet
(bottom) states as the uranyl unit deviates from linearity.

and can been seen by the crossings of the potential energy surfaces.
For the triplet excitations, the trends are largely similar to the singlets, how-
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ever there are variations at each angle. Firstly, bending the uranyl unit by 10◦ to
170◦ causes a decrease in all excitations by a similar magnitude. Second, bend-
ing from 170◦→160◦ results in the same trend as the singlet excitations, in which
excitations involving ungerade holes decrease in energy and those involving gerade
holes increase in energy. Finally, further bending from 160◦→150◦ causes the two
excitations involving the σg hole to increase in energy as well as the πg→δu and
σu→δu excitations. Overall, these trends largely match those of the singlet, with
the exception of the πg→φu and σu→δu excitations. It is worth noting that in the
σu→δu excitation, the increase in excitation energy from 160◦→150◦ is significantly
smaller than that of the other excitations which increase in energy.

Largely the singlet and triplet data show similar trends; with excitations involv-
ing the gerade hole MOs increasing in energy and those with ungerade MOs decreas-
ing in energy. There are two dominant factors which can contribute to the increase
in excitation energy; stabilisation of the hole MOs and/or destabilisation of the par-
ticle MOs. As the excitations are paired up into their respective hole MOs with
significant energy gaps between three of them (excitations involving σg and πu MOs
have similar energies) and the increase or decrease in excitation energy is dependent
on the parity of the hole MO, it can be speculated that the changes in excitation
energy as the uranyl unit is bent are dependent on the stabilisation/destabilisation
of the hole MOs.

These results suggest that the gerade hole MOs are stabilised and the ungerade
hole MOs destabilised as the uranyl unit bends. In Chapter 3 it was found that
the covalency decreased with increasing excitation energy and thus excitations with
ungerade parity MOs have higher covalency than excitations with gerade parity.
These results follow the same trend with the excitation energies as Chapter 3 and
therefore it can be suggested that the destabilised ungerade MOs have increased
covalency than the gerade MOs. It is also worth noting that for the particle MOs,
excitations involving δu MOs give the largest increase and smallest decrease in exci-
tation energy i.e. the changes are more positive than those involving the φu particle
MOs. This indicates that the δu MOs are more destabilised in comparison to the φu
MOs.

Figure 5.3 shows how the bonding and non-bonding MOs change as the uranyl
unit bends. The σu and δu MOs vary the most upon bending with increased orbital
overlap between the uranium 5f and oxygen 2p orbitals. The increased differences
in the δu MOs as the uranyl unit bends is evidence that the δu MOs become more
destabilised, particularly in comparison to the other particle MOs (φu) which remain
unchanged upon bending. The σg, πg hole MOs are relatively unchanged upon
bending and this is commensurate with the increased excitation energies. There is
a small change in the πu MOs as the uranyl unit is distorted, however these are very
minor and do not give an obvious visual explanation for the destabilisation of the
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πu MOs.

δu (a2/b1)𝜋g (b1/a2)σg (a1) 𝜋u (a1/b2)σu (b1) 𝜙u (b2/a1)

180°

170°

160°

150°

Figure 5.3: The effect of distorting the O-U-O angle on the hole and
particle MOs investigated in this study.

RASSI calculations at each geometry, which includes spin-orbit coupling interac-
tions, were performed in order to see if the σu→δu remain optically assessable as the
O-U-O bond is distorted. The excitation energy (∆E) of the spin orbit free (SOF)
and spin orbit coupled (SOC) σu→δu excitations, the overall percentage contribu-
tion from the σu→δu transition and the oscillator strength, for each angle is given in
Table 5.3. There are two SOF states which can contribute to the overall contribu-
tion of the σu→δu excitation, with a1 and b2 symmetry and hence excitations have
a degenerate nature, where SOF states ‘swap’ but the excitation energy and overall
contributions remain constant.

At each geometry, there are multiple σu→δu excitations, each one has a degener-
ate pair and these remain degenerate as the uranyl unit is bent. The RASSI results
showed that there were 3 excitations which had significant (65 %) σu→δu contribu-
tions and these are given in Table 5.3. Each of these three excitations are distinctive
and have individual characteristics which allow easy tracking between geometries.
Firstly, the lowest energy excitation has equal contributions (∼ 50 %) from both
spin-orbit free (SOF) states for a minimum total of 97% contribution. Second, a
single σu→δu SOF state (∼ 70 %) and equal contributions from both SOF σu→φu
triplet excitations (∼ 10 % ). The final excitation is the highest in energy and con-
sists of equal contributions from both σu→δu SOF states (∼ 33 % each) and then a
single σu→φu triplet SOF state (∼ 31 %).

It is worth highlighting that some of the excitations in Table 5.3 do not have
an exact oscillator strength value; most notably in the linear geometry; this is due
to the values being below the cutoff threshold of the calculation (1×10−5) and are
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Table 5.3: Spin orbit free (SOF) and Spin orbit coupled (SOC) excitation
energy and oscillator strength for the σu→δu triplet excitation

Uranyl SOF ∆E SOC ∆E Contribution Oscillator
Angle (◦) (eV) (eV) (%) Strength

180 2.95
2.68 99 <10−5

2.96 69 <10−5

3.34 66 <10−5

170 2.95

2.68 99 <10−5

2.95† 70 2.17×10−5

2.95† 70 2.27×10−5

3.33 67 <10−5

160 2.95
2.95† 72 6.78×10−5

2.95† 72 7.69×10−5

3.33 69 <10−5

150 2.97
2.70 97 1.25×10−5

2.96† 75 1.05×10−4

2.96† 75 1.38×10−4

3.33 72 <10−5

† degenerate excitations

henceforth labelled as < 10−5. The second lowest excitation for all distorted states
is recorded twice in Table 5.3 as despite being degenerate in energy and nature, the
corresponding oscillator strength values differ. The only example where this is not
the case is in the lowest energy excitation at 150◦ where only one of the degenerate
pair of excitations has an oscillator strength value associated with it.

From the RASSI results, it is clear that the oscillator strengths increase as the
uranyl unit is distorted and hence the σu→δu excitation becomes more optically
accessible. This is a positive result for the rest of the work given in this chapter
and hence justifies the focus of investigating this excitation in more complex bent
uranyl complexes.
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5.3.2 Synthetically realised complexes

The complexes studied, from the experimental literature are shown in Figure 5.4.
Table 5.4 compares the calculated and experimental uranium-ligand bond lengths
and O-U-O angle. Throughout this section the coordinating ligands will be labelled
as: Oyl, L0 and L−; corresponding to the uranyl oxygen, neutral ligands (N, N and
O(THF)) and negatively charge ligands (Cl, OTf and O(Phen)), respectively.

Complex (i) Complex (ii) Complex (iii)

Figure 5.4: Experimental complexes studied in this investigation, refer-
ence [16] for a review

5.3.2.1 Ground State Geometry

At the ground state geometries, there is good agreement between the experimen-
tal and DFT geometries, shown in Table 5.4. [1, 10, 48] The DFT values are mostly
larger than the experimental, with the U-Oyl bond lengths in considerably better
agreement than the U-L bond lengths (average difference 0.009 for U-Oyl and 0.069
for U-L).

Table 5.4: Comparison of the average bond lengths between the uranium
centre and ligands between this study (DFT) and the experimental liter-
ature [1, 10, 48] (Exp). L1 are the neutral ligands and L2 the negatievly
charged ligands. (L1: N, N and O(THF) and L2: Cl, OTf and O(Phen)
for complexes (i) - (iii) respectively.)

Complex U-Oyl (Å) U-L1 (Å) U-L2 (Å) O-U-O (◦)
Exp DFT Exp DFT Exp DFT Exp DFT

Complex (i) 1.778 1.781 2.706 2.788 2.675 2.691 161.8 162.6
Complex (ii) 1.771 1.775 2.611 2.740 2.405 2.334 162.8 168.3
Complex (iii) 1.773 1.793 2.459 2.555 2.200 2.211 167.8 166.5

In free uranyl, the triplet σu→δu excitation energy with the cc-pVDZ basis set is
2.42 eV; the excitation consists of a single hole→particle transition of 98% contribu-
tion. As was the case in Chapter 4, these complexes have several MOs in which there
is σu character in the uranyl unit; shown in Figure 5.5. In contrast to Chapter 4,
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where there was a clear bonding/antibonding interactions between the uranium and
equatorial equatorial ligands orbitals arising in two MOs of σu character; the MOs
here are more complex however, you can see some bonding/antibonding interac-
tions. The total contribution of σu→δu character is given in Table 5.5 by summing
all three contributions from the three different σu MOs. For these complexes, the
T3 excitation in complex (i) has the largest contribution of σu→δu nature (93.7%)
and T2 in complex (ii) has the lowest (40.8%).

Table 5.5: Excitation energies (∆E), and overall contribution of the
σu→δu excitation at the ground state geometry

Complex State ∆E (eV) Contribution (%) State ∆E (eV) Contribution (%)

(i) T1 2.46 60.4 T3 2.56 93.7
(ii) T1 2.37 73.9 T2 2.44 40.8
(iii) T9 2.41 75.1 T29 3.59 62.9

The excitation energies in the complexes are similar to free uranyl, with each
complex having one excitation very close, between +0.01 & +0.04 eV, to that of free
uranyl (2.42 eV). As the O-U-O angle decreases, the excitation energy increases,
commensurate with the CASPT2 study (Figure 5.2). As discussed previously, (Sec-
tion 5.3.1) a contributing factor to an increase in excitation energy can be the
stabilisation of the hole MO (σu) and/or destabilisation of the particle MO (δu).

Figure 5.5: Complex (ii) MOs with σu character; arranged left to right
in order of energy where left is the lowest energy MO (145, 159 & 161)

The ground state QTAIM metrics are given in Tables 5.6 and 5.7; as was the
case in Chapter 4 comparisons to the excited state are only conducted at the relaxed
excited state geometries (Section 5.3.2.2).

In comparison to free uranyl, studied in Chapter 3, the complexes all have lower
values for the topological metrics, indicating that there is a decrease in the cova-
lency of the U-Oyl bond upon complexation, as was the case in Chapter 4. This is
somewhat intuitive as there is now a full coordination sphere and hence the electron
sharing in the uranyl unit will decrease in order for the uranium to coordinate with
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Table 5.6: Topological QTAIM metrics: ρBCP, ∇2ρBCP and HBCP at the
ground state geomtries.

Bond Metric Complex (i) Complex (ii) Complex (iii)

U-Oyl

ρBCP 0.284 0.285 0.282
∇2ρBCP 0.368 0.391 0.301
HBCP -0.250 -0.253 -0.246

U-L0
ρBCP 0.032 0.036 0.041
∇2ρBCP 0.101 0.109 0.172
HBCP 0.0002 -0.002 0.001

U-L-
ρBCP 0.057 0.067 0.084
∇2ρBCP 0.161 0.301 0.408
HBCP -0.008 -0.002 -0.006

the equatorial ligands. These values are also comparable to those seen in the previ-
ous chapter (Chapter 4), very similar to complex (1) ([UO2Cl4]2−), indicating that
the bending of the O-U-O unit does not have much effect.

The covalency is much more enhanced in the uranyl unit in comparison to the
coordinating ligands, which is shown by the larger metrics for U-Oyl than U-L0 and
U-L−. The U-Oyl metrics are very similar between complexes and hence the small
variation in the O-U-O angle is not affecting the topological properties of the U-Oyl

bond.
When comparing the two different ligand interactions, metrics for the negatively

charged ligands (L−) are larger in magnitude. As the ρBCP values are all significantly
lower than 0.2, the increase in the metrics for L− are purely electrostatic as ρBCP

indicates the charge accumulated at the BCP. This is also the case for the U-O
ligand bonds (L0 and L− in complex (iii) and L− in complex (ii)), which have a
larger magnitude than nitrogen or chlorine ligands. Oxygen is more electronegative
than both nitrogen and chlorine and hence there is a larger charge accumulated at
the BCP for U-O bonds than U-Cl or U-N.

The integrated properties of the electron density; charge (q), localisation index
(λ) and delocalisation index (δ), are given for the coordinating atoms in Table 5.7.
It is worth noting that during the computation, an ECP replaced 60 core electrons
in uranium and therefore when considering the localisation index, these 60 electrons
are added as they are also localised on the uranium.

Upon complexation, the same trends as in chapter 4 were observed: qO, qU,
δU-Oyl , qUO2 , λUO2 and λU decrease (qO and qU become more negative) and λOyl

increases. The decrease in δU-Oyl further indicates a decrease in the covalency in
the uranyl unit, while an increase in the λOyl potentially suggests an increase in
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Table 5.7: Integrated QTAIM metrics: q, λ and δ at the ground state
geometries.

Atom Metric Complex (i) Complex (ii) Complex (iii)

U q 2.704 2.797 2.786
λ 86.680 86.606 86.765

Oyl

q -0.877 -0.824 -1.011
λ 7.780 7.749 7.884
δ 1.755 1.732 1.785

UO2
q 0.950 1.149 0.764
λ 105.847 105.682 106.169

L0 δ 0.193 0.210 0.223

L- δ 0.478 0.394 0.492

the reactivity. δU-L0/δU-L− are much lower at the δU-Oyl , again in agreement with
the topological metrics in Table 5.6. When comparing the uranyl metrics between
the complexes, the overall trend is that the magnitude of the metric is largest in
complex (iii) and smallest in complex (ii). The exception is qU, which decreases
with decreasing O-U-O angle (complex (ii) > complex (iii) > complex (i)).

Overall, the metrics in Tables 5.6 and 5.7 are very similar to those of the linear
uranyl complexes studied in Chapter 4. The QTAIM analysis here provides little
evidence for electronic effects contributing to the bending in the uranyl unit and
therefore the bending is likely to be steric in origin.
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5.3.2.2 Excited State Geometries

Table 5.8 compares the O-U-O angle and the excitation energy of the σu→δu
excitation at both the ground and excited state geometries. It was expected that
exciting from a bonding to a non-bonding MO would weaken the U-Oyl bond and
result in a larger O-U-O bend and this was the case for all complexes except complex
(iii) T29. As was the case in Chapter 4, the excitation energy is red-shifted at the
excited state geometries, indicating relative destabilisation of the ground state. This
red shift is loosely correlated with the increase in bending of the uranyl unit, complex
(ii) exhibits the largest changes in both excitation energy and O-U-O bending.

Table 5.8: Comparison of the O-U-O bond angle (Angle) and excitation
energy (∆E) for the σu→δu triplet excitation at the ground and excited
state geometries

Complex State Ground State Geometry Excited State Geometry
Angle (◦) ∆E (eV) Angle (◦) ∆E (eV)

Complex (i) T1 162.6 2.46 162.1 2.37
T3 2.56 158.9 2.45

Complex (ii) T1 168.3 2.37 162.9 2.11
T2 2.44 165.7 2.25

Complex (iii) T9 166.5 2.41 164.1 2.24
T29 3.59 171.2 3.01

Upon excitation, most of the uranium-ligand bond lengths increase with the
biggest increase seen in the U-Oyl bond. These results are commensurate with the
excited state geometries calculated in Chapter 4. The larger increase in the U-Oyl

over the equatorial ligands is expected as the excitation is from a bonding to a non-
bonding MO and hence the equatorial ligands are not involved in the excitations.
Interestingly the distance between the uranium and the macrocyclic ligand (complex
(ii) L0) decreases upon excitation and this could be a possible reason for the larger
increase in the bending of the uranyl unit due to increased steric interactions.

QTAIM metrics of the excited state electronic structure at the excited state ge-
ometries are given in Tables 5.10 and 5.11. In comparison to the ground state
electronic structure at ground state geometries (Tables 5.6 and 5.7), the metrics
for the U-Oyl bonds decrease, indicating a decrease in covalency and hence an ex-
planation for the slightly enhanced bending. As was the case at the ground state
geometries, the uranyl metrics are all similar across the complexes. When compared
to the free uranyl study, (Chapter 3), the decrease in the uranyl metrics are very
similar, indicating a consistent change in the electronic structure upon excitation. In
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Table 5.9: Geomertic bond lengths (Å) at the excited state geometries.

Complex State U-Oyl U-L0 U-L−

Complex (i) T1 1.811 2.793 2.713
T3 1.823 2.785 2.735

Complex (ii) T1 1.813 2.703 2.367
T2 1.814 2.732 2.370

Complex (iii) T9 1.815 2.565 2.236
T29 1.821 2.533 2.330

contrast to the metrics associated with the uranyl unit, there is very little change in
the metrics for the uranium-ligand BCPs, given that these are not directly involved
in the excitation.

Table 5.10: QTAIM topological metrics at the excited state electronic
structures at the excited state geometry

Bond Metric Complex (i) Complex (ii) Complex (iii)
T1 T3 T1 T2 T9 T29

U-Oyl

ρBCP 0.258 0.258 0.259 0.260 0.262 0.279
∇2ρBCP 0.401 0.365 0.399 0.404 0.362 0.266
HBCP -0.206 -0.205 -0.207 -0.209 -0.212 -0.236

U-L0
ρBCP 0.032 0.031 0.039 0.038 0.040 0.045
∇2ρBCP 0.095 0.101 0.113 0.106 0.167 0.178
HBCP -0.0001 0.0004 -0.002 -0.001 0.001 0.0005

U-L-
ρBCP 0.055 0.049 0.062 0.064 0.078 0.065
∇2ρBCP 0.145 0.149 0.268 0.274 0.385 0.309
HBCP -0.007 -0.004 -0.001 -0.002 -0.004 -0.0005

As was the case for the topological metrics, the integrated metrics involving
the uranyl unit have the biggest changes. At the excited state geometries, δU-Oyl

decreases, with the exception of complex (iii) T29, indicating a decrease in electron
sharing at the excited state geometries. This is also consistent with the decrease in
O-U-O angle for all complexes except complex (iii) T29. qOyl becomes more negative
for geometries of complex (i) and less negative for complexes (ii) and (iii) and this
is largely reflected in the λOyl

metrics, which all decrease except for T3 of complex
(i) (you would also expect λOyl

to increase for T1 of complex (i) too). qU decreases
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Table 5.11: QTAIM integrated metrics at the excited state electronic
structures at the excited state geometry

Atom Metric Complex (i) Complex (ii) Complex (iii)
T1 T3 T1 T2 T9 T29

U q 2.689 2.625 2.756 2.759 2.689 2.930
λ 86.570 86.810 86.825 86.724 86.703 26.224

Oyl

q -0.834 -0.964 -0.806 -0.804 -1.024 -0.934
λ 7.690 7.881 7.669 7.680 7.873 7.715
δ 1.708 1.753 1.703 1.678 1.676 1.976

UO2
q 1.022 0.697 1.145 1.152 0.641 1.062
λ 105.548 106.142 105.765 105.630 105.882 105.681

L0 δ 0.197 0.187 0.255 0.243 0.218 0.268

L- δ 0.585 0.407 0.385 0.378 0.539 0.476

for all structures except complex (iii) T29 and λU increases in half the geometries
(T3 complex (i) and T1 & T2 complex (ii)). The changes in δU-L− varies between
complexes; in complex (ii) for both structures δU-L0 increases and δU-L− decreases.
In complex (i), the lower energy structure (T1) both δU-L0 and δU-L− increase, while
in the higher energy structure (T3) they both decrease. Finally in complex (iii),
δU-L0 decreases and δU-L− increases in T9, while the reverse trend in seen in T29.

At the excited state geometries, the uranyl unit becomes more bent for all but
one state (complex (iii) T29) and this is reflected in the decrease in δU-Oyl and thus
indicating a decrease in covalency. It is also worth noting that the smallest angles
are seen in the complex (i) structures and the uranyl oxygens at the excited state
geometries increase in negative charge, indicating increased reactivity.
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5.3.3 Theoretical complexes

From the previous section, it was concluded that steric interaction was the main
source of bending in the synthetically realised complexes. It was thought that com-
plexation by a macrocyclic ligand would maximise steric interaction and enhance
bending. This idea originated from work by Pedrick et.al [10], who synthesized one
of the complexes studied in the previous section (Complex (ii)). It was thought that
a more rigid variation of this macrocycle would initiate a more significant bend. It
was also expected that oxygen and nitrogen donor ligands would be a good choice
as they have a strong interaction with uranium and hence a potential pathway for
bending via electronic origins.

There are two types of macrocycles used this investigation (Figure 5.6), crown
ethers and porphyrinoids, and the rationale for choosing these ligands is discussed in
Section 5.1. The 18C6 crown ether is included as it is experimentally known to bind
uranyl via inclusion and is therefore used as a reference. [31–34] Figure 5.6 shows the
macrocycles investigated, macrocycles: (A)-(C) denote the crown ethers while com-
plexes (D) and (E) are the porphyrinoids (porphyrin [porph] and phthalocyanine
[phthalo] respectively).

Phthalocyanine
(E)

Porphyrin
(D)

12C4
(B)

18C6
(C)

8C4
(A)

Figure 5.6: Macrocyles studied: (A)-(C) denote the crown ethers while
complexes (D) and (E) are the porphyrinoids (porphyrin [porph] and
phthalocyanine [phthalo] respectively).
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5.3.3.1 Ground state geometries

Initially, both binding modes (side-on and inclusion) of the macrocycles were
investigated; as shown by Figure 5.7. The pore size of the un-coordinated macro-
cycles, found by halving the bisecting distance, O-U-O angle and the difference in
energy between the binding modes are compared in Table 5.12.

Inclusion Side-on

Figure 5.7: Inclusion vs side-on coordination of the uranyl unit to the
porphyrin macrocycle

Table 5.12: Comparing uranyl bond angle (O-U-O) and energy difference
(δE) between the inclusion and side-on binding in minima geometries

Complex Pore Size (Å) Binding O-U-O (◦) δE (eV)

(A) 1.68 Side-on 159.3 /8C4

(B) 2.04 Inclusion 176.8 2.68412C4 Side-on 98.3

(C) 2.60 Inclusion 177.2 -1.73018C6 Side-on 109.7

(D) 2.03 Inclusion 179.8 0.550Porph Side-on 95.9

(E) 1.95 Inclusion 179.7 1.404Phthalo Side-on 98.3

For all macrocycles, except the (C), the side-on coordination complexes are
more stable. The pore size for the (A) crown ether was found to be too small to
complex to uranyl via inclusion as when calculated the (A) ring dissociated into 4
CH2O molecules. Macrocycles (B), (D) and (E) have very similar pore sizes, when
un-coordinated. Due to the rigid nature of macrocycles (D) and (E), the pore
size does not change when coordinated. In contrast, the pore size in macrocycle
(B) changes depending on the coordination; for inclusion coordination the pore size
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increases to 2.25 Å and decreases to 1.97/1.29 Å when uranyl is bound by side-on
coordination. This is the main reason for the large increase in the stability of the
side-on coordination of macrocycle (B) over the inclusion complex, in comparison
to complexes (D) and (E). Both macrocycles (D) and (E) have a variation in the
diagonal N-N distance; the smaller of the two being recorded in Table 5.12. The
larger pore size for (E) corresponds to the smallest pore size in (D) and hence
provides further explanation to the increase in relative stability of the (E) over the
(D) side-on complexes.

The single point energies of the macrocycles (D) and (E) at the uncomplexed,
side-on and inclusion conformations, without the uranyl unit were also calculated.
These showed that there was little difference between the energies of the uncom-
plexed and side-on coordination (∼0.01 a.u.). In contrast, the difference between
macrocycles (D) and (E) in the uncomplexed and inclusion conformations showed
that (E) is much more destabilised than (D) and hence the reason for the overall
increase in stability when comparing the inclusion and side-on conformations.

In addition to the side-on coordination being preferred; the uranyl unit is also
distorted in these complexes. This is particularly prominent in complexes (D) and
(E); where the uranyl is almost cis uranyl; which is emphasised by the equatorial
O-U-N angle, which is 173◦ in (D) and 176◦ in (E).

Table 5.13 gives the average distance from the uranium to the macrocycle oxygens
(U-M), the uranyl unit to the plane of the macrocycle (UO2-P) and the uranium to
the uranyl oxygens (U-Oyl). There are two UO2-P distances presented for (A) and
(B) as the oxygens do not occupy the same plane. Specific details for the uranyl-
plane of macrocycle measurement can be found in Section 5.2.2. In complex (C),
the 18C6 crown ether curved upwards, see Figure 5.8 as if to encase the UO2 and
therefore a UO2-P measurement was not taken.

Figure 5.8: (C) (18C6) side-on complex, showing the crown ether unit
curving as if to encase the uranyl unit

In complexes (A) - (C), the U-M bond lengths are slightly longer than in com-
plexes (D) & (E); typically, U-N bonds are slightly longer than U-O bonds. [89]
This correlates with the O-U-O angle, which is smaller in (D) & (E) than the
rest,and hence suggesting that the uranyl unit is more distorted due to steric in-
teractions. As the pore size decreases, the uranyl unit becomes closer to the plane
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Table 5.13: Important bond lengths (Å): uranium to macrocycle O/N
(U-M), distance of the uranyl unit above the macrocycle plane (UO2-
P) and the U-O bond length in the uranyl unit (U-Oyl); in the side-on
coordinated complexes.

Complex/ (A) (B) (C) (D) (E)
Length (Å) 8C4 12C4 18C6 Porph Phthalo

U-M 2.48 2.52 2.57 2.46 2.432.95

UO2-P
2.04 1.60 * 1.41 1.312.31† 1.75†

U-Oyl 1.73 1.76 1.80 1.82 1.82

Pore 1.68 2.04 2.60 2.03 1.95

*(C)curved upwards, no clear UO2-P measurement
† (A) & (B) have staggered oxygens; two U-P values

of the macrocycle, with the exception of (A). As the O-U-O angle is smaller in
complexes (D) & (E), the U-Oyl bond length is therefore larger than in complexes
(A) - (C). The major difference between the complexes (D) & (E) is the height of
the uranyl unit above the macrocycle plane (UO2-P).

The uranyl vibrational modes for both coordination types are given in Table 5.14;
there are two modes of interest, the symmetric and asymmetric stretches. In free
uranyl, the symmetric stretch is at a lower wavenumber than the asymmetric stretch.
[89]

For all complexes, except (C), the vibrational frequencies are higher for the side-
on coordination over inclusion. When considering vibrational analysis, generally the
higher the frequency, the more force is required to vibrate the bond and hence it is
more difficult to activate and this can therefore correlate to bond strength. [89–93]
The vibrational data given in Table 5.14 indicates that for the side-on complexes,
the U-O bond becomes weaker upon complexation. There is a positive correlation
between the O-U-O bond angle and the vibrational frequency, the smaller the angle,
the lower the frequency. In comparison to the side-on complexes, the inclusion
complexes have a much smaller O-U-O angle range, close to 180◦ and this is reflected
in the vibrational data. Interestingly, the side-on complexes of (D) & (E) result
in the asymmetric stretch being lower than the symmetric and in general as the
uranyl unit is distorted, the asymmetric stretch decreases more drastically than the
symmetric. A possible explanation for this could be due to the repulsion caused
in the symmetric stretch when the oxygens are moving towards the uranium, at a

157



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

Table 5.14: Comparing the symmetric and asymmetric stretches (cm−1)
of the uranyl unit in the complexes

Complex Binding Symmetric Asymmetric

(UO2)2+ / 1074.5 1169.30

(A) Side-on 966.79 1052.508C4

(B) Side-on 912.85 949.85
12C4 Inclusion 885.84 985.93

(C) Side-on 858.92 869.87
18C6 Inclusion 918.54 999.72

(D) Side-on 879.02 822.91
Porph Inclusion 849.17 936.16

(E) Side-on 881.93 827.92
Phthalo Inclusion 861.11 929.33

smaller O-U-O angle the oxygen’s are much closer together in the symmetric stretch
than in a linear arrangement.

In order to further understand the origins of the bending in the side-on complexes,
QTAIM analysis was conducted; topological and integrated properties of the electron
density at important critical points are shown in Tables 5.15 and 5.16.

Table 5.15: Topological properties at the important critical points: elec-
tron density (ρ), laplacion of electron density (∇2ρ) and energy density
(H) at the ground state electronic structure at the ground state geome-
tries.

Complex/ Metric (A) (B) (D) (E)
Bond 8C4 12C4 Porph Phthalo

U-Oyl

ρBCP 0.341 0.312 0.271 0.272
∇2ρBCP 0.228 0.262 0.371 0.366
HBCP -0.356 -0.298 -0.222 -0.223

U-M
ρBCP 0.056 0.051 0.068 0.071
∇2ρBCP 0.139 0.172 0.174 0.183
HBCP -0.003 -0.002 -0.008 -0.010

It is worth noting that only two of the oxygens in (A) appear to be bonding,
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this was confirmed by analysing the output file, which only had two oxygens in the
crown ether ring present in the topological data. From the geometry analysis given
in Table 5.13 it was noted that there are two different U-O (U-crown ether) (A) bond
lengths: 2.48 & 2.95 Å, the longer is much larger than typical U-O bond lengths
and hence these can considered as ’non-bonding’ with the uranium. Therefore, the
QTAIM data in Tables 5.15 and 5.16 for complex (A) is the average from the two
‘bound’ oxygens (U-O bond length 2.48 Å). Do to the inflexibility of crown ether
(A) it cannot rearrange itself to bind the uranium with all four oxygens the way
crown ether (B) does.

Table 5.16: Integrated properties: charge (q), localisation (λ) and de-
localisation (δ) indices for the ground state electronic structures at the
ground state geometries.

Complex/ Metric (A) (B) (D) (E)
Atom 8C4 12C4 Porph Phthalo

U q 2.993 2.929 2.812 2.810
λ 86.296 86.189 86.105 86.097

Oyl

q -0.708 -0.748 -0.867 -0.865
λ 7.507 7.557 7.737 7.738
δ 2.176 2.137 1.997 2.003

UO2
q 1.578 1.433 1.077 1.081
λ 105.752 105.629 105.646 105.644

M δ 0.378 0.325 0.461 0.465

The topological properties at the bond critical points are given in Table 5.15;
these values indicate that the interaction between the uranium and the macrocycle
O/N is stronger in complexes (D) & (E) than in (A) & (B). This is further en-
hanced by the larger magnitudes of U-Oyl ρBCP and HBCP in (A) & (B), indicating
that the U-Oyl bond has increased covalency. The integrated properties also support
these conclusions as δU-Oyl is larger in (A) & (B) while δU-M is smaller.

There is a significant difference in qUO2 between the two types of macrocycle;
with this being significantly smaller in complexes (D) & (E). It would be expected
that this decrease in qUO2 would be reflected in the λUO2 ; however this is not the case
as λUO2 is very consistent between the complexes. The difference in qUO2 between
(D)/(E) and (A) & (B) can be attributed to the increase in the δU-M in the
porphyrinoid complexes; δU-M increases by 0.13 between the two types of macrocycle,
which when accounting for all four U-M bonds is roughly the value of the difference
between the charges on the uranyl unit between the two types of macrocycle (∼0.45).
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The QTAIM analysis shows that the complexes (D) & (E) reduce the covalency in
the UO2 unit and hence the uranyl unit can be more distorted.

Comparing these macrocyclic complexes to those studied in the previous section
(Section 5.3.2), it was found that the topological metrics are all larger than com-
plexes (i) - (iii) for the O/N coordination (L0 values in Table 5.6). For complexes
(D) & (E), this is likely because the porphyrinoids are negatively charged com-
pared to the L0 U-N ligands being neutral in the previous study. In comparison to
complex (ii) the macrocyclic complexes have: increased qU and δ, decreased λU and
λOyl and less negative qO. This is consistent with an increase in covalency between
both U-Oyl and U-L in comparison to (ii) and a increase in qUO2 (less negative)
which arises from the decrease in λU and λOyl. This increase in covalency in the
uranyl unit is likely due to the partially filled coordination sphere of the macrocyclic
complexes, further comparison to complexes (i) - (iii) will be replicated later when
the coordination sphere of the macrocyclic complexes is complete.

Table 5.17: Excitation energies (∆E) for the triplet σu→δu excitation for
the complexes studied

Complex State ∆E (eV) State ∆E (eV)

(A) 8C4 T3 2.27 T4 2.34

(B) 12C4 T3 2.35 T4 2.54

(D) Porph T13 2.64 T20 3.00

(E) Phthalo T8 2.59 T17 2.92

As with the previous studies in this chapter, the σu→δu excitation is studied
and the resultant excitation energies are given in Table 5.17. In agreement with
the previous two studies (Sections 5.3.1 and 5.3.2), the smaller the O-U-O angle,
the larger the excitation energy. The blue shift in excitation energy indicates that
the δu MO is more destabilised, possibly due to steric interactions from the uranyl
oxygens, which would be closer to the δu MO electron density as the uranyl unit
bends. This was also seen in Section 5.3.2, however complexes (A) & (B) have
a lower excitation energy than the complexes in Section 5.3.2 and a smaller O-U-
O angle. The reason for this may be due to the unfilled coordination sphere in
these complexes and therefore comparisons to other complexes will be held until the
coordination sphere is filled.

In order to build a more chemically representative picture of the trends involved,
the study of each complex was repeated with a completed solvation sphere. This was
done by adding two of the same small solvent molecules to uranyl. For each type of

160



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

macrocycle (porphyrinoid and crown ether), two different ligands were investigated;
water (H2O) and THF for (D) & (E) and hydroxide (OH) and phenoxide (Phen)
ligands for (A) & (B); the minima geometries are shown in Figure 5.9.

8C4 OH
(a)

8C4 Phen
(a)

12C4 OH
(b)

12C4 Phen
(b)

Porphyrin H2O
(d)

Porphyrin THF
(d)

Phthalocyanine H2O
(e)

Phthalocyanine THF
(e)

Figure 5.9: Fully coordinated complexes

Table 5.18 shows that upon complexation the O-U-O bond angle increases, with
the largest increase seen with the complexation of the larger ligands (THF and
phenoxide). The uranyl angle in complexes (D) & (E) are still significantly low in
comparison to the literature, [10, 16] whereas in complexes (A) & (B) the uranyl
unit is close to linear.

Table 5.18: Uranyl bond angles at the ground state geometries of the
complexes

Complex Ligand Angle (◦) Complex Ligand Angle (◦)

(a) None 159.3 (d) None 95.9

8C4 OH 179.8 Porph H2O 99.9
Phen 173.7 THF 111.6

(b) None 135.7 (e) None 98.3

12C4 OH 169.7 Phthalo H2O 105.1
Phen 170.0 THF 121.1

Table 5.19 gives the average distance from the uranium to the macrocycle O/N
(U-M), the uranyl unit to the plane of the macrocycle(UO2-P), the uranium to the
ligand (U-Olig) and the uranium to the uranyl oxygens (U-Oyl). As seen previously,
complex (a) has two different U-M bond lengths and is suspected that only two of the
oxygens are interacting with the uranium (smallest of the bond lengths). The bond
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lengths for the UO2(OH)2(H2O)2 complex have also been included in Table 5.19 as
this will be used as a reference complex.

Table 5.19: Important bond lengths (Å) in the fully coordinated com-
plexes: uranium to macrocycle O/N (U-M), distance of the uranyl unit
above the macrocycle plane (UO2-P), uranium to ligand (U-Olig) and the
U-O bond length in uranyl (U-Oyl)

Complex Ligand U-M UO2-P U-Olig U-Oyl

(a) OH 2.94/3.33 2.79/2.54 2.14 1.79
8C4 Phenoxide 2.79/3.82 2.89 2.16 1.78

(b) OH 3.02 2.27 2.15 1.79
12C4 Phenoxide 3.00 2.27 2.18 1.78

(d) H2O 2.49 1.39 2.7 1.85
Porph THF 2.55 1.48 2.63 1.83

(e) H2O 2.48 1.48 2.72 1.84
Phthalo THF 2.54 1.57 2.57 1.83

Bond Lengths for reference UO2(OH)2(H2O)2 complex:
U-OH: 2.17 Å, U-OH2: 2.57 Å and U-Oyl: 1.79 Å

In comparison to the bare uranyl complexes (Table 5.13), the U-Oyl bond length
has increased for all complexes. In complexes (a) & (b), the distance between the
uranyl unit and the macrocycle plane (UO2-P) has increased by 0.5 Å. As the uranyl
unit is further away from the macrocycle, there is less steric interaction from the
crown ether macrocycle and hence the uranyl unit becomes more linear. This is also
seen in complexes (d) & (e), but not to the same extent as the biggest increase is
0.09 Å.

The vibrational data is given in Table 5.20; shows the symmetric and asymmetric
stretches of the uranyl unit in the complexes. The theoretical complexes all have
lower vibrations than the UO2(OH)2(H2O)2 complex; which indicates that the U-O
bond weakens when coordinated to a macrocycle. The values in complex (a) are very
close to the UO2(OH)2(H2O)2, which was expected as the O-U-O angle is almost
linear in this complex. The vibrations are all lower than in the corresponding ‘free’
complexes (Table 5.14); again, this was expected as now the coordination sphere is
filled, the U-Oyl bond would become weaker as its coordinated to more ligands, the
vibrations for free uranyl are much higher than the UO2(OH)2(H2O)2 complex used
as a reference. As with the ‘free’ complexes the symmetric stretches in complexes (d)
& (e) are higher in wavenumber than the asymmetric stretch, in comparison to the
rest, in which the symmetric stretch has a lower wavenumber than the asymmetric

162



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

stretch.

Table 5.20: Comparing the symmetric and asymmetric stretches (cm−1)
in the uranyl unit

Complex Ligand Symmetric Asymmetric

UO2(OH)2(H2O)2 / 858.66 937.50

(a) OH 860.59 934.49
8C4 Phen 845.11 950.42

(b) OH 847.94 922.51
12C4 Phen 842.32 936.71

(d) H2O 832.41 780.66
Porph THF 824.31 791.51

(e) H2O 844.70 798.84
Phthalo THF 816.16 809.34

Exchange reactions can be constructed in order to assess the relative stability of
these complexes in comparison to a reference complex, UO2(OH)2(H2O)2. [94] These
are shown in Equations 5.1 and 5.2 for complexes (d)/(e), and (a)/(b) respectively.

UO2Por(X)2 + 2(H2O)→ UO2(OH)2(X)2 +H2Por (5.1)

UO2CE(X)2 + 2(H2O)→ UO2(H2O)2(X)2 + CE (5.2)

Equation 5.1 represents complexes (d) & (e), with ligand X (H2O or THF) on the
left hand side with the right-hand side giving the protonated (d)/(e) macrocycle
(H2Por) and the variation of the reference complex. In Equation 5.2 CE denotes the
(a)/(b), crown ether macrocycle and X represents the hydroxide/phenoxide ligands.

In order to calculate these stabilities computationally, both solvent and thermo-
chemical corrections are made to provide the free energy. The thermally corrected
energy differences calculated in both the gas and solvent phases are shown in Ta-
ble 5.21 (note the thermal correction is the same for both the gas and the solvent
phase). The thermal correction was calculated from the difference between the ther-
mally corrected gas phase and the gas phase values. The solvent and gas phase
differences are very close in energy, with the largest difference being 0.15 eV for
hydroxide ligation in complex (a).

The data in Table 5.21 shows that the reference complexes and the individual
macrocycle i.e. the right-hand side of the equation are more stable than the the-
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Table 5.21: Electronic reaction energies (eV) for both the gas and solvent
phases

Complex Ligand Uncorrected Thermally Corrected
Gas Solvent Gas Solvent

(a) OH 1.05 0.89 0.65 0.50
8C4 Phen 1.01 0.98 0.76 0.73

(b) OH 0.60 0.50 0.32 0.21
12C4 Phen 0.61 0.64 0.49 0.52

(d) H2O 1.53 1.63 1.21 1.30
Porph THF 1.87 1.83 1.62 1.58

(e) H2O 1.68 1.75 1.38 1.45
Phthalo THF 1.67 1.60 1.42 1.35

oretical complexes. Out of these theoretical complexes, the hydroxide ligation in
complex (b) is most likely to exist in solvent, which is unsurprising as the 12C4
uranyl complex has been experimentally studied. [35] Complexes with the crown
ether macrocycles ((a) & (b)) are more stable when compared to the complexes
which contain porphyrinoid rings ((d)/(e)) with the hydroxide complexes more sta-
ble in solvent. In comparison, water ligation in complexes (d) & (e) are less stable
in solvent. In the gas phase, the complexes with smaller ligands (OH and H2O) are
more stabilised than the larger ligand equivalent and therefore these were used in
the excited state investigation (which is conducted in the gas phase).

From this point, Gaussian09 (Revision E.01) [71] was used in order to obtain
excited state geometries. The excitation energy (∆E) of the σu→δu excitation is
given in Table 5.22; δ compares the excitation energies of the fully coordinated
complexes to the bare uranyl equivalents (Table 5.17). By comparing the overall
nature of these excitations, it was found that the higher energy excitation in the
bare uranyl complexes best matched the excitations given in Table 5.22.

When the coordination sphere is completed, the excitation of interest increases
in energy, with the biggest deviations seen in complexes (d) & (e). This could be
due to the destabilisation of the δu MO’s in these complexes. As with the other
complexes, the excitation energy increases with decreasing O-U-O angle. However,
upon comparison to complexes (i) - (iii) studied in Section 5.3.2 this trend does not
hold as complexes (i) - (iii) have smaller O-U-O angles than complexes (a) & (b)
and lower excitation energies.

The topological and integrated QTAIM metrics are given in Tables 5.23 and 5.24
at the ground state electronic structure for the ground state geometries of the fully
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Table 5.22: Excitation energies (∆E), for the OH/H2O ligand complexes
and the smallest difference in energy (δ) to the bare complexes in Ta-
ble 5.17, for the σu→δu triplet excitation

Complex State ∆E (eV) δ (eV)

UO2(OH)2(H2O)2 T1 2.54 /

(a) 8C4 T1 2.52 0.18

(b) 12C4 T1 2.60 0.06

(d) Porph T32 3.35 0.35

(e) Phthalo T32 3.27 0.35

coordinated complexes.

Table 5.23: ρBCP, ∇2ρBCP and HBCP QTAIM metrics at the uranium-
oxygen (U-Oyl), uranium-ligand (U-L) and uranium-macrocycle (U-M)
BCPs at the ground state electronic structures of the fully coordinated
complexes at the ground state geometries.

Complex/Bond Metric (a) 8C4 (b) 12C4 (d) Porph (e) Phthalo

U-Oyl

ρBCP 0.278 0.275 0.246 0.248
∇2ρBCP 0.381 0.393 0.429 0.429
HBCP -0.240 -0.235 -0.183 -0.186

U-L
ρBCP 0.117 0.114 0.033 0.036
∇2ρBCP 0.442 0.424 0.118 0.136
HBCP -0.028 -0.026 -0.0002 0.0002

U-M
ρBCP 0.020 0.016 0.059 0.060
∇2ρBCP 0.073 0.060 0.186 0.194
HBCP -0.0005 -0.001 -0.004 -0.005

In comparison to the topological properties given in Table 5.15, the ρBCP values
at both the U-Oyl and U-M critical points decrease. The ρBCP values at the U-
L critical points are much larger in complexes (a) & (b), indicating that there is
increased covalency between the uranyl and the hydroxide ligands than between
the uranyl and the water ligands in the porphyrinoid complexes ((d) & (e)). In
complexes (d) & (e) the ρBCP values between the uranyl and water ligands are
lower than those at the U-M critical point, which suggests that there is increased

165



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

covalency between the uranyl and the macrocycle than the water ligands. The HBCP

values also give the same trends.

Table 5.24: q, λ and δ QTAIM metrics at the ground state electronic
structures of the fully coordinated complexes at the ground state geome-
tries.

Complex/Bond Metric (a) 8C4 (b) 12C4 (d) Porph (e) Phthalo

U q 2.749 2.769 2.724 2.720
λ 86.629 86.625 86.649 86.680

Oyl

q -0.876 -0.877 -1.036 -1.047
λ 7.834 7.812 7.946 7.970
δ 1.726 1.697 1.755 1.763

UO2
q 0.996 1.016 0.626 0.652
λ 105.861 105.750 106.187 106.103

L δ 0.767 0.742 0.185 0.198

M δ 0.108 0.081 0.338 0.329

δ also indicates that there is a stronger interaction between the uranium and the
porphyrinoid macrocycles (U-M) (complexes (d) & (e)) than the water (U-L). In
complexes (d) & (e), δU-Oyl and δU-M both decrease upon full coordination; with
δU-M being much larger than δU-L. In contrast, complexes (a) & (b) have a more
significant decrease in δU-M upon filling the coordination sphere, with δU-L being
much larger than δU-M. Upon ligation of the water/hydroxide ligands; qOyl and qU
decrease, i.e. they become more negatively charged and hence the overall charge on
the uranyl unit decreases. λOyl , λU and λUO2 increase, due to increased charge.

Overall, the QTAIM data indicates that the fully coordinated complexes have
a decreased interaction with the macrocycles, which was hypothesised due to the
increase in U-M distance. The data also shows that there is very little interaction
between the macrocycle and the uranyl unit in complexes (a) & (b), hence there are
less steric interactions and therefore the O-U-O angle becomes more linear. There
is evidence of interaction between the uranyl and the porphyrinoid macrocycles
(complexes (d) & (e)) and hence the O-U-O angle is still significantly distorted.

5.3.4 Excited state geometries

The excitation energy and O-U-O angle at both the ground and excited state
geometries are summarised in Table 5.25. At the excited state geometries, the
excitation energies are red shifted and the O-U-O angle increases (becomes less
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bent). The increase in the O-U-O angle is surprising, given that in Section 5.3.2.2
a decrease in O-U-O angle was seen at the excited state geometries. In order to
rationalise this increase in O-U-O angle, both the geometric and QTAIM metrics
need to be analysed and compared to those in the previous section. Interestingly,
in complex (a), the O-U-O angle becomes more bent, but the uranyl oxygens bend
towards the crown ether and not away, as shown in Figure 5.10.

Figure 5.10: UO2(OH)2 8C4 complex ((a)) in its excited state geometry,
showing that the uranyl unit bends towards the crown ether macrocycle.

Table 5.25: Comparison of the O-U-O bond angle and excitation energy
(∆E) for the σu→δu triplet excitation at the ground and excited state
geometries

Complex Ground State Geometry Excited State Geometry
Angle (◦) ∆E (eV) Angle (◦) ∆E (eV)

(a) 8C4 179.8 2.52 168.1∗ 2.13
(b) 12C4 169.7 2.60 178.0 2.31
(d) Porph 99.9 3.35 109.6 2.17
(e) Phthalo 105.1 3.27 135.4 2.10

* O-U-O angle bent towards 8C4

At the excited state geometries; the U-Oyl, U-P and U-M bond lengths increase
and the U-Olig decrease. In the previous section, it was seen that in complex (ii)
the distance between the uranium and macrocyclic ligand decreased, thus increasing
steric interactions and enhancing the bending of the uranyl unit. In these complexes,
however, the U-M distance increases and thus there is less steric interaction and thus
a plausible explanation for the decrease in O-U-O bending.

In comparison to the ground state geometries, complex (d) has uneven U-M
bond lengths (see Table 5.26) as the uranyl unit has moved closer to one set of
nitrogens when looking from an aerial view and this also results in asymmetric U-
Olig bond lengths. As was the case at the ground state, complex (a) has two different

167



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

U-M bond lengths and it is likely that only the two with the shorter distance are
interacting with the crown ether macrocycle and this is again evidenced in the
QTAIM data.

Table 5.26: Important bond lengths (Å) in the excited state complexes:
uranium to macrocycle O/N (U-M), distance of the uranyl unit above
the macrocycle plane (UO2-P), uranium to ligand (U-Olig) and the U-O
bond length in uranyl (U-Oyl)

Complex U-M UO2-P U-Olig U-Oyl

(a) 8C4 2.87/3.92 2.96 2.12 1.82
(b) 12C4 3.10 2.40 2.14 1.82
(d) Porph 2.42/2.63 1.44 2.60/2.72 1.90
(e) Phthalo 2.54 1.57 2.60 1.84

Tables 5.27 and 5.28 give the QTAIM metrics of the excited state electronic
structures at the excited state geometries of the complexes. As mentioned previously,
the complex (d) has uneven U-Olig and U-M bond lengths and so there are two
values for these metrics in Tables 5.27 and 5.28. As was the case in the ground
state geometry, the data for complex (a) corresponds to the smaller of the U-M
distances, and there are also two different values for the Oyl metric, although there
is no geometric reason for why this would be. It is worth noting that for all metrics
with multiple values quoted, the metric associated with the smallest U-atom distance
is given first.

In comparison to the ground state geometries, the topological metrics for: U-Oyl

decreases across all complexes, except (e); U-M increases in (a) and the smaller
U-M distance in (d) and decrease elsewhere; and the U-L metrics are unchanged.
At the excited state geometries, the covalency in the uranyl unit decreases for all
complexes, expect (e), which is likely due to the large increase in the O-U-O angle.

The integrated QTAIM metrics have similar trends to at ground geometries: qOyl

is more negative in the complexes with porphyrinoid macrocycles ((d) & (e)) than
those with crown ethers macrocycles ((a) & (b)); δU-L is larger in complexes (a) &
(b); and δU-M larger in complexes (d) & (e).

At the excited state geometry of (a): qU, λU, qUO2 , δU-L and δU-M increase;
qOyl becomes less negative and; λOyl , λUO2 and δU-Oyl decrease. Complex (b) has
similar trends to the (a), except δU-M decreases and λU remains unchanged. For
complex (d), only the metrics associated with the smaller U-L and U-M distances
are considered for the comparison to the ground state geometry as those with larger
bond lengths have the opposite trends. In (d): qU and δU-Oyl decrease at the excited
state geometry, while all other metrics increase. As expected from the topological

168



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

Table 5.27: ρBCP, ∇2ρBCP and HBCP QTAIM metrics at the uranium-
oxyegn (U-Oyl), uranium-ligand (U-L) and uranium-macrocycle (U-M)
BCPs at the excited state electronic structures of the fully coordinated
complexes at the excited state geometries.

Complex/ Metric (a) 8C4 (b) 12C4 (d) Porph (e) Phthalo
Bond (T1) (T1) (T32) (T32)

U-Oyl

ρBCP 0.254 0.250 0.213 0.255
∇2ρBCP 0.383 0.398 0.493 0.381
HBCP -0.200 -0.193 -0.134 -0.197

U-L
ρBCP 0.116 0.115 0.039/0.031 0.039
∇2ρBCP 0.464 0.429 0.145/0.111 0.156
HBCP -0.027 -0.026 0.0002/0.00001 0.001

U-M
ρBCP 0.022 0.014 0.070/0.045 0.054
∇2ρBCP 0.080 0.050 0.210/0.139 0.170
HBCP 0.001 0.0005 -0.009/-0.002 -0.003

Table 5.28: q, λ and δ QTAIM metrics at the uranium (U), uranyl oxy-
gens (Oyl), ligand (L) and macrocycle (M) critical points at the excited
state electronic structures of the fully coordinated complexes at the ex-
cited state geometries.

Complex/ Metric (a) 8C4 (b) 12C4 (d) Porph (e) Phthalo
Bond (T1) (T1) (T32) (T32)

U q 2.751 2.772 2.626 2.756
λ 86.718 86.625 86.047 87.250

Oyl

q -0.872/-0.843 -0.852 -1.055 -0.939
λ 7.793/7.761 7.732 8.034 7.805
δ 1.675/1.715 1.664 1.503 1.845

UO2
q 1.036 1.068 0.517 0.878
λ 105.846 105.612 106.164 105.580

L δ 0.867 0.853 0.224/0.168 0.228

M δ 0.122 0.066 0.383/0.256 0.327

results, δU-Oyl increases in (e) along with δU-L and qU; the other metrics all decrease
at the excited state geometry, with the exception of δU-M which remains unchanged.

Comparing the excited state geometry QTAIM metrics to those obtained in

169



5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

Section 5.3.2.2 for complex (ii), it can be clearly seen that this complex (ii) bridges
the gap between the complexes with porphyrinoid macrocycles ((d) & (e)) and
those with crown ether macrocycles ((a) & (b)). When comparing the trends in
the (d) & (e) to those in complex (ii), it was found that the trends oppose each
other and this favours the enhanced bending of complexes (d) & (e) over complex
(ii). For example, complexes (d) & (e) have an increased interaction between the
uranium and macrocyclic ligand (δU-M) and a decrease between the uranium and
coordinated oxygen ligands δU-L and the reverse is true for complex (ii)). This
trend can be largely explained by the bond lengths; the U-M bond length is shorter
than the U-Olig in the porphyrinoid complexes and the reverse is true in complex
(ii). The increased interaction between the uranium and the macrocycle is likely to
be the primary cause in the increased bending of the uranyl unit. It is also worth
noting that at the excited state geometries, the U-M distance decreases in complex
(ii) and this causes an increase in U-M interaction and results in an enhancement
of the bending in the uranyl unit; the reverse is true at the excited state geometries
for the porphyrinoid complexes.

5.4 Conclusions

In this chapter, three different studies were carried out. Firstly free uranyl was
distorted from 180◦ - 150◦ with CASPT2 and spin-orbit coupled calculations to
investigate the effect of bending on the excitation energy and oscillator strengths of
the σu→δu excitation. It was found that as the uranyl unit deviated from linear,
the σu→δu excitation became more optically accessible and the excitation energy
decreased. The red shift in excitation energy can be attributed to the destabilisation
of the hole MO (σu) as the uranyl unit is distorted. As the σu→δu triplet excitation
is still optically accessible at smaller O-U-O angles, experimentally bent complexes
were then studied with DFT.

Three synthetically realised complexes, which had some of the smallest O-U-O
angles in the literature, were then studied with DFT and QTAIM methods. These
complexes had similar results to the linear complexes studied in Chapter 4 and
thus suggest that the bending in the uranyl unit is due to steric and not electronic
interactions.

Finally, enhanced bending of the uranyl unit was achieved by complexing with
porphyrinoid macrocyclic ligands (complexes (d) & (e)). Due to the flexibility of the
crown ether macrocycles (complexes (a) & (b)), only small deviations in the uranyl
unit were achieved ∼ 170◦. Comparing the complexes with porphyrinoid macro-
cycles to complex (ii) it was found that there was increased interaction between
the uranium and the macrocyclic nitrogens and a decrease in between the uranium
oxygen ligands. This is likely due to the fact that in complex (ii) the macrocycle is
neutral and the ligands negative, while the reverse is true in complexes (d) & (e).
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5. Investigating the effect of bending the uranyl unit on electronic structure and bonding

It is also worth noting that the increased bending results in a decrease in the uranyl
covalency in complexes (d) & (e) in comparison to both the linear and experimen-
tally bent complexes. There is sufficient evidence that the bending in complexes (d)
& (e) does have some electronic origins but is also likely to have increased steric
interactions too due to the inflexibility of the porphyrinoid rings.

From both Sections 5.3.2 and 5.3.3 it is clear that largely the cause of bending
is likely due to steric interactions, both at the ground and excited state geometries.
This is made clear by comparison of the complexes with porphyrinoid macrocycles
((d) & (e)) and complex (ii). At the ground state geometries, the macrocycle
in complexes (d) & (e) has a greater interaction with uranium in comparison to
complex (ii), with complexes (d) & (e) complexes having the shorter U-M distance.
At the excited state geometries, the U-M distance increases in complexes (d) &
(e) and decreases in complex (ii), resulting in an increase and decrease in the
O-U-O angle respectively. These trends are clearly linked with the proximity of
the macrocyclic ligand and hence the bending in the O-U-O unit is dominated by
unfavourable steric interactions. It is also worth noting that there could also be
electronic origins in complexes (d) & (e) which could add to the distortion of the
uranyl unit; these would likely be a result from the coordinating macrocyclic ligand
being negatively charged and hence having a stronger interaction with the uranium
shown in the QTAIM analysis.

From this investigation, in order to continue the search for significant bend uranyl
complexes it is suggested that the following design suggestions should be taken into
account. Firstly a small rigid macrocycle should be used to coordinate the uranyl,
with a small pore-size to ensure side-on coordination is preferred. Second, nega-
tively charged macrocycles should be utilised to enhance electronic effects towards
the bending. Finally in this chapter both oxygen and nitrogen coordination was
investigated, while it appears that nitrogen is superior in causing deviation in the
uranyl unit, this may be due to overall rigidity and negatively charged attributes
of the ligand and not the coordinating atom species. Although hard donors (oxy-
gen/nitrogen) would be recommended for future investigations of bent uranyl com-
plexes.
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Chapter 6

Investigation of a trans - cis
isomerism in uranyl hydroxide
analogues via intramolecular proton
transfer

Within this chapter an intramolecular proton transfer from a hydroxide ligand
to a uranyl oxygen is investigated on both the ground and excited state potential
energy surfaces on a variety of different complexes. This reaction results in a trans
to cis isomerisation of the uranyl unit and hence is an alternative way to create
a bend in the uranyl unit in comparison to Chapter 5. The activation energy for
both the forward (trans→TS) and the reverse (cis→TS) reactions as well as the
relative stabilisation of the trans conformer compared to the cis are investigated
while varying one/two of the equatorial ligands from the benchmark uranyl hydroxide
([UO2(OH)4] 2−) complex. The aim of this chapter is to primarily decrease the
activation energy of the forward reaction (EaT‡) and secondly to increase the stability
of the cis conformer, which will be indicated by an increase in the activation energy
of the reverse reaction (EaC‡) as well as a decrease in the trans stabilisation energy
(∆TC). Throughout this chapter numerous investigations were conducted, changing
the chemical structure of the benchmark complex in order investigate the effect of
these changes on EaT‡/EaC‡ and ∆TC. Firstly, the effect of excitation (at the ground
state geometry) into the optically accessible σu→δu state on EaT‡/EaC‡ and ∆TC was
established. Upon excitation of the benchmark complex, EaT‡ and ∆TC decreased,
while EaC‡ increased indicating the relative stabilisation of the cis conformer in
the excited state. Therefore for each subsequent complex studied both EaT‡/EaC‡
and ∆TC was calculated at both the ground and excited state electronic structures at
the ground state geometry. The effect of overall charge, electronegativity and bite
angle were also investigated, using different ligand types, in three separate studies
with: neutral ligands, halogens and negatively charge oxygen coordinating bidentate
ligands respectively.
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6. Investigation of a trans - cis isomerism in uranyl hydroxide analogues via
intramolecular proton transfer

6.1 Introduction

In Chapter 5, the uranyl unit was distorted via complexation with ligands which
resulted in unfavourable steric interactions. A number of different bulky ligands
were investigated and it was concluded that porphyrinoid-type ligands (complexes
(d) and (e) in Section 5.3.3 of Chapter 5), with a small pore size, rigid structure and
negative charge gave the largest deviation from 180◦, resulting in an O-U-O angle
of 100◦. This angle is close to a cis arrangement of the uranyl unit, however ther-
mochemical calculations showed that these porphyrinoid complexes were unlikely to
be synthetically viable. An alternative method of arriving at the cis conformation
of uranyl is via an intramolecular reaction.

Clark et. al investigated uranyl hydroxide ([UO2(OH)4]2−) in highly alkaline
conditions in order to simulate the waste tanks within the Department of Energy
(DOE) complex. [1] Their studies showed a rapid ligand exchange between axial and
equatorial oxygens in which they explained via a concerted mechanism (Figure 6.1)
involving the movement of two hydrogens. Later Schreckenbach et. al [2] inves-
tigated this mechanism computationally and found that a large activation energy
(245.18 kJ mol−1) was required. This led them to propose a non-aqueous intramolec-
ular proton exchange of a single proton, between a OH equatorial ligand and the
uranyl unit. Their mechanism involves a stable intermediate with a bent uranyl
unit, cis-uranyl. The first half of their proposed mechanism is shown via an energy
profile in Figure 6.2, the second half of the mechanism is simply another proton
transfer, involving the second uranyl oxygen and another hydroxide ligand resulting
in the final product in Figure 6.1. During their investigation they also found several
different stable cis isomers of [UO2(OH)4]2− with O-U-O angles as low as 113◦ and
an energy difference between the trans and cis conformers (∆TC) as 75.3 kJ mol−1.
It is worth noting that later Schreckenbach et. al lowered the activation energy by
25.52 kJ mol−1 via inclusion of a water molecule into the proton shuttle, which was
further lowered by 21 kJ mol−1 by use of a continuum solvent. [3] However, they
concluded that these activation energies did not readily explain the rapid exchange
between the axial and equatorial oxygens. Bühl and Schreckenbach proposed that
the issue with their suggested mechanism was down to the cis uranyl intermediate,
which requires the system to sacrifice the energetic advantage of remaining in its
trans or linear arrangement. To which they proposed a mechanism which allows
uranyl to retain its linearity. [4]

Herein, the proposed mechanism involving an intramolecular proton exchange
between a OH equatorial ligand and the uranyl unit suggested by Schreckenbach
et. al [2] (Figure 6.2) is utilised as an alternative method of obtaining cis uranyl.
In this chapter, the energetics for the intramolecular proton exchange between a
OH equatorial ligand and the uranyl oxygen with a variety of other ligand types is
investigated, with the primary aim of decreasing EaT‡ from that of [UO2(OH)4]2−.
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Figure 6.1: Concerted mechanism proposed by Clark et. al explaining
the rapid ligand exchange between axial and equatorial oxygens. [1, 3]
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Figure 6.2: Energy profile for a proton transfer from an equatorial hy-
droxide ligand to a uranyl oxygen as proposed by Schreckenbach et. al [2]
The activation energy for the forward reaction (trans→Transition State
(TS )) and the reverse (cis→TS ) are represented by EaT‡ and EaC‡ re-
spectively, while the relative stabilisation of the trans isomer with respect
to the cis is denoted ∆TC.

The energy profile representing the intramolecular proton transfer investigated
in this chapter is given in Figure 6.2. The trans conformer of the [UO2(OH)4]2− com-
plex is the global minimum, the transition state (TS ) shows a hydrogen equidistant
between two neighbouring oxygens with the activation energy required to go be-
tween the two labelled as EaT‡. The cis conformation is higher in energy than the
trans conformer and the relative stabilisation of the trans isomer relative to the cis
isomer is denoted ∆TC and the activation energy of the reverse reaction is given by
EaC‡.

It was thought that conducting this intramolecular reaction in the excited state
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may also decrease the energy barriers and so vertical excitation energies for the op-
tically accessible σu→δu excitation, previously studied in Chapters 3, 4 and 5, were
utilised to examine the barriers in the excited state. It was seen in Chapter 5 Sec-
tion 5.3.2 that at the excited state geometries the uranyl angle, already significantly
bent, further decreased and hence it was thought that this excitation would lower
EaT‡ . As well as decreasing EaT‡, a secondary objective was to stabilise the cis
conformation and this would be indicated by the increase in EaC‡ and decrease in
∆TC in comparison to [UO2(OH)4]2−. Out of the two metrics, EaC‡ is the more
relevant as this indicates the kinetic stability of the cis conformer, in contrast ∆TC

indicates the thermodynamic stability and out of the two conformers the trans will
always be the more thermodynamically stable.

After the preliminary study of the benchmark complex - [UO2(OH)4]2− [2] (com-
plexes (a) and (b)), in both the ground and excited states, three other sets of ligand
types were investigated. The ligands were chosen in order to vary the chemical sys-
tem by changing: the overall charge of the complex (Section 6.3.1, complexes (i) -
(vi)), the electronegativity of the ligands (Section 6.3.2, complexes (A) - (I)) and
the coordination type from monodentate to bidentate (Section 6.3.3, complexes (1)
- (5)). Each ligand replaced up to two of the equatorial OH ligands, resulting in
three different structures for each ligand investigated (Figure 6.7): 1 coordinating
ligand and two different conformations with 2 non-hydroxide ligand coordination;
where the non-hydroxide ligands are 90◦ and 180◦ to each other. The first investi-
gation involved neutral H2O and NH2Me ligands ((i) - (vi)) in order to investigate
the effect of the overall charge of the complex on the energetics. Second, halogen
ligands: F, Cl and Br ((A) - (I)) were utilised to explore the effect of ligand elec-
tronegativity and lastly, bidentate ligands: Catechol, Oxalate and Biphenolate, ((1)
- (5)) were utilised to investigate the effect of the bite angle.

6.2 Computational Details

All simulations were performed at the hybrid DFT level, using the B3LYP [5–
9] exchange–correlation functional in the Gaussian09 (Revision E.01) programme.
[10] The Stuttgart RSC 1997 [11–13] basis set and associated small effective core
potential (60 electrons), acquired from the basis-set exchange [14–16] was used for
uranium while the correlation consistent aug-cc-pVDZ [17–19] Dunning basis set was
implemented for the light elements (H, C, N, O, P, S, Cl). Geometry optimisations
for the cis and trans isomers were characterised as minima by vibrational frequency
analysis, while the optimised transition state (TS ) geometries were characterised by
having a single large imaginary mode indicating a proton transfer from the hydroxide
equatorial ligand to the uranyl oxygen. The Tamm–Dancoff Approximation (TDA)
[20] to Time Dependent-DFT (TD-DFT) [21, 22] was used to calculate vertical
excitations at the optimised TS, cis and trans geometries.
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In order to isolate the correct TS firstly an approximate geometry was con-
structed and vibrational analysis was conducted. Once the highest imaginary mode
depicted proton transfer a TS-optimisation calculation was conducted and charac-
terised via vibrational analysis. From the isolated TS, an IRC (Intrinsic Reaction
Coordinate) calculation with 30 steps was conducted in order to simulate the reac-
tion path from the TS in both directions. The resultant ‘ends’ of the IRC curve
gave approximate trans and cis geometries, which were then optimised to minima.

6.3 Results and Discussion

The optimised ground state geometry of complex (2) from Chapter 4 was used as
a starting point and a proposed TS geometry for a proton transfer from an equatorial
hydroxide ligand to a uranyl hydroxide was estimated. Vibrational analysis indicated
that the highest imaginary mode depicted a proton transfer and thus a transition
state optimisation was conducted from this starting point.

The global minima structure of the hydroxide complex, as found by Ingram et.
al. [23] and studied in Chapter 4 has hydroxide ligands which are 180◦ to each other
aligned parallel and those 90 ◦ to each other aligned antiparallel. Therefore, the TS,
from this global minima has two possible orientations of the hydroxide groups; where
the hydroxide ligands are aligned parallel or antiparallel to the oxygen accepting the
proton, complexes (b) and (a) respectively, as shown in Figure 6.3.

(a) [UO2(OH)4]2- (b) [UO2(OH)4]2-

Figure 6.3: Two possible orientations for the equatorial hydroxide ligand
at the TS optimised geometries

Upon optimising the TS structures for both complexes, EaT‡ values were cal-
culated as: 158.205 kJ mol−1 and 157.788 kJ mol−1 for complexes (a) and (b)
respectively. Complex (b) (hydroxides pointing up) had the smaller EaT‡ and was
the lower energy of the two TS geometries and hence was used for the remainder of
the study.

An IRC calculation using TS (b) as the starting geometry was then conducted.
This calculation generates a reaction path from the TS in both directions with the
resultant ‘ends’ of the IRC curve giving approximate cis and trans geometries. The
IRC plot for hydroxide is given in figure 6.4; from left to right the curve represents
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the cis isomer, the TS and then the trans isomer at the lowest energy.
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Figure 6.4: IRC reaction path for complex (b); the stages of the curve,
from left to right, represent the cis isomer, the TS and then the trans
isomer at the lowest energy

Using the ‘end points’ (intrinsic reaction coordinates 3 and -3) from the IRC
curve as starting points, the cis and trans isomers were optimised and the resultant
energy barriers were calculated as: EaT‡ = 157.788 kJ mol−1, EaC‡ = 74.909 kJ
mol−1 and ∆TC = 82.879 kJ mol−1. EaT‡ and ∆TC are in excellent agreement with
that calculated by Schreckenbach et. al [2]; 161.92 kJ mol−1 and 75.3 kJ mol−1,
respectively.

In order to calculate whether these energy barriers increase or decrease in the
excited state, vertical excitations were conducted at each geometry. As was the
case in Chapters 4 and 5 the optically accessible σu→δu excitation is the state of
interest. For simplicity, only the lowest energy σu→δu excitation is used in the
calculation of the excited state barriers. Excited state geometry optimisations were
not conducted as obtaining an electronically excited TS structure is very challenging
and computationally expensive. It was deemed that the total energies of the vertical
excitations at the ground state geometry would indicate if there were significant
changes in the energetics at the excited state.

The σu and δu MOs for each conformation are given in Figure 6.5 and the lowest
energy σu→δu excitation energies are summarised in Table 6.1. These MOs show
clear σu and δu nature and as was seen in Chapter 4 there is mixing between the
uranium 5f and all oxygen 2p AOs which causes bonding interactions in the trans
conformer and antibonding interactions in both the cis and TS conformers. The
lowest energy σu→δu excitations given in Table 6.1 all involve excitations to the
more stable (and more localised) particle MO (left hand δu MO in Figure 6.5).

In order to obtain the energy barriers in the excited state, the excitation energy
is added to the total energy of the conformer. The resultant excited state energy
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Conformation σu δu

trans

TS

cis

Figure 6.5: MOs with σu and δu nature for each conformer of
[UO2(OH)4]2−

Table 6.1: Lowest energy σu→δu excitation energy (∆E) and over-
all contribution from the transition of interest for the conformers of
[UO2(OH)4]2−

Conformer State ∆E (eV) Contribution (%)

trans T56 2.72 92
TS T49 2.50 85
cis T44 2.47 87

barriers were calculated as: EaT‡ = 137.217 kJ mol−1, EaC‡ = 77.572 kJ mol−1 and
∆TC = 59.646 kJ mol−1.

Energy diagrams at both the ground (GS) and excited states (ES) are given in
Figure 6.6. In comparison to the ground state, EaT‡ and ∆TC have significantly
decreased while EaC‡ increased slightly in the excited state; indicating that the cis
conformation becomes more stable in the excited state in comparison to the ground
state.

The rest of this chapter involves investigating the effects of different ligand types
on the activation energies and the trans stabilisation, using the TS geometry of

184



6. Investigation of a trans - cis isomerism in uranyl hydroxide analogues via
intramolecular proton transfer

-931.12

-931.10

-931.08

-931.06

-931.04

-931.02

-931.00

-930.98

-930.96

-930.94

-930.92

-930.90

Reaction Coordinate

T
ot

al
E

n
er

gy
(H

ar
tr

ee
)

GSES
ESES

157.788 kJ mol-1
74.909 kJ mol-1

82.879 kJ mol-1

137.217 kJ mol-1
77.527 kJ mol-1

59.646 kJ mol-1

Trans

TS

Cis

Trans

TS

Cis

-931.12

-931.10

-931.08

-931.06

-931.04

-931.02

-931.00

-930.98

-930.96

-930.94

-930.92

-930.90

Reaction Coordinate

T
ot

al
E

n
er

gy
(H

ar
tr

ee
)

ES [UO2(OH)4]
2�

GS [UO2(OH)4]
2�

Figure 6.6: Energy diagrams at both the ground and excited states of
complex (b)

complex (b) as a starting point and replacing up to two of the equatorial hydroxide
ligands. For each ligand investigated, three structures were generated as shown in
Figure 6.7.

6.3.1 Effect of overall charge

In this section both H2O and NH2Me neutral ligands were investigated, com-
plexes (i) - (vi) depicted in Figure 6.7, in order to assess the effect on EaT‡, EaC‡
and ∆TC when the overall charge of the complex is changed. Complexes (i) and
(iv) replace an equatorial OH ligand from (b) with a H2O or NH2Me ligand, respec-
tively, resulting in a -1 charge on the complex. The remaining complexes replace
two OH ligands with H2O/NH2Me and are neutral. In the two H2O/NH2Me coordi-
nate complexes there are two arrangements of these ligands, one where the neutral
ligands are either 90◦ ((ii) and (v)) or 180◦ to each other ((iii) and (vi)) and the
other. The optimised TS geometries are shown in Figure 6.7.

IRC calculations were run on each TS geometry and the ‘end points’ were used
as starting geometries for the cis and trans geometry optimisations. However, the
optimisation calculations of the cis conformations of (i) and (ii) optimised to the
trans arrangement of the uranyl unit. The optimisation pathway for complex (i)
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(i) [UO2(OH)3H2O]1- (ii) UO2(OH)2(H2O)2 (iii) UO2(OH)2(H2O)2

(iv) [UO2(OH)3NH2Me]1- (v) UO2(OH)2(NH2Me)2 (vi) UO2(OH)2(NH2Me)2

Figure 6.7: Optimised TS geometries for the neutral ligand (H2O and
NH2Me) complexes investigated

Table 6.2: Comparison of the activation energies for the forward and
reverse reaction (EaT‡/EaC‡) and the trans stabilisation (∆TC) energy
for complexes (i) - (vi) at the optimised geometries.

Complex EaT‡ EaC‡ ∆TC

(kJ mol−1) (kJ mol−1) (kJ mol−1)

(b) (UO2(OH)4)2− 157.788 74.909 82.879

(i) [UO2(OH)2(H2O)]1− 180.351 80.911* 99.440*

(ii) UO2(OH)2(H2O)2 194.795 97.139* 97.656*

(iii) UO2(OH)2(H2O)2 170.754 107.497 63.256

(iv) [UO2(OH)2(NH2Me)]1− 178.604 81.071* 97.533*

(v) UO2(OH)2(NH2Me)2 189.470 97.317* 92.153*

(vi) UO2(OH)2(NH2Me)2 167.365 105.079 62.286

* Energies taken using IRC calculation

shows the uranyl unit straightening and the ligands moving around the complex
to make room resulting in the water dissociating, while in complex (ii), the cis
conformer simply optimised to the trans arrangement of the uranyl unit and both
waters remained coordinated. The latter optimisation pathway was also experienced
in the corresponding NH2Me complexes ((iv) and (v)) again highlighting the simi-
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larities between the two complexes. Multiple attempts were made to obtain the cis
conformations of these complexes but with no success.

Table 6.2 summaries EaT‡, EaC‡ and ∆TC for complexes (i) - (vi). The missing
cis conformation energies are substituted with the data from the cis ‘end point’ of
the IRC calculation and are indicated with *. All the energy barriers are larger
than in complex (b), which indicates that the TS structure is more destabilised.
Complexes with the same structure but different ligands i.e. (i) and (iv) have
similar energy barriers, with the complex containing NH2Me ligands being between
2-5 kJ mol−1 lower. The data in Table 6.2 indicates that decreasing the overall
charge of the complex results in an increase in both EaT‡ and EaC‡ and a decrease
in ∆TC, which indicates that the cis conformer becomes more stabilised. Complexes
(iii) and (vi) are more stable than the corresponding complexes with the ligands
at 90◦ to each other and represent the best alternative to complex (b). These
complexes have the lowest EaT‡ and ∆TC and largest EaC‡, corresponding to the
most stabilised cis conformer in complexes (i) - (vi).

Table 6.3: Lowest energy σu→δu excitation energy (∆E) and overall
contribution from the transition of interest for the minimum and TS
geometries of complexes (i) - (vi) .

Complex Conformer State ∆E (eV) Contribution (%)

(i) trans T1 2.60 70
(UO2(OH)3H2O)1− TS T1 2.37 75

(ii) trans T1 2.45 91
UO2(OH)2(H2O)2 TS T1 2.26 80

(iii) trans T1 2.53 95
TS T1 2.31 67

UO2(OH)2(H2O)2 cis T1 2.38 96

(iv) trans T1 2.63 74
(UO2(OH)3NH2Me)1− TS T1 2.38 76

(v) trans T1 2.50 86
UO2(OH)2(NH2Me)2 TS T1 2.27 82

(vi) trans T1 2.58 97
TS T1 2.35 69

UO2(OH)2(NH2Me)2 cis T1 2.41 97

Excitations for (b): trans T56= 2.72 eV, TS T49 = 2.50 eV, cis T44 = 2.47 eV

Vertical excitation calculations were performed on all minima and TS geometries
and the lowest-lying σu→δu excitation for each structure is summarised in Table 6.3.

187



6. Investigation of a trans - cis isomerism in uranyl hydroxide analogues via
intramolecular proton transfer

While the resultant MOs of interest have similar overall natures to those shown in
Figure 6.5, the overall density is more complex due to the extra contributions from
the electron density in the ligands.

EaT‡, EaC‡ and ∆TC in the excited state of complexes (i) - (vi) are summarised
in Table 6.4. As was the case in complex (b), EaT‡ and ∆TC are all lowered in the
excited state. In contrast to (b) however, EaC‡ in complexes (iii) and (vi) decreases
in the excited state; as ∆TC decreases in these complexes, the decrease in EaC‡ is
consistent with the stabilisation of the TS in the excited state. The trends between
the complexes remain unchanged in the excited state, with just the magnitudes of
the energetics decreasing and hence the analysis remains the same.

Table 6.4: Comparison of the activation energies for the forward and
reverse reaction (EaT‡/EaC‡) and the trans stabilisation (∆TC) energy
in the excited states of complexes (i) - (vi) .

Complex EaT‡ EaC‡ ∆TC

(kJ mol−1) (kJ mol−1) (kJ mol−1)

(b) (UO2(OH)4)2− 137.217 77.572 59.646

(i) [UO2(OH)2(H2O)]1− 158.034 / /

(ii) UO2(OH)2(H2O)2 176.270 / /

(iii) UO2(OH)2(H2O)2 149.430 101.274 48.156

(iv) [UO2(OH)2(NH2Me)]1− 153.904 / /

(v) UO2(OH)2(NH2Me)2 167.067 / /

(vi) UO2(OH)2(NH2Me)2 145.028 98.961 46.067

Out of the neutral complexes studied in this section, (iii) and (vi) are the most
promising. Although EaT‡ is larger in these neutral complexes ((iii)/(vi)) when
compared to (b), the cis conformation is more stabilised as indicated by the larger
EaC‡ and smaller ∆TC energies.

Figure 6.8 compares the energy diagrams of complexes (b) ([UO2(OH)4]2−) and
(iii) (UO2(OH)2(H2O)2) at both the ground (GS) and excited states (ES). As both
neutral ligands investigated gave similar barrier heights throughout this section,
only one is compared to (b) for simplicity.

Figure 6.8 clearly shows the relative stabilisation of the cis conformer in the
neutral (iii) UO2(OH)2(H2O)2 complex as well as the large increase in the activation
energy of the backward reaction in comparison to (b) [UO2(OH)4]2−.
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Figure 6.8: Energy diagrams for complexes (b) and (iii) at both the
ground (GS) and excited states (ES).

In summary, decreasing the overall charge of the complex increases both EaT‡
and EaC‡ and stabilises the cis conformation. Therefore, the rest of the ligands
studied in this section will ensure an overall -2 charge on the complex in order to
attempt to keep EaT‡ lower than in these neutral complexes.

6.3.2 Replacing hydroxide with a halogen

In this section the effect of halogen coordination on EaT‡, EaC‡ and ∆TC is
investigated. F, Cl and Br ligands were chosen as they are a monoatomic ligands
of -1 charge, which ensures the total charge of -2 and keeps the system simple to
avoid additional computational expense. These ligands allow exploration of the
effect of electronegativity on the energy barriers to be investigated. The complexes
with F ligands ((A) - (C)) are the most electronegative, followed by the benchmark
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complex (b), which is more electronegative than the Cl complexes ((D) - (F))
and finally the Br complexes are the least electronegative ((G) - (I)). Investigating
ligands within the same group also allows for trends to be highlighted within the
halogen group in addition to the decreasing electronegativity down the group.

As in the previous section, the TS geometry of complex (b) was used as a
starting point for the TS geometries of the halogen complexes ((A) - (I)), of which
the optimised TS geometries are shown in Figure 6.9.

(A) [UO2(OH)3F]2- (B) [UO2(OH)2F2]2- (C) [UO2(OH)2F2]2-

(D) [UO2(OH)3Cl]2- (E) [UO2(OH)2Cl2]2- (F) [UO2(OH)2Cl2]2-

(G) [UO2(OH)3Br]2- (H) [UO2(OH)2Br2]2- (I) [UO2(OH)2Br2]2-

Figure 6.9: Optimised TS geometries for the halogen ligands (F, Cl and
Br) complexes investigated

From these optimised TS geometries, IRC calculations were run followed by
optimisations of the cis and trans geometries starting from the ends of the IRC
curves. In contrast to the neutral H2O and NH2Me ligand complexes ((i) - (vi)) all of
the cis conformations for the halogen complexes resulted in minima cis conformers.
EaT‡, EaC‡ and ∆TC for complexes (A) - (I) are summarised in Table 6.5.

Comparison of complex (b) with the fluorine complexes ((A) - (C)) give very
similar energetic results with only a small decrease in EaT‡ and ∆TC and a small
increase in EaC‡. This indicates that the cis conformation becomes more stabilised
when the electronegativity of the ligand increases.

Moving down the halogen group to the chlorine complexes, ((D) - (F)), results
in all energies increasing, with the exception of EaC‡ in (D) and ∆TC in (F). Hence
in the chloride complexes, both the trans and cis conformers are stabilised but the
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Table 6.5: Comparison of the activation energies for the forward and
reverse reaction (EaT‡/EaC‡) and the trans stabilisation (∆TC) energy
of complexes (A) - (I).

Complex EaT‡ EaC‡ ∆TC

(kJ mol−1) (kJ mol−1) (kJ mol−1)

(b) [UO2(OH)4]2− 157.788 74.909 82.879

(A) [UO2(OH)3F]2− 154.421 76.691 77.730

(B) [UO2(OH)2F2]2− 154.913 77.997 76.915

(C) [UO2(OH)2F2]2− 157.908 88.167 69.741

(D) [UO2(OH)3Cl]2− 166.370 67.668 98.702

(E) [UO2(OH)2Cl2]2− 169.588 77.881 91.707

(F) [UO2(OH)2Cl2]2− 159.149 92.640 66.509

(G) [UO2(OH)3Br]2− 168.367 67.855 100.512

(H) [UO2(OH)2Br2]2− 172.177 79.294 92.883

(I) [UO2(OH)2Br2]2− 160.175 94.425 65.751

trans stabilisation is more significant indicated by the increase ∆TC and/or the TS
becomes more destabilised.

The bromide complexes ((G) - (I)), result in EaT‡ and EaC‡ increasing and
∆TC decreasing, with the exception of EaC‡ in (G) and ∆TC in (I). This overall
trend is shows that both the trans and cis conformers are stabilised, with the cis
having the more significant relative stabilisation in order to decrease ∆TC and/or
the TS becoming more destabilised.

From the energetic data in Table 6.5, the complexes which have the two halogen
ligands at 180◦ to each other ((C), (F) and (I)) are the most promising. These
complexes have the most stable cis conformer, indicated by the smallest ∆TC and
largest EaC‡ values, and the smallest EaT‡, within the complexes of the same ligand.
These findings were also established with the neutral complexes but unconfirmed as
the cis conformations for all other complexes except where the ligands were 180◦

to each other ((iii) and (iv)) were unobtainable, although that in itself highlighted
that the cis conformations in the other complexes were unstable. Energy diagrams
for the comparison of these three halogen complexes, (C), (F) and (I) are given in
Figure 6.10.
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Figure 6.10: Ground state energy diagrams for the complexes which have
two halogen ligands 180◦ to each other ((C), (F) and (I)).

The energy diagrams for complexes (C), (F) and (I) show an anti correlation
between EaT‡/EaC‡ and the electronegativity, in contrast to the positive correlation
between ∆TC and electronegativity. These observations indicate that the cis con-
former becomes more stabilised and the TS more destabilised as electronegativity
decreases and the ligands become larger.

Vertical excitations were conducted on the optimised geometries of complexes
(A) - (I) and the lowest energy σu→δu excitation for each conformer are given in
Table 6.6. As was established in Chapter 4, the electron density on the halogen 2p
AOs interacts with the U5f σu MO resulting in bonding and antibonding interaction
between the σu on the uranyl unit and the halogen 2p AOs. Therefore, the halogen
MOs are more complex than the neutral ligand counterparts, however, the overall
nature is the same between all the complexes.
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Table 6.6: Lowest energy σu→δu excitation energies (∆E) and overall
contribution from the transition of interest for the optimised geometries
of complexes (A) - (I).

Complex Conformation State ∆E (eV) Contribution (%)

(b) trans T56 2.72 92
TS T49 2.50 85

(UO2(OH)4)2− cis T44 2.47 87

(A) trans T41 2.65 59
TS T40 2.50 82

(UO2(OH)3F)2− cis T55 2.86 68

(B) trans T26 2.59 90
TS T27 2.46 85

(UO2(OH)2F2)2− cis T32 2.52 83

(C) trans T23 2.57 96
TS T31 2.42 77

(UO2(OH)2F2)2− cis T22 2.46 97

(D) trans T32 2.67 54
TS T23 2.47 75

(UO2(OH)3Cl)2− cis T31 2.56 95

(E) trans T3 2.61 69
TS T1 2.43 76

(UO2(OH)2Cl2)2− cis T25 2.87 58

(F) trans T2 2.62 82
TS T1 2.39 71

(UO2(OH)2Cl2)2− cis T1 2.44 83

(G) trans T30 2.67 69
TS T28 2.45 73

(UO2(OH)3Br)2− cis T31 2.54 82

(H) trans T10 2.60 56
TS T1 2.40 68

(UO2(OH)2Br2)2− cis T31 2.84 55

(I) trans T3 2.61 95
TS T1 2.38 95

(UO2(OH)2Br2)2− cis T1 2.43 96
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The excitation energy of the σu→δu state is largest in the trans conformers and
smallest in the TS structures across all complexes. This is consistent with the
stabilisation/destabilisation of the hole MO (σu) in the trans and TS conformers
respectively. The particle MO (δu) is largely non-bonding and therefore should be
unaffected by the positioning of the ligands, this is highlighted by Figure 6.5 which
shows the δu MOs being very similar across the conformers of complex (b), it is
worth noting that the δu MOs in the halogen complexes are extremely similar.

Table 6.7: Comparison of the activation energies for the forward and
reverse reaction (EaT‡/EaC‡) and the trans stabilisation (∆TC) energy
of complexes (A) - (I) in the excited state (ES).

Complex EaT‡ EaC‡ ∆TC

(kJ mol−1) (kJ mol−1) (kJ mol−1)

(b) [UO2(OH)4]2− 137.217 77.572 59.646

(A) [UO2(OH)3F]2− 140.807 42.391 98.416

(B) [UO2(OH)2F2]2− 142.399 71.629 70.769

(C) [UO2(OH)2F2]2− 143.648 85.021 58.626

(D) [UO2(OH)3Cl]2− 146.812 58.666 88.147

(E) [UO2(OH)2Cl2]2− 151.459 34.878 116.581

(F) [UO2(OH)2Cl2]2− 137.566 87.623 49.943

(G) [UO2(OH)3Br]2− 147.970 59.239 88.731

(H) [UO2(OH)2Br2]2− 153.304 36.667 116.638

(I) [UO2(OH)2Br2]2− 138.283 89.504 48.779

The energetic data at the excited state of complexes (A)- (I) is given in Ta-
ble 6.7. In the excited state all the barriers (EaT‡, EaC‡ and ∆TC) decrease, with
the exception of ∆TC in complexes (A), (E) and (H). These exceptions indicate
a destabilisation of the cis conformer which is also highlighted by the significant
decrease in EaC‡ in these complexes.

Overall, replacing the hydroxide ligands with the more electronegative fluorine
ligands results in a small decrease in EaT‡ and ∆TC and a small increase in EaC‡.
These results are promising at the ground state electronic structures, showing a
smaller EaT‡ and a more stabilised cis conformation, however at the excited state,
the energies barriers were not lowered as effectively as in complex (b). The chloride
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ligands in contrast have in a slight increase in EaT‡ for all three structures, with
complex (F) only having a slight increase when compared to (b). In contrast to (b),
the cis conformation in complex (F) is more stable indicated by the larger EaC‡
and smaller ∆TC values. These promising results were replicated in the excited state
electronic structures, which suggests that complex (F) is the ‘best’ complex (besides
(b)) investigated thus far, due to the low EaT‡ and ∆TC energies and the larger
EaC‡ value.

6.3.3 Effect of bite angle: investigation of bidentate ligands

(2) [UO2(OH)2Biphenol]2-(1) UO2(OH)2(Phen)2 (3) [UO2(OH)2Catechol]2-

(4) [UO2(OH)2Oxalate]2- (5) [UO2(OH)2Oxalate]2-

Figure 6.11: Optimised TS geometries for the bidentate complexes

Thus far only simple monodentate ligands have been considered. In this section,
three different bidentate ligands with oxygen coordination and a -2 charge (biphenol
((2)), catechol ((3)) and oxalate ((4) & (5))) are investigated along with a variation
of complex (i) studied in Section 5.3.2 of Chapter 5 (with OH replacing the Cl
ligands, now labelled complex (1) as shown by Figure 6.11) which has a bent uranyl
unit and has been studied experimentally by Schöne et.al. [24] This complex is
included to investigate the effect of an already bent uranyl unit and it is worth noting
that complex (1) is neutral in contrast to the -2 charge for all other complexes in
this section. Attempts were made to optimise a similar system with a -2 charge;
in this instance one of the phenanthroline ligands was replaced with two chloride
ligands, however an optimised trans geometry was unobtainable as the during the
optimisation calculation, the remaining phenanthroline (phen) ligand dissociated
from the rest of the complex. These issues were rationalised by unfavourable steric
interactions as the other -2 complexes were only 6 coordinate.
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The optimised TS geometries for each of the bidentate complexes are given in
Figure 6.11; there are two different binding modes for the oxalate ligand (complexes
(4) and (5)), both were studied to extend the investigation of the bite angle on the
energy barriers.

In complexes containing a bidentate ligand, the bite angle is defined as the
ligand–metal–ligand bond angle between the bidentate ligand and the metal. [25]
In this section, the bite angle can be used in order to compare the bidentate ligands
to each other and the effect of the bite angle on the activation energies and trans
stabilisation energy is therefore investigated throughout this section. The bite angle
of the bidentate complexes are summarised in Table 6.8; the two phen bidentate
ligands in complex (1) have different bite angles and so the average of the two is
given in the table.

Table 6.8: Bite angles of the bidentate complexes shown in Figure 6.11.

Complex Bite Angle (◦)

(1) UO2(OH)2(Phen)2 57.7*
(2) [UO2(OH)2 Biphenol] 2− 74.0
(3) [UO2(OH)2 Catechol] 2− 68.0
(4) [UO2(OH)2 Oxalate] 2− 66.5
(5) [UO2(OH)2 Oxalate] 2− 53.7

*average value

Cis and trans conformers were optimised for complexes (1) - (5) and a summary
of the energy barriers are given in Table 6.9. In comparison to complex (b) ∆TC

increases for all complexes with the exception of (1). This is perhaps unsurprising
given that the uranyl unit is already distorted in this complex and therefore the
cis conformation would be comparably more stable. Similarly to complexes (iii)
and (vi) and the chloride complexes ((D) - (F)) studied previously, EaT‡ increases
by roughly 10 kJ mol−1 in all the negatively charged complexes, again (1) is an
exemption, where EaT‡ and EaC‡ are significantly larger in comparison to the other
complexes.
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Table 6.9: Comparison of the activation energies for the forward and
reverse reaction (EaT‡/EaC‡) and the trans stabilisation (∆TC) energy
of complexes (1) - (5) in the ground state.

Complex EaT‡ EaC‡ ∆TC

(kJ mol−1) (kJ mol−1) (kJ mol−1)

(b) [UO2(OH)4]2− 157.788 74.909 82.879

(1) UO2(OH)2(Phen)2 389.902 322.572 67.329

(2) [UO2(OH)2 Biphenol]2− 168.420 77.096 91.324

(3) [UO2(OH)2 Catechol]2− 161.994 78.297 83.697

(4) [UO2(OH)2 Oxalate]2− 167.241 77.075 90.166

(5) [UO2(OH)2 Oxalate]2− 170.519 77.852 92.667

The data in Table 6.9 shows that there is no direct correlation between bite
angle and the energy barriers. Comparing complexes (2) and (3), shows EaT‡
and ∆TC increasing and EaC‡ decreasing when the bite angle decreases. However,
further reduction in the bite angle i.e. from complex (3) - (4) /(5) these trends are
reversed. Hence no overall correlation between the energy barriers and bite angle
is established. Based on the ground state data, complex (3) is the most promising
complex due to having the lowest EaT‡ and ∆TC and the largest EaC‡ indicating the
most stable cis conformation out of the bidentate ligands studied. It is worth noting
that both complexes (b) and (F) are more promising, however final conclusions are
delayed until after the excited state analysis.

The energy diagrams of complexes (b), (3) and (1) are compared in Figure 6.12;
showing the similar nature of (b) and (3) and the comparatively different nature
exhibited in complex (1). As complexes (2) - (5) have comparatively similar be-
haviours, the best complex ((3)) was chosen as a comparison to the benchmark
complex ((b)). Alternatively complex (1) exhibits vastly different behaviour and
thus is shown as a contrast.
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Figure 6.12: Ground state energy diagrams for complexes (b), (3) and
(1).

Vertical excitations for all optimised geometries were analysed in order to assess
how EaT‡, EaC‡ and ∆TC change in the excited state. The lowest energy σu→δu
excitation energy and overall σu→δu contributions are summarised in Table 6.10.

In comparison to the complexes studied in the previous sections, the overall con-
tribution of σu→δu character is much lower in the bidentate complexes. This is
primarily due to increased bonding/antibonding interactions between the oxygen
2p equatorial ligands with the uranyl 5f orbitals, as described in the previous Sec-
tion 6.3.2. This increase in bonding/antibonding interactions results in several MOs
with σu nature, similar to what was was seen in Chapter 4. As well as the increase
in σu type MOs, there are also several MOs which have density solely on the ligands
but make up minor transitions in the overall excitation. These two factors con-
tribute to the lower contribution to the σu→δu excitation in contrast to the simpler
complexes studied previously.
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Table 6.10: Lowest energy σu→δu excitation energy (∆E) and overall
contribution from the transition of interest for the optimised geometries
for complexes (1) - (5).

Complex Conformation State ∆E (eV) Contribution (%)

(b) trans T56 2.72 92
TS T49 2.50 85

(UO2(OH)4)2− cis T44 2.47 87

(1) trans T1 2.64 94
TS T1 2.47 74

UO2(OH)2(Phen)2 cis T1 2.40 92

(2) trans T17 2.60 28
TS T12 2.42 48

(UO2(OH)2 Biphenol)2− cis T23 2.76 53

(3) trans T34 2.80 69
TS T48 2.84 30

(UO2(OH)2 Catechol)2− cis T26 2.49 57

(4) trans T9 2.63 96
TS T1 2.45 80

(UO2(OH)2 Oxalate)2− cis T3 2.48 72

(5) trans T24 2.66 64
TS T15 2.53 40

(UO2(OH)2 Oxalate)2− cis T28 2.86 45

EaT‡, EaC‡ and ∆TC energies in the excited state of complexes (1) - (5) are
summarised in Table 6.11. In the excited state, only complex (1) exhibits the same
behaviour as the benchmark complex with decreasing EaT‡ and ∆TC energies and
increasing EaC‡, however EaT‡/EaC‡ are still over double any other complex studied
in this chapter. Complexes (2) and (5) show a decrease in both EaT‡ and EaC‡ and
an increase in ∆TC; which indicates destabilisation of the cis isomer and stabilisation
of the TS upon excitation. In the excited state of complex (4) EaT‡, EaC‡ and ∆TC

decrease indicating stabilisation of the cis and TS conformers and/or destabilisation
of the trans conformer. Finally complex (3), which was the most promising in the
the ground state, results in EaT‡ and EaC‡ increasing and ∆TC decreasing in the
excited state; corresponding to the cis conformer becoming more stabilised and the
TS conformer more destabilised.
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Table 6.11: Comparison of the activation energies for the forward and
reverse reaction (EaT‡/EaC‡) and the trans stabilisation (∆TC) energy
of complexes (1) - (5) in the excited state (ES).

Complex EaT‡ EaC‡ ∆TC

(kJ mol−1) (kJ mol−1) (kJ mol−1)

(b) [UO2(OH)4]2− 137.217 77.572 59.646

(1) UO2(OH)2(Phen)2 373.104 328.747 44.356

(2) [UO2(OH)2 Biphenol]2− 151.429 44.320 107.109

(3) [UO2(OH)2 Catechol]2− 166.047 111.777 54.269

(4) [UO2(OH)2 Oxalate]2− 149.767 73.833 75.935

(5) [UO2(OH)2 Oxalate]2− 158.295 46.002 112.292

In the excited states, complex (3) has the largest EaT‡ (with the exception of
(1)) and it is the only complex in which this increases in the excited state and
hence can no longer be considered as the most promising complex for the bidentate
complexes. Taking into consideration both the ground and excited state EaT‡,
EaC‡ and ∆TC energies it can be concluded that complex (4) is the most promising
complex as it is the most consistent with the benchmark complex when considering
the bidentate complexes studied in this section.

6.3.4 Summary

EaT‡, EaC‡ and ∆TC for all complexes studied are summarised in Table 6.12.
Overall, these complexes exhibit similar behaviour and energies to the benchmark
complex (b) ([UO2(OH)4]2−), with the exception of complex (1), which has signifi-
cantly larger EaT‡ and EaC‡ energies. Complexes which replace 2 OH ligands with
monodentate ligands 180◦ from each other ((iii), (vi), (C), (F) and (I)) were found
to be the most stable within their ligand type, and hence resulted in them having
lowest EaT‡ and ∆TC energies and the largest EaC‡ energy.

In the ground state the EaT‡ was only lowered upon complexation with the
more electronegative fluorine ligand (complexes (A), (B) and (C)). However, upon
excitation the barriers for the fluorine complexes did not decrease as significantly
as in (b), although these complexes still have some significantly low EaT‡ values in
the excited state.

Complexes (F) and (I) have a greater decrease in EaT‡ upon excitation than
in (b), however the overall barriers are still slightly larger than in the benchmark
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complex. In contrast to (b) however, both complexes (F) and (I) have larger EaC‡
and smaller ∆TC in both the ground and excited states which is indicates that the
cis isomer is more stabilised. It is worth noting that this result was also achieved
by complexes (iii) and (vi), although not to the same extent. It is this property
which makes these complexes the most promising out of all the monodentate ligands
studied.

Equivalent lowering of EaT‡ in the excited state was also achieved in complex
(4), however the stabilisation of the cis complex is not as significant as in the
complexes discuss previously, although in the ground state it is comparable to that
in complex (b).

Table 6.12: Comparison of the activation energies [kJ mol−1]
(EaT‡/EaC‡) and the trans stabilisation energies (∆TC) [kJ mol−1] for all
complexes studied in this chpater at both the ground (GS) and excited
states (ES).

Complex EaT‡ (kJ mol−1) EaC‡ (kJ mol−1) ∆TC (kJ mol−1)
GS ES GS ES GS ES

(b) [UO2(OH)4]2− 157.788 137.217 74.909 77.572 82.879 59.646

(i) [UO2(OH)3H2O]1− 180.351 158.034 80.911 / 99.440 /
(ii) UO2(OH)2(H2O)2 194.795 176.270 97.139 / 97.656 /
(iii) UO2(OH)2(H2O)2 170.754 149.430 107.497 101.274 63.256 48.156
(iv) [UO2(OH)3NH2Me]1− 178.604 153.904 81.071 / 97.533 /
(v) UO2(OH)2(NH2Me)2 189.470 167.047 97.317 / 92.153 /
(vi) UO2(OH)2(NH2Me)2 167.365 145.028 105.079 98.961 62.286 46.067

(A) [UO2(OH)3F]2− 154.421 140.807 76.691 42.391 77.730 98.416
(B) [UO2(OH)2F2]2− 154.913 142.399 77.997 71.629 76.915 70.769
(C) [UO2(OH)2F2]2− 157.908 143.648 88.167 85.021 69.741 58.626
(D) [UO2(OH)3Cl]2− 166.370 146.812 67.668 58.666 98.702 88.147
(E) [UO2(OH)2Cl2]2− 169.588 151.459 77.881 34.878 91.707 116.581
(F) [UO2(OH)2Cl2]2− 159.149 137.566 92.640 87.623 66.509 49.943
(G) [UO2(OH)3Br]2− 168.367 147.970 67.855 59.239 100.512 88.731
(H) [UO2(OH)2Br2]2− 172.177 153.304 79.294 36.667 92.883 116.638
(I) [UO2(OH)2Br2]2− 160.175 138.283 94.425 89.504 65.751 48.779

(1) UO2(OH)2(Phen)2 389.902 373.104 322.572 328.747 67.329 44.356
(2) [UO2(OH)2 Biphenol]2− 168.420 151.429 77.096 44.320 91.324 107.109
(3) [UO2(OH)2 Catechol]2− 161.994 166.047 78.297 111.777 83.697 54.269
(4) [UO2(OH)2 Oxalate]2− 167.241 149.767 77.075 73.833 90.166 75.935
(5) [UO2(OH)2 Oxalate]2− 170.519 158.295 77.852 46.002 92.667 112.292
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Figure 6.13 compares the energy diagrams of the ‘best’ complexes from each of
the three studies to the benchmark complex as discussed above. It is worth noting
that EaT‡, EaC‡ and ∆TC are very similar for complexes (iii) & (vi) and (F) &
(I) and hence are not shown in the energy diagram.
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Figure 6.13: Energy diagrams comparing the best complex from every
section to the benchmark complex

Despite these complexes exhibiting promising EaT‡, EaC‡ and ∆TC energies
it is worth highlighting that none of the complexes studied in this chapter have
profoundly better characteristics than the benchmark complex and therefore they
are likely to behave quite similarly from an experimental perspective.

6.4 Conclusions and future work

Throughout this chapter the intramolecular proton transfer from an OH ligand
to a uranyl oxygen was investigated at both the ground and excited state electronic
structures on a number of different complexes. The effect of replacing one/two of
the equatorial ligands on EaT‡, EaC‡ and ∆TC was investigated with the aim of
finding a complex which decreased the EaT‡ and stabilised the cis conformer, which
would be indicated by an increase in EaC‡ and decrease in ∆TC.

The [UO2(OH)4]2− complex ((b)) studied computationally by Schreckenbach et.
al [2] provided the inspiration and a benchmark complex for this work. The results of
complex (b) were in excellent agreement with the literature and hence consolidating
the accuracy of the model chemistry utilised.
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Following the benchmark complex, the effect of overall charge of the complex was
investigated by replacing one or two of the OH ligands with neutral H2O or NH2Me
ligands. The cis conformations for all complexes except when the two neutral ligands
were 180◦ to each other were unobtainable and hence considered to be more unstable
than the benchmark complex. For the two complexes where all optimised conformers
were obtained, despite having a larger EaT‡ were still promising as EaT‡ decreased
by a similar amount to (b) in the excited state and ∆TC decreased in these complexes
hence suggesting that the cis conformer is more stabilised. Despite these promising
results, it was concluded that having an overall -2 charge resulted in the lower EaT‡
energy.

Next the effect of electronegativity on the ligands was investigated via coordina-
tion of the halogens. EaT‡ was lowered by complexation with the more electroneg-
ative fluorine complexes however, EaT‡ was not lowered as significantly as in (b) in
the excited state. Complexation with less electronegative Cl and Br ligands, coor-
dinated 180◦ to each other resulted similar results to the neutral ligands discussed
above with similar ∆TC energies and lower EaT‡ energies and hence these complexes
are more promising than the equivalent neutral complexes. The halogen complex
results also indicated that while decreasing the electronegativity does generally in-
crease EaT‡, the effect is not very significant, highlighted by the similar EaT‡ values
between the Cl and Br ligands.

Finally the effect of bidentate ligands was investigated. In the ground state
complex (3) appeared to be the best choice, upon excitation however, it was the
only complex to increase in EaT‡. Therefore, complex (4) was deemed the most
promising, due to having similar properties to both the neutral and halogen complex
discussed above. Interestingly a variation of complex (1) studied in Chapter 5 in
which the uranyl unit was already bent resulted in much larger EaT‡ and EaC‡
values than all other complexes. Although the large EaT‡ energy makes this complex
unsuitable, it is worth noting that out of all the complexes, the cis conformation
in complex (1) was the most stable. In the future it would be worth investigating
complexes with a similarly distorted uranyl unit but with an overall negative charge
to see if the EaT‡ can be lowered while keeping the increased stabilisation of the cis
conformer.

From this chapter it can be concluded that while [UO2(OH)4]2− still has the
lowest EaT‡, complexes with two less electronegative ligands positioned 180◦ to
each other are similarly promising as they result in similarly low EaT‡ but with the
corresponding cis conformer will become more stable.

In the future, this investigation can be extended to include full excited state ge-
ometries for the σu→δu excitation to investigate whether the barriers still decrease
at relaxed excited state geometries. However, obtaining an optimised excited state
geometry for the TS will be very challenging. It would also be worthwhile investi-
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gating a greater range of more complex equatorial ligands in order to increase the
steric interaction between the uranyl oxygens and the equatorial ligands resulting
in the cis conformation being more favourable and hence reducing EaT‡. Finally
further investigation into the total charge of the complex on the energy barriers
could be conducted as in this study the optimised cis conformers were not obtained.
This could be achieved with the investigation of neutral bidentate ligands as the cis
conformer was isolated in (1).
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Chapter 7

Conclusions and Outlook

The aim of this thesis was to investigate the covalency of uranyl and its complexes
by considering both the ground and electronically excited state structures. Herein,
QTAIM analysis has been applied for the first time to investigate the excited state
electronic structures of f-element complexes. Throughout this work the excitation of
interest has been the optically accessible σu→δu triplet excitation, which is allowed
via spin-orbit coupling.

In Chapter 3 an in-depth analysis of the covalency in uranyl via symmetry-
preserving excited states was conducted. Vertical excitations demonstrated an in-
verse relationship between the orbital mixing coefficient, Λ, and the excitation en-
ergy. In excitations involving orbitals with U 5f character (e.g. σu and πu) Λ was
more dependent on the metal-ligand Hamiltonian matrix element, HML, whereas
for excitations involving orbitals with U 6d character (e.g. σg and πg) Λ became
increasingly dependent on the difference in fragment orbital energy levels, ∆EML.
These trends were further enhanced in electronically excited state geometries, with
a relationship between excitation energy and bond length. Enhanced charge transfer
character in the πg→πg∗ state was established in the excited state, which would not
have been concluded based on the ground state data alone.

In Chapters 4 and 5, equatorial complexation resulted in the U-O bond length in-
creasing and the excitation energy of the σu→δu excitation was blue-shifted. QTAIM
analysis indicated movement of charge from the U-Oyl bonding region to the uranyl
oxygens resulting in an increase in the ionic nature of the U-Oyl bond. It was also
concluded that the excitation energies of the complexes could be rationalised by
the relative stabilisation/destabilisation of the hole/particle MOs within the ligand
set. At the electronic excited state geometries, the bond lengths increased, and the
excitation energy was red-shifted commensurate with the trends observed in free
uranyl.

In Chapter 4, while clear trends between the complexes were observed in the
ground state, in the electronic excited state trends in the QTAIM data were difficult
to correlate. The lack of correlation between the increase/decrease in δU-Oyl and δU-L

was surprising, although trends in the QTAIM data were rationalised it was on an
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individual excitation basis.
The synthetically realised bent complexes studied in Chapter 5 resulted in com-

parable QTAIM metrics to those linear complexes studied in Chapter 4. This high-
lighted that the origin of the distortion of the uranyl unit was a result of steric
interactions as there was no significant differences in the electronic structures. The
QTAIM analysis allowed for the design of novel theoretical complexes, which were
found to significantly enhance the bending in the uranyl unit. From these results
design criteria for bent uranyl complexes were established.

Due to the novel theoretical complexes studied in Chapter 5 being synthetically
unviable, an alternative method of obtaining cis uranyl was studied. In Chapter 6
an intramolecular proton transfer was investigated on uranyl hydroxide analogues.
Exchanging one or two hydroxide ligands with a variety of small equatorial ligands
enabled the effects of different coordination environments to be studied: overall
charge of the complex, electronegativity of the ligands and bidentate ligand co-
ordination. It was found that although changing the equatorial ligands increased
the barrier energy, in some complexes the stability of the cis conformation was en-
hanced. Complexes which exchanged two OH ligands with two less electronegative
ligands 180◦ to each other (Cl and Br in this case) resulted in a slight increase in
the barrier energy but the corresponding cis conformer was more stable. Finally,
these intramolecular reactions were also considered in the excited state, although
only vertical excitations were considered, excitation into the σu→δu state lowered
energy barrier in the majority of the complexes.

Throughout this thesis the significance of probing excited state structures is
established. Despite small deviations in the geometric values, QTAIM analysis at
the excited state geometries often highlighted interesting properties which were not
established in the ground state. Although this was present throughout all four
investigations, this was particularly prominent in Chapter 4. Chapter 6 highlighted
that reaction barriers for an intramolecular proton transfer could be lowered in the
excited state, indicating a potential new way to synthesis cis uranyl, which is yet to
be synthesised so far in the literature.

In order to improve the assessment of the covalency in uranyl complexes, higher
energy excitations, such as those studied in Chapter 3 could be utilised and the
dependence of Λ could be established in the complexes studied in Chapters 4 and 5.
Also a wider range of ligands can be investigated in order to fully rationalise trends
between hard/soft donor atoms established in Chapter 4. Investigation of complexes
which bend the uranyl unit through electronic origins would make an interesting
comparison to those in Chapter 5 in order to see if there are any discernible differ-
ences within the QTAIM metrics. It would also be worthwhile investigating a greater
range of more complex equatorial ligation in both Chapters 4 and 6, with investi-
gation into increased steric interactions on the energy barrier in the intramolecular
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proton transfer reaction being more extensively studied in Chapter 6.
Finally, this work could provide a promising starting point for investigation of

covalency in other actinide complexes. Minor actinides (Am, Cm) are of particular
relevance to the nuclear industry as they contribute to the high radiotoxicity of
spent nuclear fuel. Understanding the covalency in Am and Cm complexes could
aid in selective complexation methods, which coordinate the minor actinides over
the lanthanides in spent nuclear fuel.
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