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Cross-Domain Activity Recognition Using
Shared Representation in Sensor Data

Rebeen Ali Hamad, Longzhi Yang, Wai Lok Woo, and Bo Wei

Abstract— Existing models based on sensor data for human activ-
ity recognition are reporting state-of-the-art performances. Most of
these models are conducted based on single-domain learning in
which for each domain a model is required to be trained. However,
the generation of adequate labelled data and a learning model for
each domain separately is often time-consuming and computa-
tionally expensive. Moreover, the deployment of multiple domain-
wise models is not scalable as it obscures domain distinctions,
introduces extra computational costs, and limits the usefulness
of training data. To mitigate this, we propose a multi-domain
learning network to transfer knowledge across different but related
domains and alleviate isolated learning paradigms using a shared representation. The proposed network consists of two
identical causal convolutional sub-networks that are projected to a shared representation followed by a linear attention
mechanism. The proposed network can be trained using the full training dataset of the source domain and a dataset of
restricted size of the target training domain to reduce the need of large labelled training datasets. The network processes
the source and target domains jointly to learn powerful and mutually complementary features to boost the performance
in both domains. The proposed multi-domain learning network on six real-world sensor activity datasets outperforms
the existing methods by applying only 50% of the labelled data. This confirms the efficacy of the proposed approach as
a generic model to learn human activities from different but related domains in a joint effort, to reduce the number of
required models and thus improve system efficiency.

Index Terms— Activity Recognition, Cross-domain learning, Deep Learning, Temporal Evaluation, Sensor Data

I. INTRODUCTION

Human activity recognition (HAR) is the problem of cor-
rectly predicting human activities based on a series of sen-
sor readings that capture environment interaction and human
movements. HAR systems are widely used to stimulate dif-
ferent applications including healthcare monitoring, eldercare,
smart education [1] and robot vision [2]. HAR is often a super-
vised learning task that relies on labelled data to train a model.
Acquiring enough amount of labelled data for training is
difficult and expensive, if not impossible, and usually requires
significant manual efforts from domain experts [3]. Moreover,
generally supervised learning methods work based on the
assumptions that the data of the training and testing phases of
a model must lie in the identical feature space, have the same
label space and have the same underlying distribution. Further,
the performance of models often decreases when the training
and testing data have different feature spaces and underlying
distributions [3]. Hence, the above assumption lead to the
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major challenges of machine learning methods. In HAR, the
same set of binary sensors are used to generate training and
testing data in order to have the same feature space. Moreover,
the participants should have similar preferences or habits in
both training and testing data to render the same underlying
distribution. Finally, the set of activities in the training and
testing data are the same to make the same label space.

Several transfer learning methods have been suggested to
relax the assumptions of supervised learning with maintaining
reasonable accuracy. Transfer learning is about transferring
knowledge across different but related domains to reduce the
need for labelled data, reduce the training time and improve
the accuracy of the target task [3], [4]. Transfer learning refers
to various strategies [4] which include multi-domain learning
[5], [6], self-taught learning, [7], [8], domain adaptation [9],
multi-task learning [10], sharing of knowledge and represen-
tations [11]. In this paper, transfer learning is used to make
HAR systems more robust, adaptable and effectively reuse
the knowledge by learning a model across multiple domains.
Developed transfer learning models for HAR systems have
improved the recognition score, but most of the transfer learn-
ing methods have certain limitations and this will be deferred
to Section 2 for further discussion. Multi-domain learning
(MDL) as a transfer learning technique refers to sharing
information about the same task (e.g., activity recognition)
across different contextual domains (datasets) [6]. MDL uses
a shared representation to learn a task from different domains
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(datasets) in parallel, thereby learned features in a domain can
improve learning in other domains [5], [12]–[14]. An essential
transfer learning problem is how to reduce the divergence
between the source and target domains with keeping the data
properties [12].

This paper contributes to mitigating the differences between
the source and target domains using a shared representation to
transfer knowledge across different but related human activity
domains. We propose a multi-domain learning approach to
jointly learn activity recognition based on different but related
domains rather than learning each domain in isolation. The
proposed method is a deep neural network that consists of two
identical sub-networks. The sub-networks have the same con-
figuration in terms of the number of layers, hyper-parameters
and weights. Parameter updating is mirrored using a shared
layer across both sub-networks. The proposed network consists
of two 1D causal convolutional neural networks (CNN) layers
for each of the sub-networks and is followed by a shared fully
connected layer. The shared layer projects learned features
to a common latent space to transfer knowledge between
the source and target domains. The proposed network ac-
cumulates sight of correlation amongst different but related
human activity domains where common knowledge can be
shared to enhance the performance of activity recognition
across several related domains. A linear attention layer that
increases focus on the important time steps is appended to the
shared layer. The proposed method simultaneously processes
two related domains: source and target domains. The benefit
of our proposed method is firstly to reduce the need and effort
for labelled data of the target domain. The proposed network
uses the training data of the target domain with restricted size
and the full training data of the source domain, yet provided
better performance than using the full training data in a single
domain setting. Secondly, the proposed multi-domain learning
network reduces the training time by rendering a generic
model for related domains compared to fitting a model for each
domain separately. The effectiveness of transfer learning using
the proposed cross-domain learning network is evaluated by
the performance of the existing single-domain learning (SDL)
models on the target datasets. The proposed MLD network
outperforms the existing state-of-the-art SDL methods that
are trained directly on the full target domain data. Moreover,
the results demonstrate that the proposed MDL network can
improve the performance of the source domain in addition to
the performance of the target domain.

In summary, the contributions of this paper are listed below:

i. Proposing a cross-domain deep learning network to trans-
fer knowledge across different but related domains to
improve accuracy and reduce the need for labelled data.

ii. Proposing linear attention mechanism within the pro-
posed network supports extracting fine-grained features
of human activities.

iii. Causal convolution is used within the proposed network
to stop information flow from future to past to preserve
the ordering of the time steps.

The rest of the paper is structured as follows. The related
works are reviewed in Section 2. The proposed network is

described in Section 3. Section 4 presents experiments and
evaluations for the proposed network. Finally, the conclusion
of this paper is presented in Section 5.

II. RELATED WORKS

Conventional machine learning methods have been proposed
for HAR, such as a k-nearest neighbour, hidden Markov
models, decision trees (C4.5 algorithm), naive-Bayes and
support vector Machine [15]. These algorithms have been
effective in activity recognition. However, they heavily rely
on traditional manual feature engineering which is limited by
both domain knowledge experts and time constraints. Hence
the power of the automated feature extraction approach, i.e.
deep learning, has attracted increasing interest from various
research areas such as cognitive assistance and context-aware
systems [16], [17] and human activity recognition [18]–[20].
Different techniques based on deep learning have been pro-
posed in activity recognition on various benchmark datasets.
Most of the systems of activity recognition based on deep
learning report state-of-the-art performances [21], [22]. A deep
convolutional LSTM is proposed for multimodal wearable
activity recognition [23]. A deep learning model is suggested
for activity recognition based on CNN to systematically extract
and learn features from raw input data [24]. Deep learning
approaches in the form of ensemble learning are also used for
activity recognition using wearable sensors [25]. Joint learning
of temporal deep learning models is proposed to improve
activity recognition and handle imbalanced class problems for
human activity recognition [26]. Dilated causal convolution
based on the self-attention technique is proposed to improve
and accelerate human activity recognition [27]. However, these
approaches for HAR operate based on a strong assumption that
the data of training and testing have the same distribution [3].
Besides, several methods based on CNN are proposed for HAR
from wearable sensor data. An attention-based CNN method is
proposed for HAR to process weakly labelled human activities
data [28]. A layer-wise CNN with a local loss for HAR
systems is proposed [22]. Moreover, a selective CNN kernel
mechanism is introduced for HAR from wearable sensor data
[29]. Besides, a shallow CNN to consider cross-channel inter-
action within the human activities is proposed [30]. A triplet
cross-dimension attention for HAR is proposed to capture the
interaction between three dimensions, i.e., sensor, temporal
and channel [31]. These methods have reported state-of-the-
art performance, however, they have only validated by the
wearable sensors data which are less imbalanced. Moreover,
often the proposed models of HAR systems have focused on
observations of only one domain, which needs a large amount
of labelled data to train a model for HAR [5].

Self-attention [32] mechanism is used in most existing state-
of-the-art models to focus more on the most relevant time
steps and enhance the performance of HAR systems. The self-
attention mechanism is appended to dilated causal convolution
(DCC+MSA) to improve HAR [27] using data captured from
wearable sensors and smart homes. The self-attention mecha-
nism is also used for DeepConvLSTM to improve HAR using
data from wearable sensors [33]. Moreover, HAR+Attention
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based on self-attention block is used to improve HAR from
wearable sensor data [34]. Despite the effectiveness of the
self-attention mechanism in improving HAR, this mechanism
suffers from quadratic computational complexity which delays
the learning process and occupies more memory. Furthermore,
these methods only process a single domain. To remedy
these limitations, we propose an MDL network with a linear
attention mechanism to improve HAR and reduce the need
for labelled data using a cross-domain learning representation
layer.

In deep learning, a domain refers to a dataset where its
examples are drawn from the same distribution [35]. Multiple
datasets with different data distributions can be used to target
the same problem by fusing multi-domain features. MDL aims
to perform a task (e.g., activity recognition) across different but
related domains simultaneously. MDL has become an inter-
esting problem since the success of deep learning approaches
based on large-scale training data. MDL as a transfer learning
technique addresses the problem of learning a task from
different but related domains that share some commonalities
on their input-output mapping functions [6]. MDL learning
optimizes multiple objectives jointly and simultaneously to
improve the performance of multiple domains by exploiting
commonalities and differences across domains using a shared
representation. Moreover, multi-domain learning reduces the
sampling burden required to improve generalization by learn-
ing multiple similar domains as opposed to learning each
domain in isolation [6], [13]. Similar domains using a shared
representation transfer knowledge to each other during the
learning process to mitigate the negative effect of data scarcity
[14], [36]. In contrast to an SDL that only uses domain-
specific data to independently learn a model for each domain,
MDL leverages data of all domains and shares knowledge
among domains leading to better prediction performance and
model generalization [37]. Figure 1 shows the architecture
of SDL and MDL. There is limited research for activity
recognition using MDL particularly based on sensor data.
MDL is proposed between two domains of human activities
using transfer learning from Web search [5]. These works
yet firstly relied on classical statistical features engineering.
Second, Web search is used to obtain relevant Web pages for
the activities, and then techniques of information retrieval are
employed to further process the extracted Web pages. MDL
methods are proposed for HAR as reported in [38], [39], but
the methods are only validated using wearable sensors data.

Self-attention mechanism [32], as the key component of the
state-of-the-art transformer structure, has been broadly used
to enhance the capability of temporal models to extract fine-
grained features for HAR [27], [28], [33], [34], [40]. Self-
attention mechanism has three learned matrix: queries Q ∈
RN×Dk , keys K ∈ RM×Dk , and values V ∈ RM×Dv , where
N and M are the lengths of the queries and keys (or values),
Dk and Dv are the dimensions of keys (or queries) and values.
Self-attention mechanism as the scaled dot-product attention
used by transformer model is show in Equation 1.
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Fig. 1: Comparison of two systematic Architecture : (a)
Single Domain learning (SDL) and (b) Multi-domain learn-
ing (MDL), denotes model learning in either SDL or MDL
architecture.

Attention(Q,K,V ) = softmax(
Q ·KT

√
Dk

)V (1)

The dot-products of Q and K are scaled by
√
Dk to mitigate

the softmax gradient vanishing problem. Often the softmax
(Q·KT

√
Dk

) is called the attention matrix. The computation com-
plexity of the self-attention softmax function (Q ·KT )V is
quadratic with respect to the length of an input data sequence
which increases the training time and adds more parameters.
This is the limitation of the self-attention mechanism which
is addressed in Section III-C by proposing a linear attention
mechanism.

In this work, we propose an MDL network to share knowl-
edge between activity recognition domains, improve accuracy
and reduce the need for labelled data. We compare the
proposed network with several existing models.

III. PROPOSED NETWORK

The proposed MDL network aims to improve the perfor-
mance of HAR systems, decrease the learning time and reduce
the number of learned models. The distinctive characteristics
of the proposed network are: (1) the proposed network simul-
taneously processes different but related datasets for HAR and
provides a recognition performance for each of the datasets;
(2) the proposed network preserves the ordering of temporal
sequential input data and avoids information flow from future
time steps to past time steps using causal convolution; (3)
the network uses a linear attention mechanism to focus more
on the most pertinent information in the sequence input.
The following subsections provide details about the proposed
network.
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Fig. 2: An overview of proposed network

A. Proposed MDL

One of the major reasons for the misrecognition of hu-
man activities is the unavailability of complementary features
which yield semantic information about human activities. In
different but related domains, the complementary features are
present with various intensities and scales [41]. We propose an
MDL network to learn generic and robust feature representa-
tions from multiple domains that outperform state-of-the-arts
of SDL on all of the domains by large margins. Suppose X and
Y are the features and the label spaces respectively. A joint
probability distribution P(X,Y), represents a defined domain on
X × Y. Pk(X) and Pk(X,Y) denote the marginal distribution
and joint distribution of the datasets in the k-th domain [42].
Every single dataset is associated with a sample Dk={ xi, yi
}Lk
i=1 where Lk is the sample size of the k-th domain. Given N

related domains PN
d=1(X, Y) and their corresponding datasets

Dk={ xi, yi}Lk
i=1 from multiple human activity domains, the

goal of the proposed MDL model is to learn a robust and
multi-branch model f : Xk → Yk, k = {1, 2, . . . , N} and
to perform HAR on all the domains in parallel. The proposed
model is able to learn features from multiple domains using a
shared representation and inference of all the domains. Fusing
multi-domain features enable the proposed network to learn
better features from multiple datasets for HAR rather than
learning each domain in isolation. The shared representation
of MDL aims to project learned features to shared feature
space and to transfer knowledge between the domains. The
proposed network shares data between two domains: source
and target domains. Besides, the proposed network can be
extended for sharing knowledge among many domains with
having different but related domains data.

B. Architecture of Proposed Network

The structure of the proposed network consists of two
identical sub-networks which accept distinct inputs but are
joined by a shared representation. Each of the sub-networks
consists of two layers of causal 1D CNN followed by a fully
connected shared layer. Then the linear attention mechanism
is appended to the shared layer followed by a domain-specific
layer for each of the domains. The feature maps are fed into the
softmax output layer for HAR. The softmax activation function
is only used for the output layer which provides a probability
of each class and thus the sum of these probabilities is bound
to be one. The softmax activation function is commonly
used in the output layer for multiclass classification of neural
networks. In the softmax activation function, increasing the
output value of one activity makes the other activities go
down, hence the proposed network will output the activity with
the highest probability value. Figure 2 shows the structure of
the proposed network. Causal 1D CNN processes temporal
sequential inputs independently and performs operations in
parallel with avoiding information leakage from future time
steps to past time steps of the sequence input data [27], [43],
[44]. The causal convolution preserves the ordering of time
steps and controls the proposed network to predict an activity
at time t based on only the information from time t and
earlier in the input sequence [27], [45]. The number of the
filters of the convolutional layers is 64 for each of the sub-
networks and the kernel size of the convolutional layers which
specify the length of the convolution window is equal to 3.
The stride of the convolutional filters that control how the
filter convolves around the temporal sequential inputs is equal
to 1 in order to shift the convolutions one unit at a time. The
Adam optimizer and cross-entropy loss function are used in
the proposed network.

The first advantage of the proposed network is to reduce
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the need and effort for producing a large set of labelled
data. Thereby the network uses the full training data of the
source domain and a restricted size of the training data of the
target domain. Yet the proposed network can achieve better
performance than using the full training data of the target
domain in a single domain setting. Secondly, the proposed
method reduces the training time by training a generic model
for two domains compared to fitting a model for each domain
separately. The proposed network enriches the diversity of
the training data due to the domain discrepancies using the
shared representation. The diversity of the training data from
the proposed network ensures that the training process can
provide more discriminative features to the model. Parameter
updating is mirrored using a shared representation between
the sub-networks. The proposed network improves recognition
performance for both domains by transferring knowledge
across the domains.

The shared layer within the proposed network shares a layer
between the domains to exploit discriminating and different
features from both domains to render a robust and mutually
complementary feature. The complementary features enrich
the learning by bringing different features from each of the
domains and each sub-network within the proposed network
improves the earlier layers of the other sub-network to boost
the performance of the proposed network. The shared layer
supports jointly optimizing the sub-networks and increases
the functionality of the sub-network to gain more insight
into the domains to improve recognition accuracy. The shared
representation reduces the number of parameters by half which
can mitigate overfitting [46]. The effectiveness of transfer
learning using the proposed approach is evaluated by the
performance of the SDL model on the target domain using
full training data. Algorithm 1 shows further information about
how the layers of the proposed network are stacked.

C. Linear Attention Mechanism
The self-attention technique scales quadratically with the

length of the input temporal data and adds more weight param-
eters to methods that increase learning time and requires more
memory. To address this problem, random feature attention
(RFA) is proposed as a linear attention mechanism [47] that
uses random feature methods to approximate the softmax
function. RFA disentangle the softmax (QKT ) into QKT

and compute QKTV in reverse order Q(KTV ) leading to a
linear time and space attention. RFA approximate or replace
the unnormalized attention matrix exp (QKT ) with ϕ(Q)
ϕ(K) where ϕ is a feature map that is applied in row-
wise manner. Therefore, RFA linearly computes unnormalized
attention matrix by ϕ(Q)(ϕ(K)TV )), as illustrated in Figure
3. The vector form of the self-attention mechanism is shown
in Equation 2. RFA vector form is shown in Equation 3. RFA
as a linear attention mechanism is adopted for our proposed
network to increase the capability of our proposed network in
extracting fine-grained features of human activities.

Att(Qt, {Ki}, {V i}) =
∑
i

exp(Qt ·Ki/T )∑
j exp(Qt ·Kj/T )

V ⊤
i (2)

RFA(Qt, {Ki}, {V i}) =
ϕ(Qt)

⊤ ∑
i ϕ(Ki)⊗ V i

ϕ(Qt) ·
∑

j ϕ(Kj)
(3)

Algorithm 1 Cross-domain learning by shared representation

1: Input: Source domain, Target domain
2: First causal CNN layer for each of the sub-networks
3: Layer normalization and Dropout layer
4: Second causal CNN layer for each of the sub-networks
5: Layer normalization and Dropout layer
6: Fully connected shared layer to join both sub-networks
7: Layer normalization and Dropout layer
8: Apply Linear attention
9: Fully Connected layer for each of the sub-network

10: Output: Soft-Max Layer to classify activities

IV. EVALUATION OF SENSOR-BASED ACTIVITY
RECOGNITION USING CROSS-DOMAIN LEARNING

In this section, the proposed network is evaluated based on
human activities that are collected from smart home sensors
and wearable sensors. Human activity datasets followed by the
used deep learning models in this study are reported. Then
the experimental results are discussed. The Google Colab that
provides a single 12GB NVIDIA Tesla K80 GPU is used for
the experiments.

TABLE 1: Details of the smart environment datasets

Smart Homes Setting Activities Rooms Sensors Duration (days)
Ordonez A Home 10 4 12 14
Ordonez B Home 11 5 12 21
Kastern A Apartment 10 3 14 25
Kastern B Apartment 13 2 23 14

TABLE 2: Details of human activities in the Ordonez homes

Activity Home A Home B
Leaving 1,664 5,268
Breakfast 120 309
Spare Time/ TV 8,555 8,984
Dinner - 120
Sleeping 7,866 10,763
Snack 6 408
Toileting 138 167
Lunch 315 395
Grooming 98 427
Showering 96 75
Total 20,456 30,427

TABLE 3: Number of activities in wearable wireless identifi-
cation and sensing datasets

Activity RoomSet1 RoomSet2
Ambulating 1,956 335
Lying 30,983 20,537
Sit on bed 15,162 1,244
Sit on chair 4,381 530
Total 52,482 22,646
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(a) Self-attention. (b) Linearized attention.

Fig. 3: Complexity of standard self-attention and linearized self-attention.

TABLE 4: Details of human activities in the Kasteren datasets

Activity Home B Activity Home A
Eat dinner 46 Get drink 21
Brush teeth 25 Prepare Breakfast 59
Get a drink 6 Get snack 24
Get dressed 27 Go to bed 11,599
Leaving the house 12,223 Prepare Dinner 325
Go to bed 6,050 Leave house 19,693
Prepare brunch 82 Take shower 221
Eat brunch 132 Brush teeth 21
Prepare dinner 87 Use toilet 154
Wash dishes 25
Use toilet 39
Take shower 109
Total 38,900 Total 40,005

A. Datasets

1) Smart Home Sensor Datasets: Four HAR datasets based
on smart homes are used to perform experiments. Embedded
sensors were employed to capture information about human
activities in smart homes. Different binary sensors are used to
record human daily activities such as sleeping, cooking, and
eating [21]. Pressure sensors are used on couches and beds to
record the user’s presence. Human movements are recorded
using different sensors such as passive infrared (PIR), reed
switches, and float sensors. Table 1 shows the details of the
Ordóñez smart homes A and B [48] regarding the number
of rooms in the homes and sensors, duration, sensors, and
frequency of activities. Human activities were collected using
equipped binary sensors in 14 days from smart home A and
21 days in smart home B. Table 2 shows the details of human
activities from Ordóñez homes A and B.

Table 1 also shows the details of the Kastern smart homes
A and B [49] regarding the number of rooms in the home
and sensors, duration, and activities. In Kasteren home A,
10 human activities were recorded using 14 sensors in 25
days over 40,005 minutes for a 26 years old resident. In
Kasteren home B, 13 human activities were recorded using 22
binary sensors in 14 days over 38,900 minutes for a 28 years
old resident. Table 4 shows the frequency of activities from
Kasteren home A and B datasets. These are single occupancy
homes.

2) Wearable sensor datasets: Two HAR datasets based on
wearable sensor are also used to conduct experiments [50],
[51]. These datasets are recorded for ambulatory monitoring

of 14 senior patients from 78 to 78 ±4.9 years old. The
sensors were worn to record information about four activities:
i)ambulating ; ii) lying ; iii) sit on chair; iv) sit on bed. Two
clinical room configuration (Roomset1 and Roomset2) were
used to record these two datasets. Table 3 shows the distribu-
tion of the recorded human activities from both datasets.

3) Generating Input Data from Collected Smart Homes:
The raw smart home datasets are preprocessed to make the
input datasets. The raw sensor readings are segmented into
one-minute window size ∆t=1. The smart home raw data
consist of the start and end times of the sensor readings
and provide information about the place, location and type
of the sensors. Multiple and incremental FTW as a feature
generating technique is employed to build the input model
datasets from the raw sensor readings. The FTW is used as
a suitable technique to generate the input datasets for HAR
application and the details of FTW are described in [21], [26],
[52]–[54]. FTW has exposed that it can extract signal sensors
from a short to a long duration of daily routine activities
such as snacks or sleeping from sensor raw readings. [52].
Moreover, temporal models have rendered better performance
for HAR applications when the FTW is employed to build the
input datasets [21], [52]. Algorithm 2 shows the process of
generating input datasets from raw sensors data using FTW.
The system usually performs near real time as FTW is used.

Algorithm 2 Generating input datasets by FTWs

1: Input: Raw data Home A and B are the input raw data
2: FTWs← Fibonacci values from Fibonanci Sequence
3: Sensor intervals← Raw data sensor intervals data
4: for ftw ← FTWs do
5: for sen intv ← Sensor intervals do
6: apply ftw on sen intv

7: end for
8: feature vector ← max(ftw)
9: end for

10: input dataset← feature vector
11: Output: input dataset

4) hyperparameters Optimization: Hyperparameter tuning is
a powerful optimization procedure to reach maximum effec-
tiveness and to render accurate deep learning models. After
conducting an extensive trial and error process, 0.0001 as the
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TABLE 5: F1-score results of the proposed network from Ordonez home A and B datasets: source domain uses all its training
data, target domain uses 50% of its training data

Proposed MDL network Existing SDL methods
Home A Home B

Activity Home A
source domain

Home B
target domain

Home B
source domain

Home A
target domain

Deep
ConvLSTM

HAR+
Attention

DCC+
MSA

Deep
ConvLSTM

HAR+
Attention

DCC+
MSA

Sleeping 99.77 98.06 99.71 98.74 97.53 97.11 97.63 96.37 95.42 98.30
Breakfast 88.59 83.76 85.11 86.96 83.11 84.51 85.71 74.87 75.39 76.87
Lunch 98.42 99.23 99.72 97.09 95.44 94.39 96.93 95.21 95.31 99.63
Grooming 85.00 90.33 92.98 82.14 75.32 80.00 80.01 85.33 87.91 88.87
Spare Time 99.16 84.29 86.15 98.65 96.83 97.21 98.57 78.21 79.32 81.48
Leaving 98.05 96.20 98.00 96.36 95.29 95.51 98.79 89.79 92.09 93.33
Snack 86.59 80.91 83.32 85.31 70.74 82.63 84.82 76.16 76.31 78.59
Showering 95.54 84.11 86.19 97.34 80.65 86.89 93.84 79.43 79.12 82.84
Toileting 83.85 87.63 89.57 81.29 69.89 77.25 79.76 83.56 83.24 86.11
Dinner 89.11 91.70 86.19 86.49 89.45
Average 92.77 89.36 91.24 91.54 84.97 88.55 90.78 84.51 85.06 87.34

learning rate, a 20% dropout rate after each learning layer
with 64 as the batch size are used for the proposed network to
converge. Early stopping is used as a regularization technique
to determine the number of epochs and to prevent overfitting
by stopping the training when the validation error of the
proposed network starts increasing. The 20% dropout rate as
a regularization technique after each learning layer is used to
further avoid overfitting [55]. To normalize the feature maps
across the batches, batch normalization is utilised after each
learning layer [56] for making the proposed network faster and
more stable during training. It was noted that by the original
paper of batch normalization, the batch normalization may
reduce the need for dropout technique [56], however, the later
successful networks such as GAN [57] and Inception V4 [58]
still utilize both batch normalization and dropout techniques,
which improves the recognition performance. Therefore, we
use the same strategy (using batch normalization and both
dropout) in our paper.

B. Results
The experimental results and findings of the proposed

MDL network are exposed and discussed. In this section, a
comparative analysis between the proposed MDL network and
other state-of-the-art methods is presented. The state-of-the-
art methods employed in this analysi are DCC+MSA [27]
DeepConvLSTM [33] and HAR+Attention [34]. F1-score as
a performance metric is used to evaluate the results of the
experiments. The F1-score (2 precision×recall

prscecision+recall ) is the weighted
average of recall ( TP

TP+FN ) and precision ( TP
TP+FP ) [52].

F1-score as a suitable metric is broadly conducted in HAR
applications due to the imbalance nature of HAR [13], [21],
[52], [54], [59].

The leave-one-day-out cross-validation is used for the eval-
uation of the smart home datasets as it is commonly used for
HAR [21], [23], [52], [53]. The collected data for a single
day of the human activities are used for the testing set and
collected data for the rest of the days are used for the training
set. This process is repeated until the collected data from all
the days are involved in the training set and the testing set.
Regarding the wearable sensor data, we used k-fold cross-
validation because information about collection dates are not
provided in the wearable sensors data. The average F-score is

computed from the results of the cross-validation as done in
the following research.

The effectiveness of the proposed MDL network is eval-
uated by comparing with the existing SDL state-of-the-art
methods. The proposed network processes full training data
of a source domain while using only 50% training data of a
target domain. The proposed MDL network using 50% training
data of a target domain can outperform the SDL method on the
same datasets with all the training data. Hence the proposed
MDL network can reduce the need for labelled data using
cross-domain learning by jointly training several domains.
The results of the source domain in addition to the target
domain are also improved compared to the existing state-of-
the-art methods. The results of the target domains based on
the proposed MDL network are highlighted in the tables to
be easily compared with the results of the current methods.
Furthermore, we performed an ablation study to show the
performance of the proposed network where the training target
domain data is 50%, 25% or 10%.

1) Results from Ordonez Environments’ datasets : Table 5
shows results of the proposed MDL network and existing
methods from Ordonez home A and B datasets. The results
of the proposed MDL network is compared with the existing
SDL state-of-the-art methods. The proposed MDL network has
achieved better results compared to the results obtained by
the state-of-the-art methods. The results of the target smart
home domains with 50% of their training data based on the
proposed MDL network are significantly improved compared
to their results obtained by the SDL approach with full training
data. In addition to the improvement of the target domains,
the results of the source domains are also improved. This is
revealed that the proposed MDL network transfers knowledge
between both the source and target human activity domains
using the shared representation. The shared layer exposes
different features from source and target domains to render
strong mutual complementary features. Complementarity in
the proposed MDL using a shared representation boosts the
recognition performance. This is because the model in the
MDL approach delivers distinctive features from both source
and target human activity domains to enrich the training and
each model refines the earlier layers of the other model and
reduces their weaknesses. The joint optimization of the MDL
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TABLE 6: F1-score results of the proposed network from Kasteren home A and B datasets: source domain uses all its training
data, target domain uses 50% of its training data

Proposed MDL network Existing SDL methods
Home A Home B

Activity Home A
source domain

Home B
target domain

Home B
source domain

Home A
target domain

Deep
ConvLSTM

HAR+
Attention

DCC+
MSA

Deep
ConvLSTM

HAR+
Attention

DCC+
MSA

Get Snack 75.29 71.73 57.22 58.71 63.69
Prepare breakfast 86.46 83.72 76.97 79.54 83.32
Brush teeth 60.35 58.98 60.52 56.96 43.59 52.22 54.44 42.89 47.82 51.18
Get drink 70.87 62.86 65.93 67.61 59.33 59.54 66.92 44.15 44.75 53.00
Go to bed 89.06 99.62 99.81 87.42 80.16 81.76 86.54 96.32 94.48 99.73
Leave house 88.95 96.97 97.19 85.98 80.02 82.19 84.28 92.98 93.21 96.39
Prepare Dinner 97.91 97.63 99.51 95.92 89.56 91.87 95.42 96.21 95.31 97.51
Take shower 92.75 84.92 86.49 90.26 85.13 89.23 89.11 81.95 82.13 83.13
Use toilet 75.79 65.03 69.06 72.82 67.82 69.34 71.97 56.13 54.19 62.18
Eat brunch 94.1 96.21 90.93 91.11 95.92
Eat dinner 88.06 91.68 86.79 86.29 90.02
Prepare brunch 85.26 89.85 85.62 84.29 88.10
Get dressed 48.32 50.54 31.79 41.11 42.63
Wash dishes 81.63 84.92 75.38 77.25 82.36
Average 81.93 80.28 82.45 79.50 71.09 73.82 77.29 73.42 74.32 78.51

TABLE 7: F1-score results of the proposed network from Wearable sensors Roomset 1 and Roomset 2: source domain uses
all its training data, target domain uses 50% of its training data

Proposed MDL network Existing SDL methods
Roomset 1 Roomset 2

Activity Roomset 1
source domain

Roomset 2
target domain

Roomset 2
source domain

Roomset 1
target domain

Deep
ConvLSTM

HAR+
Attention

DCC+
MSA

Deep
ConvLSTM

HAR+
Attention

DCC+
MSA

Ambulating 98.79 93.90 95.23 97.73 93.67 95.22 97.63 87.11 89.79 91.93
Sit on bed 99.30 98.61 99.35 99.46 95.31 96.25 99.90 97.52 99.79 99.95
Lying 98.86 95.70 96.37 97.71 94.12 95.21 97.70 89.32 94.85 95.32
Sit on chair 75.31 74.31 76.89 73.45 60.52 70.11 72.84 68.87 69.87 72.31
Average 93.06 90.63 91.96 92.08 85.90 89.19 92.02 83.40 85.70 88.57

approach enhances the functionality of the proposed network
to gain more insight into the source and target domain features
to increase the recognition result score. Figure 4 shows the
t-SNE map for human activity recognition from Ordonez
smart home A and B datasets, while Figure 5 shows a t-
SNE map for human activity recognition from the proposed
MDL network without the last softmax layer. The plot shows
how the proposed network properly distinguishes the activities.
Furthermore, Figure 6 shows the loss and accuracy of training
and validation with early stopping technique in Ordonez Home
A and B. Besides, Figure 7 shows the confusion matrix one
of the runs of the proposed network from the Ordonez Home
A and B datasets.

2) Results from Kasteren Datasets : Table 6 presents the
outcomes of the proposed MDL network compared to existing
methods from the Kasteren smart home A and B datasets. The
results of the proposed MDL network is also compared with
the existing state-of-the-art methods. The common activities
from source and target domains have been shaded in the table.
The results of the source domains using the full training data
and target domains using 50% of their training data based on
the proposed MDL network have been improved compared
with the results obtained by the existing methods. The shared
representation within the proposed network adjusts learning
of the network by exploiting commonalities and differences
across domains which improves performance. Some human
activities of Home A are not available in the Home B dataset
and also some Home B activities are not available in the Home
A. The values of missing activities are not counted in the

average of the results in Tables 5 and 6.
3) Results from Wearable Sensors Datasets : Table 7 shows

the results of the proposed MDL network and existing methods
from the wearable sensors datasets. The results of source and
target domains are improved using the proposed MDL network
compared to the existing state-of-the-art methods. The results
indicate the effectiveness of the proposed MDL network for
sharing knowledge between source and target domains using
the shared representation.

4) Ablation study: We performed ablation studies to show
the performance of the proposed network where the percentage
of the used training data of the target domains are 50%, 25%,
or 10%. The results show that the 50% of the training data is
the best configuration and renders better results as shown in
Table 8. Moreover, the performance of the proposed network
based on 25% or 10% of the training target domain data is
compared with the state-of-the-art methods when the training
data is 25% or 10%. Figure 8 shows the performances of the
proposed network are yet better compared to the performances
achieved by the existing state-of-the-art methods. This is
because the proposed network uses a shared representation
to transfer knowledge across learning processes between the
source and target domains. Furthermore, by sharing knowl-
edge across learning processes between the source and target
domains, knowledge from one of the domains is distilled to
facilitate the learning of the other domain.

Further ablation experiments are performed to show the
effectiveness of the causal convolution and linear attention
of the proposed network. Table 9 shows the results of the
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(a) Ordonez Home A (b) Ordonez Home B

Fig. 4: t-SNE map for human activity from input datasets

(a) Ordonez Home A (b) Ordonez Home B

Fig. 5: t-SNE map for human activity from proposed MDL

(a) Ordonez Home A (b) Ordonez Home B

Fig. 6: Loss and accuracy of training and validation with early stopping technique
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TABLE 8: F1-score results of the proposed network where target domain uses 50%, 25% and 10% of its training data

50% target data 25% target data 10% target data 50% target data 25% target data 10% target data

Datasets source
domain

target
domain

source
domain

target
domain

source
domain

target
domain

source
domain

target
domain

source
domain

target
domain

source
domain

target
domain

Home A Home B Home A Home B Home A Home B Home B Home A Home B Home A Home B Home A
Ordonez 92.77 89.36 88.67 83.21 87.81 80.11 91.24 91.54 89.54 84.85 85.13 80.04
Kasteren 81.93 80.28 80.45 77.50 77.12 73.53 82.11 79.98 79.45 74.11 77.87 69.54

Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 2 Roomset 1 Roomset 2 Roomset 1 Roomset 2 Roomset 1
Wearable
sensors 93.06 90.63 90.28 85.21 86.88 82.23 91.96 92.08 89.15 86.17 86.76 80.18

(a) Ordonez Home A (b) Ordonez Home B

Fig. 7: Confusion matrix

(a) 25% training data (b) 10% training data

Fig. 8: F1-score results of the proposed network and state-of-the-art methods with 25% or 10% of training target domain data

TABLE 9: Results of F1-score of ablation studies of the proposed network

Source domain Target domain

Datasets Just
CNN

Without
causal

Without linear
attention

with
Self-attention

proposed
Network

Just
CNN

Without
causal

Without linear
attention

with
Self-attention

proposed
Network

Ordonez Home A 86.59 88.02 89.38 90.11 92.77 85.31 86.03 86.24 88.27 91.54
Ordonez Home B 84.92 85.46 88.13 88.67 91.24 85.71 86.52 87.59 88.13 89.36
Kastern Home A 76.34 77.51 78.00 78.82 81.93 74.29 76.18 77.04 78.05 79.50
Kastern Home B 76.28 77.15 79.22 80.19 82.45 73.03 75.88 77.73 77.92 80.28
Wearable RoomSet1 86.16 88.74 90.34 90.47 93.06 85.62 86.39 88.75 89.67 92.08
Wearable RoomSet2 86.12 86.82 88.56 90.00 91.96 86.11 86.48 88.73 89.27 90.63
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proposed network without using the causal convolution and
linear attention. The results of the proposed network with
just using CNN without causal and attention mechanisms. The
results show that the proposed method is affected by each of
the causal convolution and the linear attention mechanism. For
instance, the proposed network obtained the F-score of 88.59
without using causal convolution and obtained the F-score of
89.38 without using linear attention for the Ordonez home A as
a source domain. Moreover, the proposed network obtained the
F-score of 86.59 with only using general CNN without using
causal and attention mechanism. This indicates that the causal
convolution has a higher contribution compared to the linear
attention. However, the linear attention mechanism still can
contribute more than the self-attention mechanism as shown
in the results of Table 9. The results indicate that the network
obtained a minimum F-score based on only using CNN and not
using causal and attention mechanism. Moreover, the proposed
network obtained the F-score of 91.54 for the Ordonez home
A as the target domain with the linear attention while the
proposed network based on the self-attention obtained the F-
score of 88.27. The results of the ablation experiments indicate
that the causal convolution and linear attention mechanism
have an effective contribution to the proposed network.

V. CONCLUSION

The paper proposes an MDL network to further improve the
accuracy of human activity recognition from smart home and
wearable sensors data compared to the existing methods. The
proposed MDL network learns on two different but related
sensor generated domains using a shared representation. The
shared representation transfers knowledge across the domains
to make strong mutually complementary features that improve
the recognition rate and mitigate the data scarcity problems.
The proposed MDL network uses the source domain with its
full training data and the target domain with 50% of its training
data to reduce the requirement of large labelled training
dataset. The proposed MDL network is evaluated based on six
human activity datasets. Extensive experiments are conducted
to make a comparative analysis for the results that are obtained
by the proposed MDL network and existing methods. The
experimental results on the source and target domains achieved
based on the proposed MDL network are better than those
achieved by the existing methods. The effectiveness of the
proposed MDL network is validated by the results on the target
domains even though only 50% of the training data is used in
the learning compared the existing methods which use the full
training data. In addition to improving the results of the target
domains, the results of the source domains are also improved
using the proposed network compared to the existing state-of-
the-art models. Moreover, an ablation study is performed to
show the performance of the proposed network when the target
data is reduced to 25% or 10% which are also compared with
the existing methods. The results indicate that the proposed
network with 25% or 10% for the target data renders better
performance against the state-of-the-art methods based on the
25% or 10% of the training data. The requirement of the
full labelled data of the source domain is the limitation of

the proposed network. Hence, future work will investigate the
elimination of a significant amount of labelled data from the
source and target domains using unsupervised cross-domain
learning.
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