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Abstract

This study investigates how to use Arabic social media content, especially Twitter, to
measure the incidence of infectious diseases. People use social media applications such
as Twitter to find news related to diseases and/or express their opinions and feelings
about them. As a result, a vast amount of information could be exploited by NLP
researchers for a myriad of analyses despite the informal nature of social media writing
style. Systematic monitoring of social media posts (infodemiology or infoveillance)
could be useful to detect misinformation outbreaks as well as to reduce reporting lag
time and to provide an independent complementary source of data compared with
traditional surveillance approaches. However, there has been a lack of research about
analysing Arabic tweets for health surveillance purposes, due to the lack of Arabic
social media datasets in comparison with what is available for English and some other
languages. Therefore, it is necessary for us to create our own corpus. In addition,
building ontologies is a crucial part of the semantic web endeavour. In recent years,
research interest has grown rapidly in supporting languages such as Arabic in NLP in
general but there has been very little research on medical ontologies for Arabic.

In this thesis, the first and the largest Arabic Twitter dataset in the area of health
surveillance was created to use in training and testing in the research studies presented.
The Machine Learning algorithms with NLP techniques especially for Arabic were
used to classify tweets into five categories: academic, media, government, health
professional, and the public, to assist in reliability and trust judgements by taking
into account the source of the information alongside the content of tweets. An Arabic
Infectious Diseases Ontology was presented and evaluated as part of a new method
to bridge between formal and informal descriptions of Infectious Diseases. Different
qualitative and quantitative studies were performed to analyse Arabic tweets that
have been written during the pandemic, i.e. COVID-19, to show how Public Health
Organisations can learn from social media. A system was presented that measures the
spread of two infectious diseases based on our Ontology to illustrate what quantitative
patterns and qualitative themes can be extracted.
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Chapter 1

Introduction

Since the advent of Web 2.0, most people participate in the Web to express their
opinions, which also gives researchers the opportunity to analyse those opinions across
large scale populations more than is otherwise possible. One aim of this process is to
summarise general opinions regarding international, national, or local events or themes
in the huge amount of data available on the Internet. Microblogging platforms are also
used by people and organisations to share information on many different topics, and
these can also be a source of emergency and/or vital public health information. Due
to social media’s popularity as a communication platform for real time messages, it
could potentially be useful to analyse tweets for health surveillance purposes. We
hypothesise that this may reduce reporting lag time compared to the traditional
approaches for monitoring infectious diseases, while also providing qualitative and
quantitative information of how people talk about infectious diseases. The need to
detect the spread of infectious diseases as soon as possible via Arabic Twitter also
provides motivation for this PhD thesis.

1.1 Background

There are three key aspects underpinning this research which we briefly introduce
here: Arabic language, infectious diseases, and Twitter.

The Arabic language is the world’s fifth most widely spoken language. It has
several characteristics that make it more difficult to analyse than other languages, and
Natural Language Processing (NLP) tools and methods are not as well established
as they are for English. Frequently encountered issues include words with multiple
meanings and Arabic dialect identification in non-standard contexts. To clarify, formal
medical terminology uses modern standard Arabic while informal language is used in

1
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the social media which leads to ambiguity in understanding a certain terminology.
More details about the Arabic language and its challenges can be found in Section
2.2. Moreover, Section 7.1 contains further examples of the discrepancy in terminology
between casual language on social media and official medical terminology.

Infectious diseases are illnesses that may be spread from one organism to another
by the virus or germ that causes them. While epidemics and pandemics have
historically had significant social and economic consequences for afflicted communities,
in today’s linked globe, the consequences are really global. This point was made
abundantly obvious by the COVID-19 pandemic that began in 2020. Infections can
readily move from one place to another. Until the virus is completely eradicated
from the world, a rise in cases in one region might result in a rebound of instances
in other parts of the world. In addition, COVID-19 became the leading cause of
death in 2020 1. Section 2.1 has further information about the infectious diseases and
epidemics and pandemics. It also discusses some NLP past studies that focus on other
infectious diseases.

In Twitter, users post and engage with messages known as “tweets”, which are
microblogging and social networking services combined. Tweets can be posted, liked,
and retweeted by users. Thirty four distinct languages are supported by Twitter for
microblogging2. In addition, there are more opportunities for bending or breaking
more formal grammar rules or standard spelling in writing on social media. In other
words, users tend to use more informal language when they tweet. This has led to
many techniques needing to be used by academic researchers when they try to analyse
tweets as a result of using Twitter as data source as explained in Section 2.3.1. For
a very wide range of topics, academic researchers have analysed tweets using the
facilities provided by Twitter’s developer tools. Importantly, when carrying out such
research there are some restrictions and rules when collecting tweets related to the
platform’s terms and conditions as discussed in Section 3.2 and ethical considerations,
see section 3.3.

1.2 Motivation and Objectives

Monitoring the spread of infectious diseases is important using a range of comple-
mentary approaches, formal and informal, due to their effect on human life. Formal
strategies such as hospital records, laboratory statistics, or household surveys need
time to produce results. On the other hand, informal methods like search engines or

1https://www.bcm.edu/departments/molecular-virology-and-microbiology/

emerging-infections-and-biodefense/introduction-to-infectious-diseases
2https://developer.twitter.com/en/docs/twitter-for-websites/supported-languages
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social media may detect queries or discussion of disease names near to real time.
Governments now make extensive efforts to detect infectious diseases as soon as
possible in order to provide medicines and prevent the spread of the disease. So,
there is need for a system that enhances the quicker detection of diseases in the
future. The results of this study, once completed, will be of interest to the World
Health Organisation, Ministry of Health in Saudi Arabia 3, and Saudi Food and Drug
Authority 4.

The main motivation of this work is to combine these challenges and investigate
how to use Arabic social media content, especially Twitter, to measure the incidence
of infectious diseases.

The research objectives are outlined as follows to guide the research and achieve
the aims:

1. Collect data for analysis of the spread of infectious diseases.

2. Create and evaluate a classification system to identify information sources.

3. Create and evaluate an Arabic Infectious Diseases Ontology to be a bridge
between formal and informal descriptions of infectious diseases.

4. Apply different quantitative and qualitative studies to analyse tweets during the
COVID-19 pandemic.

5. Create a system that measures the spread of infectious diseases based on the
new Ontology using state of the art NLP techniques like text classification,
annotation, named entity recognition.

6. Create a system which can predict the approximate location of the infected
person via a tweet’s content, when no geo-location is assigned to the tweet.

1.3 Research Questions and Contributions

The overall questions being answered in this PhD is how can we improve the analysis
of the spread of infectious diseases in Arabic speaking countries, with a focus on Saudi
Arabia via Twitter using NLP methods. This overall question breaks down into the
following research questions:

3https://www.moh.gov.sa
4https://www.sfda.gov.sa
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1. How can we differentiate between the different sources of information on social
media in the area of health surveillance?

2. In what way does the Infectious Diseases Ontology affect the collection and
analysis of the spread of infectious disease?

3. What are the topics that are discussed during pandemics?

4. How can we measure the spread of infectious diseases in Arabic speaking
countries, with a focus on Saudi Arabia via Twitter?

5. How is it possible to locate the location of the infected people using content of
the tweet?

Here we will list the contributions made in this research and then go over them in
depth later:

1. The creation of a new Arabic infectious diseases dataset.

2. The creation of a new Arabic Infectious Diseases Ontology.

3. The creation and evaluation of a classification system to find the source of
information.

4. A study of quantitative patterns and qualitative themes of how people talk
about infectious diseases on Arabic social media.

5. An analytical investigation of the spread of infectious diseases is conducted using
informal language.

6. Using Arabic Named Entity Recognition (ANER) methods to predict the
location of the user depending on the content of the tweet.

1.4 Structure of Thesis

This thesis is split into eight chapters as shown in the following:

• Chapter 1: Introduction
provides background information about Arabic language, infectious diseases,
and Twitter, the objectives of this research, and the contributions.

4
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• Chapter 2: Literature Review
defines the thesis’s main work areas which are infectious diseases, Arabic Natural
Language Processing (ANLP), analysing social media data, and Machine
Learning (ML) algorithms. It also covers the current and past work within
the area of analysing health-related Arabic and non-Arabic Twitter data and
identifying geo-location from tweets.

• Chapter 3: Data Collection
describes the data collection procedure, including Twitter rules, ethical ap-
proval, methodology, some statistics, and discussion of possible future possi-
bilities within the dataset.

• Chapter 4: Information Sources of Arabic Infectious Diseases Tweets
presents our methods to classify information sources in Arabic Twitter to
support online monitoring of infectious diseases. This chapter answers the first
research question (RQ1).

• Chapter 5: An Arabic Infectious Disease Ontology
describes the Arabic Infectious Disease Ontology that was built to help with
numerous essential applications, such as tracking the transmission of infectious
diseases on social media. This chapter provided a solution to the second research
question (RQ2).

• Chapter 6: Analysing Tweets During a Pandemic
presents how Public Health Organisations (PHOs) can learn from social media
data by analysing tweets during pandemic. It includes multiple qualitative and
quantitative studies: analysing the subjects spoken between individuals at the
peak of COVID-19, detecting COVID-19-related rumours, and predicting the
source of COVID-19-related tweets. Research Question RQ3 was addressed in
this chapter.

• Chapter 7: Monitoring Infectious Diseases
introduces a new approach to analyse Arabic tweets to estimate their usefulness
for health surveillance and understand the impact of the informal terms in the
analysis. It also shows how to identify the location of the infected people using
content of the tweet. Research questions RQ4 and RQ5 were answered in this
chapter.

• Chapter 8: Conclusion
summarizes the thesis achievements, conclusion and future work.

5



Chapter 2

Literature Review

This chapter presents a review of the key areas of work related to this thesis, namely:
infectious diseases, Arabic natural language processing, analysing social media data,
machine learning algorithms, and some previous works related to this thesis in parts
of analysing health-related Arabic and non-Arabic Twitter data and identifying geo-
location from tweets.

2.1 Infectious Diseases

2.1.1 Overview of Infectious Diseases

Infectious diseases are illnesses where the virus or microbe causing the disease can be
transmitted to another organism of the same species (Litin and Nanda, 2009). Any
infectious diseases are transmissible from one human to another. Insects and other
animals may spread certain diseases. Others may be contracted by eating tainted
food or drinking tainted water, or by being exposed to microbes in the atmosphere.
Fever and exhaustion are typical signs and symptoms, which differ depending on
the organism that is causing the infection. Mild infections may be treated with rest
and home remedies, while more severe infections may necessitate hospitalisation. In
the worst case, infectious diseases may cause death. Vaccines can eliminate certain
contagious diseases, such as measles and chickenpox. Hand-washing regularly and
properly also serves to shield you from the bulk of infectious diseases (Litin and
Nanda, 2009).

The World Health Organization1 statistics shown in Table 2.1 indicate the number
of cases and deaths that are reported from countries in the Eastern Mediterranean

1http://www.emro.who.int
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Region in 20172. We can see that 1,019,044 people were infected by Cholera in Yemen
as well as 2,237 death cases as an example for only one disease.

Disease Country No. of Cases No. of Deaths

acute watery diarrhea Sudan 36,460 818
Avian influenza
(H5N1)

Egypt 359 122

Chickenpox
(Varicella)

Pakistan 14,246 21

Chikungunya Pakistan 8375 0
Somalia 78,784 1159

Cholera Yemen 1, 019,044 2237
Iraq 505 3

Dengue Pakistan 25,872 69
Sudan 179 3

Diphtheria Yemen 429 42
Oman 2 0

Middle East
respiratory syndrome
(MERS)

Saudi Arabia 234 65

United Arab
Emirates

7 0

Table 2.1: Emerging infectious disease outbreaks reported from the countries of the
Region in 2017

2.1.2 Epidemics and Pandemics

A disease that affects a large number of people in a community, population, or region
is known as an epidemic. While, when the infectious disease spreads over different
countries it becomes known as a pandemic. For instance, COVID-19 was an epidemic
when confined to Wuhan, China but became a pandemic when it spread further into
the world. For both types, people expect to be protected from any given disease and
find accurate information about it.

2http://www.emro.who.int/pandemic-epidemic-diseases/news/

emerging-infectious-disease-outbreaks-reported-in-the-eastern-mediterranean-region-in-2017.

html
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Influenza, which is commonly known flu, is one of the infectious diseases that
caused by influenza viruses. For the majority of cases, the flu goes away on its own.
However, flu and its symptoms can also be fatal. Although the influenza vaccine is
not 100% successful every year, it is also the best protection against influenza. In
an average year, 5-15% of the population worldwide get flu. Per year, there are 3-5
million serious cases, and up to 650,000 deaths worldwide. High-risk populations,
including young children, seniors and individuals with serious illnesses most often are
more likely to result in death. The influenza peaks in winter, while in the tropical
areas influenza will occur all year round in temperate parts of the world. Every 10 to
50 years since the late 1800s there have been major outbreaks of new influenza strains
termed pandemics. Since 1900 there are five flu pandemics: the Spanish influenza
pandemic 1918-1920; Asian Flu in 1957; Hong Kong flu in 1968; Russian flu in 1977;
and the swine flu pandemic in 2009 (Influenza 2021; Saunders-Hastings and Krewski,
2016).

In March 2020, the World Health Organization (WHO) announced COVID-19,
an infectious disease caused by a coronavirus, outbreak as a pandemic. It can be
transmitted through airborne respiration or nasal fluid droplets when an infected
individual coughs or sneezes. When the virus appeared there was no treatment or
vaccine and it caused a large number of deaths of people around the world. According
to WHO, in March 2021, the confirmed cases reached 119,220,681 and the deaths were
2,642,826 around the world and in Saudi Arabia, there have been up to 382,407 cases
recorded and 6,500 deaths on the same month. Figure 2.1 shows the number of cases
by the geographical locations around the world. As a result, many governments during
the pandemic took various decisions to protect citizens from COVID-19 such as online
education, lockdown, quarantine, travel bans, social distancing, and self isolation. At
the start of 2021, various vaccines were deployed in several countries and governments
started encouraging people to take vaccines due to false information that spread via
social media. This pandemic differs from those previously since people around the
world shared very large quantities of information via social media about it. This led
to huge amounts of data appearing online and gave researchers the opportunity to
analyse them in multiple directions as explain in the next section (Section 2.1.3).

2.1.3 NLP and Infectious Diseases

Institutions and people with different specialities, including governments, health
organisations, researchers and academics, commercial organisations, universities and
schools, need to collaborate with each other to reduce the disease spread. Computer
science researchers in a wide range of sub-fields have contributed useful studies and

8
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Figure 2.1: COVID-19 cases by geographical location. Adapted from WHO (https:
//covid19.who.int/)

applications that cross over with health concerns. For example, health informatics is
a broad area of research that encompasses the design, creation, and implementation
of technologies for the purpose of improving health care. It is one of the fastest
growing sectors of the health care industry. Health informatics research focuses on
the application of artificial intelligence to healthcare and the architecture of embedded
medical equipment. Additionally, medical informatics encompasses contemporary
developments of neuroinformatics and cognitive informatics in the areas of brain
imaging and emulation. In some cases, the term informatics is often used to refer
to the application of library science to hospital data processing (Nadri et al., 2017).

Biomedical text mining as an area of study combines concepts from natural lan-
guage processing, bioinformatics, medical informatics, and computational linguistics.
The techniques established in this field are frequently extended to the biomedical
and molecular biology literature that is freely accessible through online resources
e.g. MEDLINE and PubMed. For instance, NaCTem3, The National Centre for
Text Mining, is is a text mining centre in the UK, publicly supported. It works for
many years and the long running BioNLP workshops from the ACL SIGBIOMED
special interest group. Another example is the HealTAC4, the UK healthcare text

3http://www.nactem.ac.uk/
4http://healtex.org/
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analytics network, that extends research to other areas beyond biomedical. It is a
multidisciplinary research group whose goal is to make it easier to use healthcare
free-text, such as clinical notes, emails, social media posts, and literature, in research
and clinical practise. Every year, it hosts a conference with keynote lectures, scientific
papers, discussion panels, a business forum, tech demos, a PhD forum, and poster
sessions. For example, the paper by Guidère (2020) uses the NLP in a suicide
monitoring framework to apply machine learning and inspect social media. In
particular in NLP, over recent years, there have been several research enterprises
successfully studying various other epidemics such as listeria, influenza, swine flu,
measles, meningitis, Ebola, chickenpox, and H1N1 (Ahmed, Peter Bath, et al., 2018;
Aramaki, Maskawa, and Morita, 2011; Jain and Kumar, 2015; Ji, Chun, and Geller,
2013; Ji, Chun, and Geller, 2016; Hong and Sinnott, 2018).

Regarding COVID-19, many academic researchers in various fields including
NLP have carried out studies targetting this subject. For example, COVID-19
and AI5 is one of the conferences that has been convened virtually to show how
Artificial Intelligence (AI) can contribute in helping Public Health Organisations
during pandemics. Verspoor et al. (2020) organised a workshop on NLP for COVID-19
in two parts with 57 accepted papers that incorporated analyses in several languages.
There are also multiple studies in various journals, conferences, and workshops with
different goals such as monitoring the spread of the disease by finding infected
individuals, defining the infected locations, or assisting governments and public health
organisations in measuring people’s concerns resulting from the disease. To clarify,
there are about 2,610 papers on pandemics on ACL Anthology since the start of
COVID-19 6. NLP is now being used by organisations to gain access to the landscape
of research articles related to the COVID-19 pandemic. There is further discussion
on this work presented later in Section 2.5.

2.2 Arabic Natural Language Processing (ANLP)

2.2.1 Arabic Language

The Arabic language is classified as the fifth most spoken language in the world7. It is
spoken by around 400 million people around the world and has more than 26 dialects.
There are a variety of Arabic dialects, some formal and some informal (Habash, 2010).
Modern Standard Arabic (MSA) is the standard formal version in the Arab world, and
almost everyone speaks and understands it. MSA is based on Classical Arabic, the

5https://hai.stanford.edu/events/covid-19-and-ai-virtual-conference
6https://aclanthology.org/
7https://en.wikipedia.org/wiki/Arabic
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language of Islam’s Holy Book, the Qur’an (Biadsy, Hirschberg, and Habash, 2009).
It is the language of academia, the news and media, as well as law and legislation.
Furthermore, the majority of research and methods in NLP is focused on MSA. In
contrast, Dialectal Arabic (DA) is an informal language for the conduct of everyday
life, television shows, and social media. Arabic dialects are less closely related to
Classical Arabic than MSA. The dialects of Arabic differ from one another and from
modern standard Arabic (Alshutayri, 2018).

For a variety of reasons, researchers are becoming increasingly interested in
working on Arabic language processing. In 2017, the number of Internet users in
the Arab world grew to 180 million8. The volume of Arabic textual data on the
Internet has increased in the last decade, and the Arabic tools for browsing the web
have improved. There is only one language, despite the fact that dialects vary from
country to country and even within the same country.

2.2.2 Challenges in Arabic NLP

With such a large number of Arabic speakers, the focus on processing this language
is rapidly growing. The Arabic language is written from right to left with 28
different characters. A big challenge for the Arabic alphabet is that letters shift
their shape in accordance with their location. For instance, the letter kaff (¼), K

in English, looks like (�») at the beginning, looks like (�º�) in the middle, and is

formed like (½�) at the end. The word originality was another complication, with 85%

coming from tri-demanding roots. Therefore, Arabic is extremely derivational and
inflectional, which results in morphological analysis being a complicated task. Arabic,
like Chinese, Japanese, and Korean, has no capitalization. Since Arabic dialects are
not standardised, their spelling is not always clear. It is important to emphasise an
internal consensus as such must be used as normative orthodoxy in any approach to
dialects. In other words, Arabic lacks a common orthography, resulting in a wide range
of spelling variants. In addition, short letters are not represented orthographically in
modern standard Arabic, which necessitates a high level of homograph resolution and
word sense disambiguation. Arabic is a pro-drop language, as in Italian, Spanish,
Chinese and Japanese, meaning that the topic pronouns can be deleted subject to
recovery. In Arabic, synonyms are treated differently. A phrase may have up to seven
synonyms, but the substitution of each of these terms is context-dependent, which
may result in the extraction of redundant sentences. (El-Haj, 2012; Farghaly and
Shaalan, 2009; Habash, 2010).

8https://www.internetworldstats.com/
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Regarding our studies, the term ( A
�	
KðPñ

�
»), corona, can be found in many forms such

as ( A
�	
KðQ»), ( 	

àðQº
�
JÓ), and ( é

	
KðQ»). ALso, ( @

�	Q
	
K @

�
ñÊ

	
®

	
K @), Influenza, may appear in these

expressions (ñÊ
	
¯), ( 	PñÊ

	
®
�
JÓ), (ù

��
Ôg), and (ÐñÒm×). All these words need to be included in

our analysis research.

In summary, ANLP systems need to take into account the specific characteristics
of the Arabic language in order to produce adequate results. There are some factors
that have hindered the development of Arabic NLP in comparison to English and
other European languages. These aspects include: the lack of capitalisation which led
to difficultly of distinguishing proper names, words, and abbreviations; the need for
complicated morphological rules in parsing text because vowels are absent in Arabic
text which makes it difficult to know the meaning of the word; and morphological
analysis is a difficult challenge since Arabic is heavily inflectional and derivational
(El-Haj, 2012; Farghaly and Shaalan, 2009; Kanan et al., 2019).

2.2.3 ANLP Tools and Applications

ANLP has grown in popularity in recent years, and a number of cutting-edge
technologies have been developed for a variety of applications, including machine
translation, information retrieval and extraction, speech synthesis and comprehension,
localization and multilingual information retrieval systems, sentiment analysis, text
to speech, text classification and clustering and tutoring systems. These applications
were designed to address many difficult questions pertaining to the Arabic language’s
meaning and structure (Farghaly and Shaalan, 2009; Habash, 2010; Kanan et al.,
2019).

In terms of the complexity of Arabic morphology, ANLP researchers were
successful in addressing this challenge, but further development is still needed.
They face some problems when dealing with Arabic text. One difficulty is whether
translations of Arabic words contain translated and transliterated words that do not
adhere to a consistent set of rules on the way they are spelled in general. For example,
a named entity like the city of Manchester could be spelled as (Q�

��
�

�
	
�A

�
Ó), (Q

�
��

�
�

	
�Ó),

(Q
�
��

�
�A

�
Ó), (Q¢�

�
�

	
�
�
A
�
Ó), and(Q

�
��

�
�

	
�A

�
Ó). Another issue is the absence of a large corpus

of Arabic-identified entities, which would have aided rule-based as well as statistical
named entity recognition schemes. A third constraint is that, given the particular
features of the Arabic language, NLP methods for western languages cannot be readily
adapted to Arabic (Farghaly and Shaalan, 2009).
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Researchers in ANLP use multiple methods to deal with Arabic morphological
analysis to achieve the goal of analysing the text automatically without intervention
from humans (Kanan et al., 2019). These techniques include:

Tokenization: is the process of dividing text into separate words called tokens by
using delimiters like words punctuation and numbers (Alhanjouri, 2017).

Normalization: is the way to unify the form of the Arabic character due to the fact

that one letter may have different shapes. For example, ( @

�

,
�
@ ,



@) are converted

to ( @) (Darwish, Magdy, and Mourad, 2012).

Part Of Speech Tagging (POS): is the method of tagging words with their
grammatical type depending on the location and appearance in the sentence
such as noun, verb, adjective, and adverb (Habash and Rambow, 2005).

Stemming: is determining the morphological stem of a word. In other words, it
converts the word to the root by removing its affixes, which are prefixes, infixes
and suffixes (Froud et al., 2010).

Stop Word Removal: is a method used to filter the text by removing the stop words
in the language in order to improve results. In Arabic, they can be pronouns
and conjunctions (Alhanjouri, 2017).

Named Entity Recognition (NER): is the process of extracting information and
knowledge form text such as Names, Locations, Organisations, Phone numbers,
Time, and Date (Ghosh, 2009).

Over the years, ANLP researchers have managed to enhance these tools because they
are essential first steps in most natural language applications although the morphology
of Arabic is seen as complex (Abuleil, Alsamara, and Evens, 2002; Al Ameed et al.,
2005; Darwish, H. Hassan, and Emam, 2005; Khoja and Garside, 1999; Sawalha
and Atwell, 2010). However, there is still a need to improve existing solutions to
these challenges in order to adapt many applications of analysing Arabic corpora with
accurate results. A study by Obeid et al. (2020) is a recent example of providing open
source tools for ANLP in Python such as pre-processing, morphological modeling,
dialect identification, named entity recognition and sentiment analysis. Although it
achieved around 90% on the accuracy of some tasks, it needs to be further enhanced
by incorporating additional datasets and models to accommodate additional dialects.
In addition, the systems for identifying dialects were not trained using Twitter data,
which present more challenges such as misspelling and the use of slang terms.
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2.3 Analysing Social Media Data

2.3.1 Twitter Data Source

Twitter 9 is a microblog platform where posts contain less than 280 characters and
additionally may contain some user information. There are 316 million monthly active
users with 500 million tweets per day according to statistics from Twitter 10. Twitter is
one of the popular tools that can be used for an academic research. A study performed
by (Ahmed, P. A. Bath, and Gianluca Demartini, 2017) explained some reasons for
using Twitter in academic research: the accessibility feature compared with other
social media platforms, the relatively simple method of finding conversations, the
facility of collection due to strong hashtags, and the attention that is given to the
platform by the mainstream media may attract more research.

On the other hand, there are many challenges when using Twitter as a data source.
One of the challenges is finding the relevant tweets from an exceedingly large dataset
(Doan et al., 2018). Another challenge is the false, noisy, or biased information that
tweets may contain (Aramaki, Maskawa, and Morita, 2011; Hong and Sinnott, 2018).
Moreover, tweets need more effort in preprocessing steps as a result of people using
informal language when they tweet especially for the Arabic language as there are
many different dialects. Finally, a set of Twitter terms and conditions that may
obstruct the research while analysing tweets as explained in Section 3.2.

2.3.2 NLP for Social Media

In recent years, the use of social media has allowed users by their comments
and posting on social platforms, to connect and express their thoughts, facts and
awareness. There are several possible social networking platforms such as Facebook
and Twitter, including the world’s most used social channels. In social media, people
choose to write messages that do not follow syntax, orthography or standard language,
in their own languages.

NLP or Computational Linguistics is a field of artificial intelligence that is
part of computer science. The objective of NLP is to make machines capable
of understanding the language of humans. In other words, without the need for
human interaction, NLP tools interpret written texts automatically. Although
researchers face various challenges when analysing social media data, as described
in the previous section (Section 2.3.1), there is a continually growing number of

9https://www.twitter.com
10https://about.twitter.com/

14

https://www.twitter.com
https://about.twitter.com/


Chapter 2. Literature Review 2.4. Machine Learning

research ventures and publications leveraging social media. Different NLP core
tasks are included in social media texts such as corpus annotating, part-of-speech
tagging, linguistic pre-processing and normalization, information extraction, named-
entity recognition, parsing, and multilingualism. These methods can be used
for many applications like opinion mining, topic detection, sentiment analysis,
geo-localization, machine translation, summarization, financial applications and
healthcare applications (Farzindar and Inkpen, 2017).

2.3.3 Analysing Arabic Social Media Data

The researchers that analyse Arabic social media data encounter two different
challenges: the Arabic language, Section 2.2.2, and social media data, Section 2.3.1
(Kanan et al., 2019). In addition to the application of NLP on social media, described
in the previous section (Section 2.3.2), dialect classification is one of the important
tasks in ANLP applied on social media data. The aim of this is to distinguish between
different Arabic dialects because it is an important pre-processing step for other tasks,
such as dialect-to-dialect lexicons, information retrieval according to the dialect, and
machine translation (Alshutayri, 2018). There are also quite number of studies on
opinion mining and sentiment analysis on Arabic social media data. The review by
Kanan et al. (2019) summarised some papers on these fields. However, there is a lack
of an established Arabic reference corpus and Arabic social media analysis is still in
the early phases of production (Alshutayri, 2018; El-Haj, 2012; Farghaly and Shaalan,
2009).

2.4 Machine Learning

The method of programming computers to learn from training data (input) and
display the results (output) is known as Machine Learning (ML) (Shalev-Shwartz
and Ben-David, 2014b). It is a subfield of Artificial Intelligence that is focused on the
premise that systems can learn from data, recognise patterns, and make decisions with
minimal human involvement. ML is important because models can interpret larger,
more complex data easily and automatically and provide quicker, precise results, even
on the very large scale. It can be used in many application such as classification,
prediction, extraction, and regression on either text, speech, or image.

2.4.1 Types of Machine Learning

ML is split into subfields based on learning tasks and results. The common types of
algorithms are (Nassif et al., 2019):
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Supervised Learning: where the machine is presented with a list of examples,
along with the desired results set of values that the learner supplies, and the
rule to be learned is generated from those examples. Examples of Supervised
Learning: Regression, Classification, Decision Tree, and Random Forest.

Unsupervised Learning: this approach is unlike supervised learning, it trains the
learning algorithm using an input dataset with no labelled outputs. Examples
of Unsupervised Learning: Clustering, Anomaly Detection, and Dimensionality
Reduction.

Semi-Supervised Learning: this approach combines supervised and non-supervised
methods of learning, where there are several input dataset, some of them
labelled (usually smaller) and the others not (usually larger). Examples of
Semi-Supervised Learning: Self Training and Graph Based Algorithms.

Reinforcement Learning: where the past practise is used to teach the computer
to make predictions. Examples of Reinforcement Learning: Monte Carlo and
Heuristic methods.

Deep Learning: this approach can be defined as a sub-field of machine learning
focused on multilevel algorithms, which provides a model that represents a
complex relationship between data. Examples of Deep Learning: Convolutional
Neural Network (CNN), and Recurrent Neural Network (RNN).

2.4.2 Multi-Label Classification

Classification problem can be divided into three types: Binary, Multi-class, and Multi-
label (Sorower, 2010; T. Li, Zhang, and Zhu, 2006). In machine learning, classification
with a single label is a typical learning topic in which a variety of instances are learned
from a group of disjointed classes, each of which is connected to an individual class
label. The problem can be classified as binary classification, with two classes, or
multi-class classification, when there are more than two classes, depending on the
total number of disjoint classes. In contrast to these issues, multi-label classification
requires instances to be assigned to several classes. In other words, it is used where
one or more input values may be assigned to more than one classes. Multi-label
classification is a supervised learning method and is more complex than binary and
multi-class problems. Basically, there are three methods that can be used to solve the
multi-label problem: Problem Transformation, Adapted Algorithm, and Ensemble
approaches as described in the following (Madjarov et al., 2012):

Problem Transformation: is the process of simplify a multi-label problem to one
or more single-label problems. One of the most well known examples is the
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separate classification of each label, as in the case of Binary Relevance and
Classifier Chains and the separate class treatment of each label combination, as
in the case of Label Powerset (Szymanski and Kajdanowicz, 2019).

Adapted Algorithm: is the approach that specifically manages multi-label data
by extending basic learning algorithms (Tsoumakas and Katakis, 2007). For
example, the k-nearest neighbors (kNN) classifier is expanded to the multilabel
data by the MLKNN Algorithm.

Ensemble approaches: is the process of using multiple estimates or projections
of function and combine them to create an efficient classifier. This assembly
methods are one of the two groups of the multi-label methods, i.e. adaptation
to algorithms and methods for problem transformation, which were previously
described (Muller, 2018).

For each method, there are different techniques that can be used. The deep learning
methods can also be used to solve this problem as explained in the next section,
Section 2.4.3.

2.4.3 List of Machine Learning Algorithms

This section explains some of machine learning Algorithms that are used in this thesis
for analysing text. These algorithms are chosen due to their powerful analysis in both
Arabic text classification (Alshutayri, 2018; Ye Wang et al., 2017) and analysing social
media for health surveillance (Aramaki, Maskawa, and Morita, 2011; Joshi, Karimi,
Sparks, Paris, and C. Raina Macintyre, 2019b). The following are some descriptions
of algorithms that have been used in our studies, applied in Chapter 4, Chapter 6,
and Chapter 7, based on Supervised, Unsupervised, and Deep learning methods:

• Supervised Learning.

– Binary and Multi-class Algorithms:

∗ Logistic Regression (LR): is a statistical analysis that relies on
probability and used for classification problems (Kleinbaum et al.,
2002).

∗ Random Forest (RF): It employs several different decision trees
on multiple dataset subsamples. The average outcome is used as
the model’s forecast, which increases the model’s overall statistical
precision and combats overfitting (Shalev-Shwartz and Ben-David,
2014a).

17



Chapter 2. Literature Review 2.4. Machine Learning

∗ Conditional Random Fields (CRF): It is a probabilistic system in which
structured data are labelled and segmented such as strings, trees, and
grids (Sutton and McCallum, 2012).

∗ Support Vector Machine (SVM): It classifies the data points using a
hyperplane in an N-dimensional space, where N here is the number of
features (Ayodele, 2010).

· Support Vector Classification (SVC): it uses kernal functions,
which can be linear, nonlinear, polynomial, radial basis function,
and sigmoid, for classification process (Platt, 1999).

· Linear Support Vector Classification (LSVC): it uses a linear kernel
for the basis function (Platt, 1999).

∗ Bayes’ theorem

· Näıve Bayes (NB): It operates with the Bayes theorem and the
assumption of no attribute dependency, which implies that any
feature in a class is unrelated to any other feature in the class.
The data is used to compute a likelihood by assigning numbers to
the likelihood of each instance in the package (Shalev-Shwartz and
Ben-David, 2014a).

· Multinomial Näıve Bayes (MNB): It calculates the conditional
probability of a given word based on its occurrence in a class,
taking into account the number of times the word appeared in
several classes (Schütze, C. D. Manning, and Raghavan, 2008).

– Multi-label Algorithms:

∗ Binary Relevance: It treats each label as a separate single class
classification problem (Sorower, 2010).

∗ Classifier Chains: It treats each label as a part of a conditioned chain
of single-class classification problems. It is useful to handle the class
label relationships (Madjarov et al., 2012).

∗ Label Powerset: It transforms the problem into a multi-class problem
with one multi-class classifier that is trained on all unique label
combinations found in the training data (Sorower, 2010).

∗ Adapted Algorithm (MLKNN): It is a multi-label adapted K-Nearest
Neighbors (KNN) classifier with Bayesian prior corrections (Madjarov
et al., 2012).

∗ Support Vector Machine with Näıve Bayes features (NBSVM): It
combines generative and discriminant models together by adding NB
log-count ratio features to SVM (S. I. Wang and C. D. Manning, 2012).

• Clustering.
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– K-means: It clusters data, which are unlabelled, by attempting to divide
samples into n equal-variance sets, and the number of clusters must be
defined (Shalev-Shwartz and Ben-David, 2014a).

• Deep Learning:

– Bidirectional Encoder Representations from Transformers (BERT): It is a
“pre-train deep bidirectional representations from unlabelled text by jointly
conditioning on both left and right context in all layers” (Devlin et al.,
2018).

– Transformer-based Model for Arabic Language Understanding (AraBERT):
It is a pre-trained BERT model designed specifically for the Arabic
language (Antoun, Baly, and Hajj, 2020).

We used LR, RF, MNB, and LSVS algorithms to classify the source of the tweets
in Chapter 4. In Chapter 6, we applied LR, NB, and SVC algorithms to classify the
tweets for rumour detection and K-means algorithm to explore the topics discussed
on Twitter during the COVID-19. Since Chapter 7 include multi-label classification
problem, we used Binary Relevance, Classifier Chains, Label Powerset, Adapted
Algorithm (MLKNN), NBSVM, BERT, and AraBERT to identify infected people.
We also used CRF algorithm to apply Named Entity Recognition in predicting the
locations of affected people in same chapter, Chapter 7.

2.4.4 Feature Selection Methods

One of the most crucial stages in the classification process is feature collection. It is
used to pick a subset of tokens or words that discriminate between classes and are
present in the training set for use as features of text classification (Schütze, C. D.
Manning, and Raghavan, 2008). In fact, choosing an appropriate feature would help
to reduce the size of the effective vocabulary, increase the efficiency of training, and
enhance classification accuracy. In this thesis, we used different feature selection
methods with different goals and they are described in details in Chapter 4, Chapter
6, and Chapter 7.

2.5 Analysing Infectious Diseases Twitter Data

There has been a growing interest in Arabic language processing on social media data
and Twitter in particular, but only a small part of this prior research is related to
health and medicine topics as we show in this section. In contrast, a growing number of
studies have analysed tweets for the public health information they contain in English
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and other languages such as Chinese and German (Charles-Smith et al., 2015). We
summarise this research in what follows.

2.5.1 Analysing Health Related Arabic Twitter data

Before the COVID-19 pandemic, very few papers have described the use of Arabic
tweets for studies related to health and medical topics. By 2020, Arabic researchers
have begun to focus more on contributions in the Artificial Intelligence area especially
in the NLP field. Here, we discuss some previous work on analysing Arabic social
media data about general health topics and the work on the COVID-19 pandemic,
since there are no studies related to other infectious diseases.

A survey performed by Alsobayel (2016) concluded that Twitter is the most
frequently used by health care professionals in Saudi Arabia for the aim of professional
development. Although the study was limited to health professionals in Saudi Arabia,
it proved that social media platforms contain valuable information related to health.
In (Alnemer et al., 2015) and (Albalawi, Nikolov, and Buckley, 2019), they analyse
tweets in order to find the accuracy of the health information in Twitter and measure
the rate of the tweets that contained false information, which is 51% in the former
study and 31% in the latter one. The second study also tries to construe the features
that affect the trustworthy of these tweets such as time to tweet, user linguistic and
user popularity.

Several Arabic Twitter datasets related to COVID-19 have been recently pub-
lished, for example (Alqurashi, Alhindi, and Alanazi, 2020; Haouari et al., 2020a;
Qazi, Imran, and Ofli, 2020). Tweet ID’s only can be found in these studies due
to Twitter restrictions, as described in Section 3.2. They also explained the way of
collecting tweets such as time period, keywords, and software library used in the search
process and summary statistics for the collected tweets. Finally, they provide some
suggestions for future work on these datasets, including: detecting misinformation,
recognizing public opinions, monitoring a disease, understanding people’s needs, and
identifying knowledge gaps.

Hamoui, Alashaikh, and Alanazi (2020) analysed the tweets taking about COVID-
19. They used the Non-negative Matrix Factorization (NMF) method to detect
the topics and found the tweets’ most popular unigrams, bigrams, and trigrams.
While Alqurashi, Alashaikh, and Alanazi (2020) identified superspreader information
during COVID-19 in order to understand the public reactions and impact of the
information spreading. They applied PageRank and the Hyperlink-Induced Topic
Search algorithms in their study and found Twitter influencers in the Arabic content
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of Twitter.

A study by Mubarak and S. Hassan (2020) provided a manually annotated dataset
related to COVID-19 labelled with 13 classes. It outlined annotation instructions,
analysed dataset, and developed classification models using different machine learning
algorithms. In (Elhadad, K. F. Li, and Gebali, 2021), the authors presented a COVID-
19 bilingual (Arabic/English) Twitter dataset that was automatically annotated to
detect misleading Information. For building a credible ground truth database, they
used the government websites and the shared official accounts as well as any relevant
details on them. The dataset would then be labelled with different machine learning
algorithms and various techniques of extraction.

2.5.2 Analysing Non-Arabic Twitter data

In contrast to Arabic, there is a considerably greater body of work in English that
uses Twitter for studies on health and medicine-related topics. Previous studies
have proved that Twitter contains valuable information on public health (Aramaki,
Maskawa, and Morita, 2011; Breland et al., 2017; M. Paul and Dredze, 2011;
Sinnenberg et al., 2017). These findings demonstrate the utility of NLP methods
for extracting new knowledge from social media for public health analysis and
supporting health informatics hypotheses. Here, we outline some studies relevant to
past epidemics like Ebola, influenza, and measles as well as the COVID-19 pandemic.

Since 2011, researchers have been analysing tweets related to infectious diseases.
M. Paul and Dredze (2011) and Aramaki, Maskawa, and Morita (2011) provided
an analysis of tweets related to Influenza to detect infected people. The difference
between the two studies is the first one concentrates on the distribution of words while
the second one uses a sentence labelling system which classifies a tweet as negative
when a person or surrounding person has flu in the present time.

The authors of (Arze et al., 2011; Ji, Chun, and Geller, 2012; Ji, Chun, and Geller,
2013) created the Epidemics Outbreak and Spread Detection System (EOSDS), which
is an example of a platform that visualises Twitter users’ worries over real health
issues. On the first study they analysed tuberculosis, listeria, influenza, swine flu,
and measles of tweets that contain disease name. Then they developed the system
by making two-step sentiment analysis: first, they classify health tweets into personal
tweets versus news tweets. Then they identify the tweets with negative sentiments
that measure the degree of public’s health concern over a disease. In the last
study, they extended the system by analysing more diseases, which are 12 diseases
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including infectious diseases: listeria, influenza, swine flu, measles, meningitis, and
tuberculosis; four mental health problems: Major depression, generalized anxiety
disorder, obsessive-compulsive disorder, and bipolar disorder; one crisis: Air disaster;
and one clinical science issue: Melanoma experimental drug.

In (Jain and Kumar, 2015), Influenza-A (H1N1) disease was analysed using
Twitter data to retrieve the information that is important for health surveillance.
Two approaches were used for selecting the keywords in the collection process, which
are repeated weekly on specific period of time: (a) Keywords from tweets (b) Keywords
from RSS feeds. The study presented a tool for using Twitter to monitor the H1N1
outbreak in India from February 1 to March 1, 2015.

The study by Takeuchi et al. (2017) looked at the frequency of disease-related
terms like “nausea”, “chill”, and “diarrhoea”, and also used regression to predict the
number of patients using Twitter data in Japan. It included only the tweets that have
GPS information to compare the number of patients with the National Institute of
Infectious Diseases (NIID).

Other researchers have combined Twitter data with Google Trends data for
tracking the spread of infectious diseases like flu, chickenpox and measles (Hong and
Sinnott, 2018). A study by Ahmed, Peter Bath, et al. (2018) analysed the Twitter
data from infectious disease, swine flu and Ebola, outbreaks. The study developed
new insights into how users respond during infectious disease outbreaks and reflects
on users’ response in association with the sociological concept of the moral panic.
They also suggest to examine the tweets in other languages. Table ?? summarizes the
difference between some studies on social media for health surveillance in the past.
Many of them used the name of diseases as keyword.

As far as COVID-19 research is concerned, according to (Shuja et al., 2020) open
source COVID-19 datasets had been produced that contain medical images or textual
such as reports, social media, and scholarly articles. (Banda et al., 2020) is an example
of a large dataset in English, French, Spanish, and German languages. Researchers
would be able to use this dataset to carry out a variety of studies on the emotional
and behavioural reactions to social distancing interventions, as well as the detection of
origins of disinformation and the stratified assessment of feeling against the pandemic
in near real time as suggested in the paper.

Further research about Arabic and Non-Arabic COVID-19, that are more specific
to our studies, will be discussed in Section 6.2 in Chapter 6 and Section 7.2 in Chapter
7.
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Paper Diseases condition of tweets
Aramaki,
Maskawa, and
Morita (2011)

Influenza a tweet person or surrounding
person have flu and tense.

Ji, Chun, and
Geller (2012)

tuberculosis,
listeria,influenza,
swine flu, and measles.

tweets contain disease name.

Ji, Chun, and
Geller (2016)

12 diseases including
infectious diseases,
mental health
problems, crisis,
and clinical science
issue.

two-step sentiment analysis:
first, they classify health tweets
into personal tweets versus news
tweets. Then they identify the
tweets with negative sentiments.

Jain and Kumar
(2015)

H1N1 Tweets contain keywords from
tweets and from RSS feeds and
collecting tweets weekly on spe-
cific period of time.

Takeuchi et al.
(2017)

Infectious
Gastroenteritis

tweets with keywords and have
GPS information.

Ahmed,
Peter Bath,
et al. (2018)

swine flu and Ebola keyword with time interval se-
lected from Google due.

Hong and Sin-
nott (2018)

flu, chickenpox and
measles

collect all tweets then extracting
illness-related tweets related to
infectious diseases.

Table 2.2: Overview of past studies on social media for health surveillance

2.6 Identifying Geo-location from Tweets

The study of (Burton et al., 2012) identified the different forms of Twitter location
information that could directly found when collecting tweets through Twitter API.
This information could be: (1) the accurate tweet-related GPS coordinates, (2) the
local GPS-coordinates (e.g. cities or metropolitan areas), (3) the free-text location
information specified in the user account summary, and (4) the time zone. However,
less than 1% of users provide these information in their profiles because they are
an optional fields (Mahmud, Nichols, and Drews, 2014). Therefore, previous research
uses tweet textual content to predict the location of the user (Khanwalkar et al., 2013).

Identifying locations in text is a part of Named Entity Recognition (NER) which is
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an NLP task of extracting information to recognise and classify information listed in
predefined categories such as personal names (PER), organisations (ORG), locations
(LOC) and dates and times (DATE). There are two dimensions of the previous
research that need to explained here: Arabic Named Entity Recognition and Arabic
Named Entity Recognition in Twitter.

2.6.1 Arabic Named Entity Recognition

Rule-based, machine learning-based, deep learning-based, and hybrid techniques are
all used in NER methods. These methods are applicable to Arabic, though particular
challenges of Arabic, as described in Section 2.2.2, such as lack of capitalization,
nominal confusability, agglutination, and the absence of short vowels exist (Shaalan
and Oudah, 2014; Zirikly and Diab, 2015). The survey by Shaalan (2014) summarised
the advancement of Arabic NER research. It also illustrated the Arabic linguistic
resources, methods used in Arabic NER, and evaluation metrics.

The study of (Salah and Zakaria, 2017) focused on machine learning research
progress in ANER and compared linguistic resources, type of object, region, process,
and results. It concluded that many reports had concentrated on supervised ANER
machine learning studies, with little attention paid to semi-supervised studies, while
the unsupervised approach is yet to be developed. It proved that most ANER
machine learning structures concentrate on MSA with no regard to colloquial Arabic.
Moreover, the machine learning NER research for MSA texts concentrated on few
NEs and even fewer domains, whereas other topics, like like criminal history, religion,
drugs, and sports were very rarely studied.

Recent advancements have shown that deep learning outperforms conventional
NLP methods for different language processing activities, including NER. Theoreti-
cally, deep learning is expected to achieve better results by using an unending amount
of training data, but in practise, data in the form of text is needed for good results
in the Arabic language. Deep learning based on Arabian word embedding capturing
syntactic and semantic connections between the terms will tackle the issue of Arabic
NER. Recently, there have been some studies that applied deep learning on Arabic
NER such as (Al-Smadi et al., 2020; Helwe and Elbassuoni, 2019).

2.6.2 Arabic Named Entity Recognition in Twitter

Much of the Arabic name entity recognition (NER) analysis is concerned with the
task of Modern Standard Arabic (MSA), but it becomes much more important to
study this challenge in the social media data. However, in social media data, there
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are more difficulties like Arabic dialects and informal words. In addition, many NER
systems rely mostly on gazetteers that, due to inherent low coverage, can be more
difficult in social media processing contexts (Zirikly and Diab, 2015).

The goal of the survey study in (Ali et al., 2020) was to produce a literature analysis
of the numerous articles written in the field of NER on social media, focusing on the
differences between the Arabic dialect and the English language. It demonstrated
that the number of Arabic NER studies is still inadequate and very small. This
is attributed to a variety of factors, including a scarcity of tools and resources, for
example, an annotated dataset, gazetteers, and the Arabic language’s complexity.
Much of this necessitates several attempts to expand, diversify, and expand datasets
in order to boost the output ratings of the various approaches.

2.7 Chapter Summary

In this chapter, infectious diseases, ANLP, analysing social media data, and machine
leaning algorithms are briefly discussed. The literature review is focused on the
previous research on analysing health-related Arabic and non-Arabic Twitter data
and identifying geo-location from tweets.

None of the studies discussed in Section 2.5 have analysed the tweets to support
better understanding of the spread of infectious diseases in the Arabic language for
any Arab country. Therefore, there are no datasets, or ontologies related to health
surveillance in Arabic. Moreover, non Arabic studies used keywords from formal or
published styles of language which do not represent social media language. Using slang
terms may help to find negation and irony in tweets which may indicate humorous
and fake tweets. Common problems include concepts having different surface forms
between formal and informal styles, or professional and non-professional descriptions
of disease terminology and symptoms, and Arabic dialect detection in non-standard
settings. The study of (Joshi, Karimi, Sparks, Paris, and C. Raina Macintyre, 2019b)
suggested that there is a need to improve the quality of the epidemic intelligence by
mitigation of false information. It also mentioned that is important to include informal
text such as social media in the medical ontologies which contain scientific/technical
terms, and these are precisely the areas that we tackle in this thesis.

The following chapter presents a description of the data collection process. It
includes an explanation of the rules of Twitter, the Ethical approval, the process of
collecting, and some statistics of the collected data.
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Chapter 3

Data Collection

3.1 Introduction

Academic researchers are currently one of the largest Twitter API user communities.
They have analysed tweets that represent public conversations since 2006, when the
Twitter API was established, on many different topics. These topics may be related
to climate change, politics, religions, sports, business, health, social, nutrition, and
education. More details about analysing Twitter data using NLP techniques were
explained in Section 2.3. Moreover, Twitter and other social media channels are
analysed by researchers for their innovations and solutions in order to make the world
a safer place to live in. In this chapter, we explain how the collection process is
performed including adhering to the rules of Twitter, ethical approval, methodology,
some statistics of the collected data, and discussion of some future directions that can
be done within the dataset.

3.2 Rules of Twitter

According to Twitter’s developer website1, Twitter allows users to collect tweets to use
them for academic research with the Twitter API. They can collect tweets depending
on a set of keywords, location, or language with various tools and libraries using
different programming languages such as JavaScript, Python, and Ruby.

Over the years, Twitter has been made some improvements and updates in
the Twitter Developer Policy to facilitate academic researchers carrying out their
experiments using Twitter data. Nevertheless, there are some steps that need to
be followed to access the tweets. First, the user needs to register on the Twitter

1https://developer.twitter.com/en
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application2. Then, applying for Twitter API access by describing the project that
the user wishes to use the data for. Finally, the user can receive the API keys, which
are a consumer key, a consumer secret, an access token, and an access token secret,
that are needed to access the data. It is important to know that these keys are private
and not shareable with others.

However, prior to 2021, it has not always been easy via the developer platform for
researchers to access the information they need. For example, there was a restriction
on the historical data, in other words, the ability to collect tweets from the past 7 days
only was provided for free, but beyond that required buying the historical tweets from
data providers. Therefore, researchers needed to develop more imaginative solutions
to find the right information. For instance, to collect historical tweets you could
collect tweets either weekly or using the streaming API.

In January 2021, Twitter changed its policy in order to improve support for
the academic researchers (Tornes and Trujillo, 2021). Twitter’s API now allows
researchers to access all data for free without restrictions. To clarify, academic
researchers can freely access the full historical record of tweets, access to the higher
levels Twitter developer platform for free, filter the data to minimize cleaning
requirements, and use new technical and methodological guides that maximize the
success of the studies.

Although the rules of Twitter have changed, it is still important to carefully collect
and build the dataset for every infectious disease. Not all devices can collect all
historical tweets and save them. In other words, academic researchers need computers
with continuous internet connections, and enough memory and storage to perform this
task. Our dataset contains up to 20 infectious diseases and it is organised across the
collected time period starting before January 2021. In addition, researchers need to
compare their work with others and data sharing for replicability purposes can be
achieved by sharing Tweet-IDs.

There are some benefits and drawbacks of using Twitter as a data source as
described in Section 2.3.1. Regarding Twitter’s rules, there is still a consequential
limitation of the Twitter dataset such as tweets repetition via retweets but this can
be resolved in the pre-processing step. The more effective limit is the deletion of
tweets or data loss by Twitter. Twitter users may change their minds and delete
their own content which requires you to delete the tweets from your own analysis and
leads to other researchers not finding any deleted tweets in order to replicate the prior
analysis of it.

2https://twitter.com/
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Another problem that may affect the Twitter corpus is bot generated text. There
is an increasing amount of spam in social media posts especially Twitter. Between
9% to 15% of active users are classified as autonomous agents (Varol et al., 2017)
and recently NLP researchers have studied multiple techniques to detect bots (Inuwa-
Dutse, Liptrott, and Korkontzelos, 2018). However, Twitter have made extensive
efforts to detect these accounts and stop them by providing an enforcement team
that can discover the users that generate them although it is not an easy process3.
Twitter also encourages people to report spam accounts that satisfy the rules defined
by Twitter4. The detection and characterisation of Arabic bots is as yet completely
unexplored (Albadi, Kurdi, and Mishra, 2019; El-Mawass and Alaboodi, 2016).

In our research, the most clearly related area is the fake news in the health domain
as discussed in Section 6.5.2 in Chapter 6. For our studies performed in Chapter 4,
Chapter 6, and Chapter 7, while we are doing the analysis and the annotations, we
have manually considered the tweets, and identified some of them which may be
written by fake accounts. Then we review the spam policy provided by Twitter since
this helps in checking whether the user could be classified as a bot, and if so we remove
them from the dataset and this helps to ensure that any remaining content is related
to real accounts.

To sum up, Twitter messages have recently emerged as a hot topic in NLP. The
study of (Yang, Ning, and Y. Wu, 2020) proved that the combination of NLP and
Twitter has been used in a wide range of businesses, employing the use of NLP. The
industry’s reliance on NLP-based Twitter predictions is continuously increasing as its
accuracy improves. Nevertheless, there is a need for a lot more research to be done
on the combined area of the NLP and Twitter.

3.3 Ethical Approval

Although Twitter has an informed consent from users to share information, there is a
need to obtain research ethics approval from the University especially for the health
related topics (Ahmed, P. A. Bath, and Gianluca Demartini, 2017). Ethical approval
for this study was obtained from Lancaster University on 21st June 20195. The full
application for this approval can be found Appendix A.1.

3https://blog.twitter.com/common-thread/en/topics/stories/2021/

the-secret-world-of-good-bots
4https://help.twitter.com/en/rules-and-policies/platform-manipulation
5https://www.lancaster.ac.uk/sci-tech/research/ethics
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3.4 The Process of Collecting

There is a lack of an available and reliable Twitter corpus in Arabic in the health
area which makes it necessary for us to create our own corpus. We obtained the
data using the Twitter API since September 2019 collecting tweets from around 20
infectious diseases keywords. These disease search terms were determined depending
on the information in the Ministry of Health in Saudi Arabia6. We collected the
tweets weekly since the Twitter API did not allow us to retrieve enough historical
tweets before the terms of conditions changed as described above. We used the names
of the infectious diseases as keywords in the collection process. Table 3.1 shows the
names of the infectious diseases that represent the keywords of the collection process.
We have published these datasets for academic use.

During the collection process, a new disease may appear and/or new names of
diseases are used. For instance, COVID-19 variants appeared in many different names
which led the WHO to rename them with Greek letters 7. The Greek letters refer to
variants first detected in countries like the UK, South Africa, and India. So, the UK
variant is Alpha, the South African version is Beta, and the Indian version is Delta,
for example. As explained by the WHO, this was done in order to simplify talks, as
well as to assist remove some stigma from the names whereby countries could be seen
to be responsible for spreading a particular variant.

Around the middle of 2021, there has been a lot of news about the “black fungus”,
to the extent that talk about it topped social networking sites in Saudi Arabia,
Egypt, and other Arab countries. Rumours and exaggerations about the “black
fungus” spread through the blogs. Tweeters talked about a “new epidemic”, “everyone
who catches it dies”, or “his eye is pulled out”, if he is lucky and manages to live.
Mucormycosis, or so-called black fungus, is a disease that reappeared in May 2021
and affected patients with Covid-19, or who were recovering from it8. As a result
of this disease, there is a need to update the Ontology explained in Chapter 5 and
collect tweets from June 2021 when cases appear in Arab countries (Egypt) and people
started to tweet about it.

6https://www.moh.gov.sa
7https://www.bbc.co.uk/news/world-57308592
8https://www.bbc.co.uk/news/world-asia-india-57027829,https://www.bbc.com/

arabic/trending-57220319
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No. Infectious disease name in Arabic Infectious disease name in
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Table 3.1: Names of the infectious diseases

3.5 Statistics of the Collected Data

Here, we expound some statistics about the data collected from September 2019 until
August 2021, which is the date of writing this chapter. Beyond this date, the Twitter
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collection process is ongoing and we will continue to add to the collection to be
published for academic research. Figures 3.1a to 3.4d illustrate the number of tweets
collected weekly of infectious diseases ordered as described in Table 3.1 during the
collection process period, which is from September 2019 to August 2021. More details
about the number of tweets can be found within the dataset in Appendix A.2 and as
a downloadable file for researchers in github9.

We can see from the figures, Figure 3.1a to Figure 3.4d, that the top five infectious
diseases that have the highest number of tweets are COVID-19, Influenza, Plague,
AIDS, and Malaria. People tweet about COVID-19 and Influenza as a result of the
pandemic as discussed in Chapter 7. Around 542,900 tweets talk about Plague with
102,036 tweets from one week starting by 24 March 2020 as shown in Figure 3.2d.
The reason for this high number is the spread of the disease during this period in
China and led to many people sharing information about it 10. According to the
WHO11, the human immunodeficiency virus (HIV) remains one of the major public
health problems. People use the web search as shown in Figure 3.4e and social media
such as Twitter as displayed in Figure 3.1d to find news and/or information related to
it. No indigenous instances of Malaria have been reported in the Middle East Region
in recent years, hence the majority of the countries in the region are Malaria-free.
However, Malaria cases are still being imported from several of these nations (Al-
Awadhi, Ahmad, and Iqbal, 2021). As a result, people may have some moral panic
from Malaria and share some information in Twitter.

Before the COVID-19 pandemic, people tweeted about “Coronavirus” which was
related to MERS-CoV , Middle East respiratory syndrome coronavirus12 with only the
disease name ( A

�	
KðPñ»), Coronavirus. During the pandemic people use many different

names including the informal one and the names of the Greek letters as described in
the previous section, Section 3.4. In our dataset, people tweet using various names
of COVID-19 as shown in Figure 3.4f. We can see that the term ( A

�	
KðQ»), which is an

informal term of Coronavirus, was used in around 3,368,560 tweets and we proved the
importance of these terms in Chapter 7. It is also essential to mention that people
started using the names of the Greek letters after they were announced by WHO with
242,051 tweets containing the ( A

��
JËX), Delta, term.

9https://github.com/alsudias/Arabic-Infectious-Diseases-Twitter-Dataset
10https://www.bbc.co.uk/news/world-asia-china-53325988
11https://www.who.int/news-room/fact-sheets/detail/hiv-aids
12https://bit.ly/3xCc7sr
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(a) Meningitis (b) Measles

(c) Influenza (d) AIDS

(e) Bilharzia (f) German Measles

Figure 3.1: No. of tweets of different diseases
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(a) Yellow Fever (b) Malta Fever

(c) Tuberculosis (d) Plague

(e) Bilharzia (f) Lice

Figure 3.2: No. of tweets of different diseases
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(a) Leishmaniasis (b) Malaria

(c) Mumps (d) Bird Flu

(e) Dengue Fever (f) Elephantiasis

Figure 3.3: No. of tweets of different diseases
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(a) Rabies (b) Human Papillomavirus Virus (HPV)

(c) Zika Virus (d) COVID-19

(e) Web Search in Google Trend about
AIDS

(f) COVID-19 with different names

Figure 3.4: No. of tweets of different diseases
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3.6 Future Directions of the Dataset

The Arabic infectious diseases dataset presented in this chapter is the largest Twitter
dataset related to infectious diseases available to date. We believe it can foster social
media health research in computer science in many application areas including the
ones listed below.

• finding the source of the tweet: Knowing the person who has written the
tweet is important to consider related to the truthfulness of and trust in the
information. People are more likely to trust the tweet written by a reliable
account but this is not always known by tweet content alone as studied in
Chapter 4.

• Analysing tweets to know the key topics: During the pandemic or either
epidemic, it is helpful to know what people are talking about to aid in gaining
a better knowledge of a population’s present and changing worries about the
disease, as well as finding the best ways to safeguard people as discussed in
Chapter 6.

• Sentiment analyses of tweets: As a result of using social media applications
during disease spread, it is helpful to know people’s opinions about many fields
such as school, business, and government rules. For instance, analysing the
impact of closing schools on student’s education and health. Another example
is finding some solutions resulting from closing shops like wearing a mask, social
distancing, and buying online. Twitter data related to the Coronavirus epidemic
illustrates how people, government institutions, and news organisations reported
on the issue as shown in (Manguri, Ramadhan, and Amin, 2020). For an
infodemiology study, Twitter data and machine learning methods may be used,
allowing investigation into changing public debates and attitudes throughout
the COVID-19 epidemic (Xue et al., 2020).

• Detecting misinformation in tweets: One of the most dangerous effects
that health organisations faced during the pandemic is the false information
that people passed between them via social media especially if the disease is
new. We need to know this information to stop fake news by warning people
about unreliable sources and false information. There is an example of this
study in Chapter 6.

• Analysing tweets for mental health: One of the important fields that we
need to focus on when diseases spread is mental health. People may feel panic
from the news and information related to disease and/or bad implications from
isolating or quarantine. For example, during the COVID-19 pandemic, the
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study by Koh and Liew (2020) looked at how people expressed loneliness on
Twitter and the study by Su et al. (2020) compared the psychological effects of
COVID-19 lockdown in China and Italy.

• Monitor infected people: When compared to traditional techniques, analysing
tweets for infectious disease surveillance might be beneficial in reducing
reporting lag time and providing an independent supplemental source of data.
More details and proof can be found in Chapter 7.

• Monitor self-isolating and quarantine: There is a number of people that do
not prefer to take the PCR (polymerase chain reaction) test when they feel some
symptoms of COVID-19 to avoid self-isolating. Also, some people do not like to
apply the quarantine rules after travel abroad. In this case, governments need to
monitor those people who break the rules. As a result, people use social media
to ask about treatment or express their emotions. With a small number of them
satisfy the correct location in the profile, using either geo-location information
or the content of social media can be useful to find these kinds of people although
this could be considered an invasion of privacy.

• Analysing tweets related to vaccination: As a prominent source of health
information, postings on Twitter may include information on vaccines, as well
as sources, tone, and medical correctness. It is possible to gain insight about
patient knowledge by analysing tweets, which may be used to develop teaching
programmes (Love et al., 2013). These kinds of research may aid public health
experts in better understanding the nature of social media’s effect on vaccination
attitudes and developing methods to combat the spread of misinformation (Luo,
Zimet, and Shah, 2019).

• Comparing different diseases: Our Twitter dataset includes around 20
different infectious diseases. Researchers can compare different diseases at any
period of time. For instance, a qualitative analysis of tweets on the Swine Flu
and Ebola was provided in (Ahmed, Peter Bath, et al., 2018).

3.7 Conclusion

In this chapter, we showed the importance of building our social media corpus. We
presented the process of collecting data as well as the explanation of the terms and
conditions of Twitter. We provided some statistics of the data that has been collected.
Finally, we demonstrated some future research that can be studied with this dataset,
and several of these directions are followed in subsequent chapters. For each study
in subsequent thesis chapters, Chapter 4, Chapter 6, and Chapter 7, that depend
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on this dataset, we made different pre-processing steps which are described in detail
separately in these chapters. In addition, we used subsets of the dataset that represent
some diseases within specific period of time.
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Chapter 4

Information Sources of Arabic
Infectious Diseases Tweets

4.1 Introduction

This chapter is about classifying information sources in Arabic Twitter to support
online monitoring of infectious diseases. The objective of this chapter is to consider
that it is important to assist reliability and trust judgements by taking into account
the source of the information alongside the content of tweets. This chapter is derived
from the published paper under the title “Classifying Information Sources in Arabic
Twitter to Support Online Monitoring of Infectious Diseases” (Alsudias and Rayson,
2019).

People participate in the social web to express their opinions and provide
information, which also gives researchers the opportunity to analyse those opinions
across larger scale populations than is otherwise possible. One aim of this process
is to summarise general opinions regarding international, national, or local events or
themes in the huge amount of data available on the Internet. Twitter, one of the most
popular tools for microblogging in real time, is used by people and organisations alike
to share information on different topics, and these can include emergency and/or vital
public health information. Due to its popularity as a communication platform, it can
be difficult to distinguish reliable information from popular opinions or rumours and
this is especially problematic in emergency or health-related scenarios.

Here, via the Twitter API we collected 1,266 tweets containing information about
infectious diseases which we categorised into five types of sources: academic, media,
government, health professional, and public. First, in order to validate the suitability
of the groupings, two Arabic native speakers performed an independent manual
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labelling of each tweet into one of the types. The resulting inter-coder reliability
was 0.84. Second, in order to see whether the grouping can be replicated on a much
larger scale, we applied several machine learning models including Logistic Regression,
Random Forest Classifier, Multinomial Näıve Bayes Classifier, and Linear Support
Vector classifier. We evaluated the results using 10 fold cross validation for each
model. The linguistic features we used to train the systems were selected via the
best features based on univariate statistical test. The results show that the machine
learning algorithms correctly classified tweets with up to 77.2% accuracy. We also
prove that the bio of the tweet source is an important key that can be used in
classification.

4.2 Related work

There has been a growing interest in Arabic language processing on social media data
and Twitter in particular, but only a small part of this research is related to health
and medicine topics as we show in this section. In contrast, a growing number of
studies have analysed tweets for the public health information they contain in English
and other languages such as Chinese and German (Charles-Smith et al., 2015). We
summarise this research in what follows.

4.2.1 Arabic related research

Very few papers have described the use of Arabic tweets for studies around health and
medicine topics. Alnemer et al. (2015) evaluated the correctness of health information
on Twitter based on its medical accuracy. They found that 51.2% of tweets contained
false information. The study showed the need for policies on using the social media
for health care information. The study of (Alayba et al., 2017) used Twitter for
sentiment analysis of health services. They collected unbalanced Twitter data and
annotated it using three annotators by selecting the most frequent tags in each case.
They used machine learning and deep neural networks techniques in their experiment
and achieved 91% accuracy using support vector machines. A survey performed by
Alsobayel (2016) concluded that Twitter is the most frequently used by health care
professionals in Saudi Arabia for the aim of professional development.
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4.2.2 English related research

In contrast to Arabic, there is a much larger body of work utilising Twitter in English
for research on health and medicine related topics. The previous studies of M. Paul
and Dredze (2011), Aramaki, Maskawa, and Morita (2011), Breland et al. (2017),
and Sinnenberg et al. (2017) have proved that Twitter contains valuable information
on public health. These studies show the power of NLP techniques for learning new
information from Twitter for public health research and to support health informatics
hypotheses.

The Epidemic Sentiment Monitoring System (ESMOS) is an example of tools
that visualise Twitter users’ concerns towards specific health conditions developed
by Ji, Chun, and Geller (2013) in order to reduce the time of identifying peaks and
ongoing monitoring of diseases required by public health officials. They also displayed
a knowledge-based approach that utilises a medical ontology, an open source Disease
Ontology developed by (Arze et al., 2011), to identify the occurrence of illnesses and to
analyse the etymological expressions that provide subjective expressions and polarity
of emotions, sentiments, conclusions, individual states of mind, etc. with an opinion
classifier (Ji, Chun, and Geller, 2016).

In (Yepes, MacKinlay, and Han, 2015), pilot results were demonstrated in relation
to future directions to investigate when using Twitter information for public health.
Other research (Charles-Smith et al., 2015; M. Paul, Sarker, et al., 2016) has analysed
social media articles in supporting public health in order to show the effectiveness of
this strategy. These papers recommend a combination of social media with other
techniques to measure disease surveillance and spread.

The goal of the study in (Sivasankari, Kavitha, and Saranya, 2017) was to produce
a real time system for the prediction and detection of the spread of an epidemic by
identifying disease tweets by graphical location. Good accuracy and quite diverse
expressions were uncovered targetting health-related subjects (Doan et al., 2018).
Although the results depend only on four months of Twitter data, the paper develops
a useful approach to extracting cause-effect relationships from tweets.

Although the above studies use a variety of different approaches in NLP for
showing how Twitter data can be used for public health applications including
monitoring the spread of some diseases, they only consider the information content
and do not attempt to study the trust or reliability of the sources of information.
While social media users share information about disease outbreaks, symptoms, drug
interactions, diet success, and other health behaviors (M. Paul, Sarker, et al., 2016;
Yepes, MacKinlay, and Han, 2015), more than half of the tweets may contain false
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information (Alnemer et al., 2015). Hence, there is a clear requirement to filter this
information in some way, and hopefully to study the ways in which we can reduce
the noise of false information and to find tweets with more reliable information of a
higher quality. A key first step to do this is to consider the source of the information
since this helps the reader to determine how reliable the information is, for example
by comparing a tweet on a specific topic by a health professional versus something
similar via a member of the general public. Most previous research has focussed on
the content of the tweets and not on the source of the information, hence we take a
new approach in this chapter to combine the two elements together.

4.3 Data Collection

First, we collected 10,000 Arabic tweets via the Twitter API between December
2018 and February 2019. We defined the keywords related to infectious diseases.
These keywords were generated by translating an English Disease Ontology, a medical
Ontology, developed by Schriml et al. (2011) since we were unable to locate a suitable
Arabic equivalent. Using the Disease Ontology allows us to find all terms related to
infectious diseases with a set of synonyms (Ji, Chun, and Geller, 2016). The Twitter
API does not allow us to retrieve enough historical tweets unless we know the user
ID in advance. Therefore, we followed two strategies in collecting tweets:

• collect tweets containing words from the keyword list.

• from a suitable user account (discovered using the first step), collect all historical
tweets, and filter them depending on the keyword list.

Next, we filtered the tweets manually by removing advertisements, spam, and
retweets. After that, we devised Python scripts to clean the tweets by removing
URLs, mentions, hashtags, numbers, emojis, repeating characters and non-Arabic
words. We also automatically normalised the Arabic tweets and tokenised them. The
author of the thesis first classified each of the tweets manually into one of the five
groups described in Section 4.4. Second, we asked another Arabic native speaker
to independently classify the tweets into the same five groups in order to calculate
inter-coder reliability as described in Section 4.5.

4.4 Tweet Categorisation

Based on our initial manual reading of the tweets, we decided on five types of users to
classify the tweets into, taking into account the various levels of trust that might be
associated with each type. For each category listed below there is a small description
with examples illustrated in Table 4.1.
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Academic: the tweet is written by academic researchers in higher education. To
illustrate, this could be a researcher who carries out studies about infectious
diseases.

Media: the tweet is written for newspapers or magazines whether they are general
media or health specific ones. In most cases it contains news about infectious
diseases.

Government: the tweet is written by a user account that represents the government
in some official capacity such as the ministry of health. It may include news,
admonition, warning, or general information related to infectious diseases.

Health professionals: the tweet is written by doctors, nurses, or other health service
practitioners. In other words, any person who is employed or trained in the
health domain and writes the tweet on any information related to infectious
diseases.

Public: the tweet is written by members of the general public. It may include
information on infectious diseases, feeling sick, or giving advice to someone.
Also, it may be written in many dialects since the people come from many Arab
countries.

Table 4.2 shows the number of tweets in each category after filtering and
preprocessing. The total number of tweets is 1,266 with only 56 tweets in the media
category and 436 tweets in the public one. The reason for this is that there are
few media accounts that tweet about infectious diseases whilst many members of the
public tweet on the topic. In the other categories (academic, government, and health
professionals), there are a relatively well balanced number of tweets which are 239,
258, and 277, respectively.

4.5 Manual Coding and Inter-coder Reliability

4.5.1 Annotation Process

The process starts with labeling the tweets by two Arabic native speakers, including
the author of the thesis, who were provided with the guidelines detailed above. The
classification depends first on the text in the tweet itself. If the tweet has an ambiguous
classification, the annotator may need to look at the bio, a description written by the
Twitter user, of the user tweet.
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Category Tweet in Arabic Translated tweet to English
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Table 4.1: Examples of tweets in each category

4.5.2 Inter-coder Reliability

We used the Kappa Statistic to test the robustness of the classification scheme
(Artstein and Poesio, 2008). The result showed that Cohen’s Kappa score was 0.84
which indicates strong agreement between the two manual coders. Figure 4.1 shows
the confusion matrix between the two annotators. The most disparate results between
the two coders is between the academic and health professionals categories and this
accounts for 10.9% out of the 16% total. This is caused by the similarity between the
language of the two groups and the lack of explicit information in the bio to determine
which category the tweet fits into.
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Category No. of tweets No. of words
academic 239 3,696
media 56 601
government 258 3,602
health professional 277 6,123
public 436 4,963

total 1,266 18,985

Table 4.2: Number of tweets and words in each category

Figure 4.1: Heat map of confusion matrix between the two annotators.

4.6 Machine Learning Models

In our study, we used Python Scikit-learn 0.20.2 (Pedregosa et al., 2011) software
and applied four machine learning models: Logistic Regression, Random Forest,
Multinomial Näıve Bayes and LSVC: Linear Support Vector Classification. These
algorithms tend to be the most used techniques in classifying social media health
surveillance literature (Aramaki, Maskawa, and Morita, 2011; Joshi, Karimi, Sparks,
Paris, and C. Raina Macintyre, 2019b) and Arabic text classification (Alshutayri,
2018; Ye Wang et al., 2017).

We used 10-fold cross validation to determine accuracy, splitting the entire sample
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into 90% training and 10% testing for each fold.

4.6.1 Machine Learning Features

A word frequency approach was used to extract the features from the processed
training data after converting them to a matrix of token counts. We designed
several features to be used in all four algorithms in order to obtain the best accuracy.
These types of features were used in various previous work to distinguish the style
of different individuals such as identifying user identity in Twitter (Keretna, Hossny,
and Creighton, 2013; Green and Sheppard, 2013).

4.6.1.1 Feature selection

We used various techniques to select the best features automatically (Pedregosa et al.,
2011):

• all features: counting unigrams, bigrams and trigrams and ignoring terms that
have a document frequency strictly lower than two.

• selecting the best features: based on a univariate statistical test, keep 60% of
the features that have the highest scores.

• selecting from a model: Random Forest Classifier is used to remove unimportant
features.

• Using Stanford POST (Part Of Speech Tags) (C. Manning et al., 2014): Arabic
POST is used to annotate the tweet with part-of-speech tags.

4.6.1.2 Balancing the data

Since the number of tweets is unbalanced across the types, we used two different
techniques to re-sample them: under-sampling and over-sampling. We used RUS
(Random Undersampling) for under-sampling and ROS (Random Oversampling) for
over-sampling. RUS works by removing samples randomly from the majority classes
while ROS generates more examples for the minority classes, which has less training
data (Burnaev, Erofeev, and Papanov, 2015).

4.6.1.3 Using user bio as a feature

To further resolve the close ambiguity of some types such as academic and health
professional, or government and media, we used the bio of the tweet user to provide
further features in combination with the tweet text itself. Then we repeated the
experiment, including preprocessing, feature extraction and selection, and applied
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machine learning algorithms, with the new text. Table 4.3 shows an example of tweets
that may be classified into different classes. The first example, which is written by a
health professional, can be classified as government because it seems to be providing
advice from the government or as an academic as a result from their research.

Tweet in Arabic Translated tweet to English Category

Õæ


ª¢

�
�

	
Y

	
gA

�
K.

�
éJ
�ñ

�
JË @

. 	áK
Q
	
¯A

�
�Ò

�
ÊË é

�
J.�mÌ'@ �ðQ�


	
¯

Recommend vaccination of
the measles virus to travel-
ers.

Health
professional,
government, or
academic.

	Q» @ �QÓ
�
èY« A

�	
Jj

�
J�

�
J
	
¯ @ :

�
éªJ
K. QË @

A
�
ëQ�


	
« ð

�
HA

�
K. @

�Q¢
	

�B
�
@ úæ

�	
�QÖÏ

�
éJ


	
¯A

�	
�@

è @ �QÖÏ @
�
ém�� l .

×@ �QK. ú



	
¯ A

�	
Jª�ñ

�
Kð

�A
�
J

�
®Ë

�
H@ �Qå

�
�Zñ

�
Ó A

�	
J
�
®Ê£@ ð A

�
�ñ�

	
k

©k. @ �QÖÏ @ A
�	

�P ð
�
éJ
j�Ë@ 	Q» @ �QÖÏ @ Z @

�
X @

Alrabiaa: We have opened
several additional centers
for patients and disorders
and others and expanded in
women’s health programs,
especially we have launched
indicators to measure the
performance of health cen-
ters and the satisfaction of
references.

Media or gov-
ernment.

	á�
�K
Xñª� ZA
�
J.£



@

�
é
�
KC

�
�
JË

�
Im�'

.

YJ.ºË@ Õç'

	Q
	
K @

�
é
�
¯C

�
«

	
­

�
�ºK


èY�K
Z @
�	QË @ H. A

�
î

�
DËA

�
K.

�
éK
XðYË@

A study by three Saudi
doctors reveals the relation-
ship of the liver enzyme to
Appendicitis.

Media or aca-
demic

Table 4.3: Examples of tweets with ambiguous categorisation

4.7 Results and Discussion

Choosing the most frequent class (public) represents 34.4% of the data set, so this
represents a simple baseline for our results. Table 4.4 shows the accuracy, F1-
score, recall, and precision of the machine learning models on our training dataset.
The Logic Regression classifier and Multinomial Näıve Bayes achieved the highest
accuracy (76.0%), with higher recall (0.76) compared to the other algorithms. To
evaluate the automatic classification, we compared the algorithms with different sets
of features. Figure 4.2 illustrates the results we achieved running the four machine
learning algorithms with different set of features. The highest accuracy (77.2%) is
achieved by the Logic Regression classifier with a selection of the best features based
on a univariate statistical test features. It also provided the best score on Random
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Machine Learning Model Accuracy% F1-Score Recall Precision
LR 76.0 0.74 0.76 0.74
RF 65.1 0.66 0.68 0.71
MNB 76.0 0.75 0.76 0.75
LSVC 74.1 0.73 0.74 0.75

Table 4.4: Training results using all features
LR: Logistic Regression, RF: Random Forest, MNB: Multinomial Näıve Bayes, LSVC:
Linear Support Vector Classification

Forest and Linear Support Vector classifications (68.2% and 76.1%, respectively) while
selecting all the features reached 76.2% in multinomial NB classifiers. Selecting a
model to remove unimportant features did not provide any better results via the four
algorithms and POST features had the worst results.

Figure 4.2: Effect of different features on classification.
LR: Logistic Regression, RF: Random Forest, MNB: Multinomial Näıve Bayes, LSVC:
Linear Support Vector Classification

We also compared the normal data, which is the original unbalanced data, with
the over and under sampled data to show the effect of re-sampling on the classification
accuracy, and the results are shown in Table 4.5 and Table 4.6. We can see that there
is a small enhancement of accuracy using an over-sampling method especially when
selecting the best features and selecting features from a model in all four classifiers.
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Machine Learn-
ing Model

all features selecting the
best features

selecting from a
model

LR 76% 79% 77%
RF 62% 72% 72%
MNB 72% 78% 75%
LSVC 73% 78% 76%

Table 4.5: Effect of over-sampling data on classification

Machine Learn-
ing Model

all features selecting the
best features

selecting from a
model

LR 73% 70% 66%
RF 53% 56% 49%
MNB 68% 67% 61%
LSVC 63% 61% 67%

Table 4.6: Effect of under-sampling data on classification

On the other hand, under-sampling the data achieves lower accuracy than normal
data due to losing some data in the re-sampling process. Figure 4.3, Figure 4.4,
and Figure 4.5 show the comparison between normal data, over-sampling, and under-
sampling in all features, selecting the best features and selecting features from a model
respectively. We can see that when applying all features, the normal data has the
best result in all models expect Logic Regression which has the best result when using
over-sampling data with accuracy 77.1% (Figure 4.3). However, over-sampling data
with selecting the best features raises the accuracy between 2% to 4% above normal
data in all models (Figure 4.4). It reaches 79.1% in the Logic Regression classifier
and 78.2% in the Multinomial Näıve Bayes and Linear Support Vector Classification
models. Moreover, the accuracy is highest when over-sampling data with selecting
features from a model in all classifiers for instance, Random Forest classifier which
increase from 65.1% to 72.2% (Figure 4.5).

Table 4.7 represents the accuracy of each model after combining the bio of the tweet
user with the tweet text. In many of the results, the accuracy improves to 99.9%
which shows that the user bio has a very important role to play for classification. For
instance, example number 2 in Table 4.3 can be classified as government after reading
the bio of the Twitter user which is:
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Figure 4.3: Effect of re-sampling data with all features on classification.

Machine Learning
Model

Tweet text only Tweet text with bio

LR 77.2% 99.9%
RFt 68.2% 99.9%
MNB 76.2% 99.6%
LSVC 76.1% 99.9%

Table 4.7: Effect of using bio of tweet user as feature on classification

which means in English: ”The vision of the Ministry of Health is to achieve
comprehensive health at the individual, family and community levels while working
to help the elderly and those with special needs”. There are some words in the
example bio such as ministry which can help in the classification process. The very
high accuracy of the classification can be explained as a result of the limited number
of Twitter accounts in the study.

We performed an analysis using the Logic Regression classifier with a set of the
best features based on univariate statistical test features in the heat map in Figure
4.6. The matrix shows 12 tweets from the academic category are confused with the
government category. In Figure 4.7 representing the worst accuracy (65.1%) resulting
from Random Forest with all features, we assess the degree of confusion between
categories. The highest confusion across all categories is between the academic and
government types.
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Figure 4.4: Effect of re-sampling data with selecting the best features on classification.

Figure 4.5: Effect of re-sampling data with selecting from a model on classification.
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Figure 4.6: Heat map of confusion matrix of the Logic Regression classifier with
selecting the best features based on univariate statistical test features.

Figure 4.7: Heat map of confusion matrix of the Random Forest classifier with all
features.
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4.8 Conclusion

In general, social media can be useful as a source of health information. Many
government organisations, academic experts, professions, and media outlets in the
field of health and medicine release useful health information needed by the public.
However, in emergency situations and fast moving scenarios, it is important to
understand the veracity of information released in social media, in order to avoid
acting on false information. Therefore, we study not only the content of tweets but
also the source of the information in order to work towards determining the quality
and reliability of public information. We use the bio of the Twitter user which contains
key information in order to discover reliable accounts that can be trusted.

Here in this chapter, we introduced a new Arabic social media dataset for analysing
tweets related to infectious diseases. The dataset of Arabic tweets has been manually
classified into five categories: academic, media, government, health professional, and
public, with good inter-rater reliability. We then used machine learning algorithms
to replicate the manual classification. The results showed high accuracy on the
classification task, and showed that we are able to classify tweets into the five
categories with favourable accuracy on the tweet content itself, and highly accurately
using the bio information from the user. The dataset, including tweet ID, manually
assigned categories, and other resources used in this chapter are released freely for
academic research purposes1.

We save the model, which is useful for classifying tweets into five categories:
academic, media, government, health professional, and public. We use Logic
Regression model because it previously achieved the best accuracy (77%). We do this
in order to predict the source type for each of the tweets later such as the prediction
of the source of the COVID-19 tweets in Section 6.5.3 in Chapter 6.

To sum up, we found that different types of groups can tweet about infectious
diseases and the public group use an slang words when they tweet. Therefore, there
is a clear need to include the informal terms when studying the surveillance of the
infectious diseases. Moreover, there is demand to involve not only the infectious
diseases name as a keywords when collecting tweets but also all terms related to them
such as symptoms, treatments, and infection ways. As a result, we need to build an
Arabic Infectious Disease Ontology, which described in details in the next Chapter,
Chapter 5, to help in monitoring of infectious disease spread via social media.

1https://doi.org/10.17635/lancaster/researchdata/303
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Chapter 5

An Arabic Infectious Disease
Ontology

5.1 introduction

This chapter is based on an extended version of the “Developing an Arabic Infectious
Disease Ontology to Include Non-Standard Terminology” paper (Alsudias and
Rayson, 2020c). It presents a new Arabic ontology in the infectious disease domain
to support various important applications including the monitoring of infectious
diseases spread via social media. This ontology meaningfully integrates the scientific
vocabularies of infectious diseases with their informal equivalents. The overall goal
of this ontology is to be a key source of information related to infectious diseases in
Arabic. It can be used for many important applications in academia and the real
world including Question Answering on the Semantic Web (AlAgha and Abu-Taha,
2015) and, in particular in our case, for online monitoring of health events (Collier
et al., 2010).

Ontologies are formal representations of concepts and their relationships in
machine readable form. Ontologies can be built manually, semi-automatically or
automatically. Generally, they fall into two categories: Upper level Ontology and
Domain Ontology. There are many existing ontologies in English and other languages
but for Arabic there has been little recent research. Developing ontologies from Arabic
text is a difficult process due to the lack of existing resources and the nature of the
Arabic language which has complex grammatical, morphological and semantic aspects.
Existing NLP algorithms for other languages cannot simply be applied directly on
Arabic. In addition, the Arabic language has many dialects which may complicate
ambiguities for computational understanding of the meaning of the words and reduce
the accuracy of tools created only for modern standard Arabic.
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Here, we used ontology learning strategies with manual checking to build the
ontology. We applied three statistical methods for term extraction from selected
Arabic infectious diseases articles: TF-IDF, C-value, and YAKE. We also conducted
a study, by consulting around 100 individuals, to discover the informal terms related to
infectious diseases in Arabic. We created the relations for infectious disease concepts
manually. We reported two complementary experiments to evaluate the ontology.
First, a quantitative evaluation of the term extraction results and an additional
qualitative evaluation by a domain expert.

The chapter is organised as follows: Section 5.2 covers related background work
on ontologies. Section 5.3 explains the requirement for an Infectious Disease Ontology
in Arabic. The Ontology Engineering process includes Ontology Architecture, Data
Gathering, Pre-processing, Term Extraction, Finding Synonyms, Adding informal
Terms, Obtaining Concepts, and Defining and Updating Relations discuss in Section
5.4. Section 5.5 clarifies the Ontology Implementation. Two types of ontology
evaluation are performed in Section 5.6. Section 5.7 states the conclusion.

5.2 Related Work

Building ontologies is a crucial part of the semantic web endeavour. In recent years,
research interest has grown rapidly in supporting languages such as Arabic in NLP
in general but there has been very little research on medical ontologies for Arabic.
One critical obstacle facing Arabic ontology construction is the fact that there is no
standard upper-level ontology to act as a foundation from which to build and this
causes a severe lack of coherence and consistency among the Arabic ontologies. Most
of the previous experiments in this field have structured the ontologies either fully
manually or partially manually which leads to issues of high cost and a requirement
for significant investment of time (Al-Zoghby, Elshiwi, and Atwan, 2018).

In the case of building an ontology in the Arabic language there is some previous
work related to specific topics such as the Islamic domain, Computing domain, News
domain, and Legal domain (Al-Zoghby, Elshiwi, and Atwan, 2018). Raisan and
Abdullah (2017) implemented an ontology in the Arabic language related to the
Iraqi News domain. They used a manual ontology development strategy to build
the schema. A study by Albukhitan and Helmy (2013) produced an automatic
ontology based annotation of Arabic Web resources related to food, nutrition and
health domains. It used linguistic patterns to discover relevant relationships between
the named entities in the Arabic Web resources.
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Al-Safadi, Al-Badrani, and Al-Junidey (2011) presented a model for representing
Arabic knowledge in the Computer Technology domain using ontologies. They
stressed the importance of understanding the goal of the ontology and its end users
during the development of the ontology. The study in (AlAgha and Abu-Taha, 2015)
built an Arabic natural language interface to ontologies and RDF data (AR2SPARQL)
by translating the user query to RDF triple patterns. The study applied Arabic NLP
techniques to link query terms to ontological entities, then used a set of grammar
rules in the ontology to structure a SPARQL query by joining the ontological entities.

On the other hand, there are many studies related to Latin-character-set-based
language ontologies in multiple topic areas. Here we focus only on the previous
work related to the infectious disease domain. Cowell and Smith (2010) reviewed the
vocabulary resources relevant to the infectious disease domain and emphasised that
they are lacking in terms of their support of translational medicine and computational
applications. The study in (Schriml et al., 2011) generated a disease ontology
including 8,043 human diseases with the goal of providing consistent, sustainable,
and reusable descriptions of human disease terms.

The BioCaster project is a multilingual ontology that aims to describe the terms
and relations necessary to detect at an early stage public health events in the
grey literature, which is information or research that has been published in a non-
commercial way, (Collier et al., 2010). It supports 12 languages including Arabic,
but employs a translation-based method that may potentially produce incorrect
words. In other words, some diseases produce another meaning after translation

due to the complexity of the disease name. For example, the disease ( A
�
K
A

�
j

�
�Ë@ H. A

�
î

�
DË

�
@)

which means Meningitis may be translated to Schizophrenia which is not correct.
Moreover, using the abbreviations in English affect the results such as MARSA, which
is Methicillin resistant Staphylococcus aureus, cannot be translated directly with out
the full meaning.

Critically, none of the above studies have developed an infectious disease ontology
in the Arabic language. Moreover, the existing infectious disease ontologies in other
languages were constructed with only formal language input. Therefore, the common
problems include concepts having different surface forms between formal and informal
variants, or professional and non-professional descriptions of disease terminology and
symptoms, and Arabic dialect detection in non-standard settings.
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5.3 Understanding the Needs of an Infectious Dis-

ease Ontology in Arabic

The Arabic Infectious Disease ontology is classified as a domain ontology, wherein the
concepts and relationships belong to a specific domain, in our case infectious disease.
In other words, it decreases the potential confusion of terms between users who share
different kinds of information that relate to this domain (Al-Zoghby, Elshiwi, and
Atwan, 2018). Recently, ontologies have proved to be an effective approach to support
data annotation to process data and information automatically. BioCaster is a notable
example for using ontologies in detecting and tracking infectious disease (Cowell and
Smith, 2010). Moreover, it has many advantages in data analysis of automated
reasoning applications and high-throughput technologies such as clinical decision
support, biomedical research, biosurveillance applications, and analysing microarray
data tools. These benefits led to increasing attention on developing vocabularies
and reasoning algorithms that are used in ontologies (Cowell and Smith, 2010). As
a result, we have conducted experiments to understand what needs to be done to
improve the strictness and the structure of ontologies that are effective in supporting
the computational reasoning, analysis and monitoring of infectious disease.

The large scale survey conducted by Joshi, Karimi, Sparks, Paris, and C. Raina
Macintyre (2019b) suggested that there is need to improve the quality of the epidemic
intelligence by the mitigation of false information. The survey also highlighted that
it is important to include informal text such as social media in the medical ontologies
which contain scientific and technical terms. Slang terms, which are the informal
language used by the general public, pervade the language of social media since there
are lower expectations of formality in such writing and the expressions of emotions
are more frequent (Soliman et al., 2014). Using slang terms especially in the medical
domain has the potential to cause health issues when a misunderstanding occurs. For

example, the word ( 	
àC

�
J
�) may be understood as mucus or blood coming from the

nose and this represents symptoms from multiple different diseases. The specific aims
for our Arabic Infectious Disease Ontology are:

• To describe the terms and relations necessary to detect and analyse infectious
disease.

• To bridge the gap between informal terms and scientific terms related to
infectious disease.

• To be released in a form that is freely available.
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5.4 Ontology Engineering

The process of ontology engineering includes many phases. It starts with under-
standing the domain knowledge to be represented by the ontology. The presentation
of domain knowledge is represented by a basic classification of terminology in the
domain and the relationships between the terms.

5.4.1 Ontology Architecture

The proposed architecture for the creation of our ontology is based on a hybrid
approach, which merges two techniques, manual ontology development with ontology
learning. Figure 5.1 represents the proposed system architecture for the creation of
an Arabic Infectious Disease Ontology.

5.4.2 Data Source Selecting and Gathering

First, we defined a list of infectious diseases that typically spread in Arab countries
based on information from the World Health Organization website1. We have
developed a web crawler that retrieves relevant documents from trusted websites,
that represent Governments, Organisations, or Hospitals, on Arabic infectious diseases
listed in Table 5.1 in order to generate a high quality corpus. We have 115 documents
that covered around 25 infectious diseases.

English Name Arabic Name Link

World Health Organi-
zation

�
éJ
ÖÏ A

�
ªË @

�
éj�Ë@

�
éÒ

	
¢

	
JÓ https://www.who.int

The Ministry of
Health in Saudi
Arabia

�
éK
Xñª�Ë@

�
éj�Ë@

�
èP@

�	Pð https://www.moh.gov.sa

Wikipedia A
�
K
YJ
�. J
ºK
ð https://ar.wikipedia.org

Mayo clinic ½
	
JJ
Ê¿ ñK
A

�
Ó https://www.mayoclinic.org/ar

WebTeb I. £ I. K
ð https://www.webteb.com

Altibbi ú


æ
.
¢Ë@ https://www.altibbi.com

Table 5.1: Some Arabic Web Sources Related to Infectious Diseases

1https://www.who.int
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Figure 5.1: The proposed system architecture of Arabic Infectious Disease Ontology

5.4.3 Pre-Processing

We used standard approaches for pre-processing the text, applying the following
processes using Python scripts2 in sequence: Tokenization, Normalization, Stopword
removal, POS Tagging, and Sentence Splitting in order to develop a high quality

2https://github.com/alsudias
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ontology as described in (Asim et al., 2018). The pre-processing steps are as follows:

Tokenization: Tokenization is the process of chunking the text into words. This is
a vital first step as we will be working with domain terms.

Normalization: In normalisation, some Arabic letters are normalised such as

(@

�

,
�
@ ,



@ ) are converted to ( @ ).

Removing Stopwords: Arabic stopwords were removed since they are less useful for
ontology creation. There is also need to remove the non-Arabic words, special
characters, and numbers.

POS Tagging: Part of speech tagging is the process of labeling corpus words with
their corresponding part of speech tags. We used the Stanford Arabic Part of
speech tagger in this step (C. Manning et al., 2014).

Sentence Splitting: To allow better extraction and linking of terms, we used (.) to
split the sentences in our corpus.

5.4.4 Term Extraction

Terms are linguistic representations of domain-specific concepts. The target here is
to discover a set of significant terms for concepts and relations (Cimiano, 2006). We
followed three statistical strategies for this step: TF-IDF, C-value and YAKE.

5.4.4.1 TF-IDF

The well known formula Term Frequency-Inverse Document Frequency (TF-IDF) is
used to rank the candidate terms according to their importance in the corpus (Al-
Thubaity et al., 2014). We apply unigrams, bigrams and trigrams and disregard terms
that have a document frequency lower than two. Python’s scikit-learn libraries 0.20.2
(Pedregosa et al., 2011) are used to apply TF-IDF on the data set.

5.4.4.2 Using C-value

C-value is a domain-independent method for automatic term recognition that aims to
improve the extraction of nested multi-word terms (Frantzi, Ananiadou, and Mima,
2000). The algorithm first tags the words with their POS tags by Stanford Arabic
Part of speech tagging (C. Manning et al., 2014). Then it extracts the strings using
the linguistic filter, which is the type of terms extracted, and the stop words list.
Then sequences that fall below the frequency threshold are removed. After that, we
calculate C-value for each of the candidate strings. Finally, a list of candidate terms
is built and ranked by their C-value.
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5.4.4.3 Using YAKE

Yet Another Keyword Extractor (YAKE) is an Unsupervised Approach for Automatic
Keyword Extraction using text features (Campos et al., 2019). YAKE has different
steps including: pre-processing the text as before, and identifying the candidate term,
feature extraction, computing term score, generating n-gram and computing candidate
keyword score, and deduplicating and ranking the data. The ranking depends on the
score for each term which is calculated from a defined set of features. These features
are the casing aspect of a word, word position, word frequency, word relatedness to
context, and the counts of word occurrences in different sentences. It is available
online as an open source Python package. It includes support to extract keywords
from Arabic language.

5.4.5 Finding Synonyms

Synonyms can be used to expand the terms that were not retrieved by web resources.
We used Arabic WordNet (Black et al., 2006) to find synonyms of the term that will
be used. For instance, the word (Ñë@ �QÓ) , ointments in English, has a synonym ( 	

àA
�
ëX)

and the two terms need to be added to ontology because they represent a treatment
of Leishmania disease.

5.4.6 Adding Informal Terms

In order to find the slang terms related to infectious diseases, we consulted native
speakers. This included eliciting the informal term equivalents of the infectious
disease that may be used by the study participants when they write about disease in
social media. A questionnaire was sent to five different types of people: academic,
health professional, students, non-educational people and others as classified in the
previous chapter (Chapter 4). The questionnaire template of this study can be
found Appendix B. Around 100 people responded to the questionnaire with three
informal names of each disease on average. For example, the disease (½

�	
J

�	
�Ë@ ù

�
Ôg),

Dengue fever in English, has six informal names: (
�
éJ
m.

�
	
'

�
YË@), (I. »QË@ ñK.



@), ( l .

�
	
'YË@), (½

	
KYË@),

(ÐA
�	

¢ªË@ Q�
�º
�
K ù

�
Ôg), and ( 	

àY« ù
�
Ôg).

In addition, we extend our approach by consulting these groups of people about
the informal terms for the symptoms and then update the ontology with these terms.
Words for symptoms are affected by the different dialects of the Arabic language since
they depend largely on feelings and experiences. For instance, a person can discuss

coryza using different informal words such as (ÐA
�
¿ 	P), ( l�

�
�P), and (�A

�
¢«).
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5.4.7 Obtaining Concepts

In order to decide which terms to be considered as a concept and included in the
output ontology, we manually filter the terms that are meaningful. Table 5.2 shows
the basic concepts of the proposed ontology. The ontology focuses on the infectious
disease concept (ø



YªÖÏ @

	
�QÖÏ @) due to the fact that it represents a central node in the

ontology.

Concept Concept (in Arabic) Description

Infectious disease ø



YªÖÏ @
	

�QÖÏ @ Any disease that classified
as infectious disease.

Slang term of In-
fectious disease

ø



YªÖÏ @
	

�QÒÊ�Ë ú


×A

�
ªË @ iÊ¢�ÖÏ @ The informal or slang term

of the infectious disease.

Symptom 	
�Q« Any symptom of the infec-

tious disease.

Cause I. �J.� Anything that cause the
infectious disease.

Prevention
�
éK
A

�
¯ð The ways of prevention of

the infectious disease.

Infection ø
�
ðY« The ways that the infec-

tious disease can infection
between people.

Organ ñ
	

�« The affected organ of the
infectious disease.

Treatment h. C« The methods taken to treat
the infectious disease.

Diagnosis �J

	

j
�

�
�
� The ways that help to de-

fine the infectious disease.

Place of the dis-
ease spread

	
�QÖÏ @ PA

�
�

�
�
	
K @

	
àA¾Ó The place that the infec-

tious disease may spread.

Infected category
�
éK. A�ÖÏ @

�
é


J
	
®� Ë @ The most vulnerable cate-

gory that may infected.

Table 5.2: Arabic Infectious Disease Ontology Concepts
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5.4.8 Defining and Updating Relations

This step is a manual one, we defined appropriate relations for the infectious disease
domain. Some of these relations are derived from the ontologies in (AlAgha and
Abu-Taha, 2015) and (Schriml et al., 2011). The other relations are defined after
studying the goals of the ontology. For instance, the relations spread-in (ú




	
¯ Qå

�
�
�
J
	
�K
)

and infested-with (�K. èZñK. ñÓ) may help in finding the regions where the infectious

disease typically spread. Also, the relation synonym (
	

¬Qª
�
K ,

	
¬QªK
) is important to

find all the slang names of the infectious disease. Table 5.3 represents the relations
with Arabic examples and description of the relation.

In order to expand our ontology with all terms and relations, we reviewed an English
infectious disease ontology. For this, we used (Schriml et al., 2011) as infectious disease
ontology and translated the concepts and relations to Arabic. Then, we updated the
ontology with these components.

5.5 Ontology Storage and Representation

We stored the ontology in the Web Ontology Language (OWL) format in order to
support sharing and reuse of this valuable resource. We used the Protégé tool 3 version
5.5.0, a free open-source software tool typically used for building and maintaining
ontologies. It supports many languages including Arabic. Protégé has particular
benefits over other tools because it facilitates shareable access to structured knowledge
for domain specialists, software designers, and knowledge engineers simultaneously
(Kapoor and Sharma, 2010). Also, it is capable of supporting XML, RDF (S), XML
Schema and OWL formats (Musen et al., 2015).

The classes have been organised in a hierarchical taxonomy as in Figure 5.2. The
properties in OWL can be divided into Object property and Datatype property. As a
result, in this study there are 21 Object properties that have been proposed in Table
5.3 and 11 Datatype properties that have been proposed as illustrated in Figure 5.3.
The Object properties define the relations between classes in order to give a sufficient
vision of how the components of the ontology interact with each other. There is a
need to take into account the inverse characteristic for each property. For instance,
‘cause’ and ‘caused-by’ are two properties that work in opposite directions between
the ‘infectious disease’ and ‘cause’ classes. In addition to the Object property, the
Datatype property has been proposed to illustrate the type of data for individuals.
In our case, the range for all Datatype property is a string.

3https://protege.stanford.edu/
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Relation Relation (in
Arabic)

Examples Links Description

From To

Is-a ñë ù


ë , ñë infectious

disease
definition
(hyponym
relationship)

Kind-of 	áÓ ¨ñ
	
K , 	áÓ ù



ë , 	áÓ ñë

	áÓ ¨ñ
	
K ù



ë , 	áÓ ¨ñ

	
K ñë

infectious
disease

type of the dis-
ease.

Synonym
	

¬X@QÓ
	

¬Qª
�
K ,

	
¬QªK
 infectious

disease
informal term
(slang one)

Caused-by I. �J.��.
�

HYm�
�
' I. �J.��.

�
HYm�'


 , I. �J.��.
�

HYm�
�
' infectious

disease
cause class

Cause I. �J.��
 I. �J.�
�
� , I. �J.��
 cause class infectious

disease

Infected-by �K. ø
�
Y�ª

�
K
 �K. ø

�
Y�ª

��
K , �K. ø

�
Y�ª

�
K
 infectious

disease
infection class

Infect ø



YªK
 ø
�
ðYªË@

�
�Q£ , ø



Yª

�
K , ø



YªK
 infection class infectious

disease

Prevent ©
	
JÖß
 , ù




�
®K
 ù




�
®
�
K , ù




�
®K
 prevention class infectious

disease

Prevented-by �K. ù



�
®K


�
éK
A

��
¯ñË@

�
�Q£ , �K. ù




�
®K
 , �K. ù




�
®K
 infectious

disease
prevention

Spread-In ú



	
¯ Qå

�
�
�
J
	
�K
 ú




	
¯ Qå

�
�
�
J
	
�
�
K , ú




	
¯ Qå

�
�
�
J
	
�K
 infectious

disease
the place

Infested-with �K. èZñK. ñÓ PA
�
�

�
�
�
	
K @ 	á» A

�
Ó

�

@ , �K. èZñK. ñÓ the place the infectious

disease

Symptom-of �Ë
	

�Q« A
�
îD

	
�@ �Q«

�

@ ø

�
Yg

�

@ ,

	
�@ �Q«

�

@ ø

�
Yg

�

@ Symptom class infectious

disease

Has-
symptom

	
�Q« éË A

�
îD

	
�@ �Q«

�

@ 	áÓ, é

	
�@ �Q«

�

@ 	áÓ infectious

disease
Symptom class

Diagnoses �
	

j
�

��
 �J

	

j
�

�
�
�

�
�Q£ the Diagnosis infectious

disease

Diagnoses-by �K. �
	

j
�

��
 �J

	

j
�

�
�
�Ë infectious

disease
the Diagnosis

Infects I. �
��

	

�QÖ
�
ß ,

	
�QÖß
 , I. �
�

�
� , I. �
��
 infectious

disease
the organ

Infected-by �K. H. A
�

��
 �K. H. A
�

�
�
� , �K. H. A

�
��
 the organ infectious

disease

Treats l .
Ì'A

�
ªK
 , l .

Ì'A
�
ª

�
K , l .

Ì'A
�
ªK


ø



ð@
�
Y

�
K , ø



ð@

�
YK


treatment class infectious
disease

Treated-by �K. l .
Ì'A

�
ªK
 �K. l .

Ì'A
�
ª

�
K , �K. l .

Ì'A
�
ªK


h. C
�
ªË@

�
�Q£ ,

infectious
disease

treatment class

Get-sick 	
�QÖÏA

�
K. I. �
�

�
�

	
�QÖÏA

�
K. I. �
��
 ,

	
�QÖÏA

�
K. I. �
�

�
� infectious

disease
Infected
category

Get-sick-by 	
�QÖÏA

�
K. H. A

�
�

�
�

	
�QÖÏA

�
K. H. A

�
��
 ,

	
�QÖÏA

�
K. H. A

�
�

�
� Infected

category
infectious
disease

Table 5.3: Arabic infectious disease Ontology relations
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Figure 5.2: Arabic Infectious Disease Ontology Classes in Hierarchy

Figure B.1 shows a sub graph of the developed ontology with classes and their
relationships, and Figure B.2 illustrates a screen shot of the Measles disease (

�
é
�
J.�

�
mÌ'@)

as an example.

5.6 Ontology Evaluation

Many techniques were used to evaluate ontologies. Here we conducted performance
of the term extraction technique and a Domain Expert Evaluation approach.

5.6.1 Evaluating the Term Extraction Results

In order to evaluate the performance of the term extraction techniques, the terms
in the extracted ontology are manually reviewed. Then, we compared the extracted
terms by the three strategies, TF-IDF, C -value and YAKE, to the final concepts
using the standard Precision, Recall, and F-Measure metrics. Table 5.4 summarises
the results obtained by the system and Figure 5.4 visualizes the average results of the
term extraction performance.
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Figure 5.3: Arabic Infectious Disease Ontology Datatype properties (as translated
above).

We can see that the lowest performance was found in the C-value method. This
could result from the complexity of the information of infectious disease in Arabic
language and the document size. The TF-IDF method achieved between 20.0% to
50.0% in their results due to the different types of documents included. In the YAKE
method, the overall performance for the Precision is around 35.0% while the Recall is
achieved up to 62.9% in Mumps documents. Moreover, the YAKE method supports
multiword term extraction which is important in Arabic since many terms in infectious
disease consisting of two or three words. For example, the word (

�
éÒj

�
JÊÖÏ @ H. A

�
î

�
DË @), which

means conjunctivitis in English, is a multi word that describes one symptom of the
Zika virus disease.

5.6.2 Domain Expert Evaluation

We asked an expert in infectious diseases who is an Arabic native speaker to evaluate
our ontology in terms of medical correctness. The evaluation included reviewing the
concepts and the relations between the diseases. In other words, the expert needed
to review every infectious disease and terms related to it and the correct connection
between them. Also, we wished to check the accuracy of our ontology in terms of the
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Disease Name TF-IDF C-Value YAKE

Precision Recall F-Measure Precision Recall F-Measure Precision Recall F-Measure

AIDS 32.0% 23.3% 26.9% 18.0% 12.4% 14.7% 40.0% 28.5% 33.3%
Avian influenza 21.0% 16.9% 18.7% 12.5% 12.8% 12.7% 28.0% 32.0% 29.9%
Coronavirus 25.0% 28.0% 26.4% 15.0% 18.6% 16.6% 32.0% 39.2% 35.2%
Dengue fever 30.0% 28.1% 29.0% 13.7% 23.2% 17.3% 34.0% 29.3% 31.5%
Elephant disease 36.0% 27.2% 30.9% 09.0% 06.0% 07.7% 33.0% 23.9% 27.8%
German measles 30.0% 33.6% 31.7% 18.0% 21.5% 19.6% 36.0% 42.6% 39.0%
HPV infection 30.0% 29.7% 29.8% 16.3% 15.0% 15.6% 27.0% 26.4% 26.7%
Leishmania 32.0% 32.4% 32.2% 21.0% 20.8 % 20.9% 38.0% 40.2% 39.1%
Lice 22.0% 23.9% 22.9% 13.0% 15.2% 14.0% 25.0% 28.4% 26.6%
Malaria 40.0% 53.1% 45.6% 21.2% 35.9% 26.7% 38.0% 51.4% 43.7%
Marsa 28.0% 29.6% 28.8% 12.0% 15.7% 13.6% 32.0% 38.8% 35.1%
Maltese fever 32.0% 45.2% 37.5% 09.0% 09.7% 09.3% 37.0% 50.7% 42.8%
Measles 43.0% 41.5% 42.3% 29.0% 27.6% 28.3% 46.0% 42.3% 44.0%
Meningitis 35.0% 35.3% 35.1% 16.0% 15.5% 15.7% 40.0% 34.5% 37.0%
Mumps 31.0% 49.0% 37.9% 16.3% 25.4% 19.8% 39.0% 62.9% 48.2%
Nipah virus 26.0% 40.4% 31.6% 15.0% 31.3% 20.3% 26.0% 44.4% 32.8%
Plague 28.0% 33.5% 30.5% 16.0% 17.8% 16.8% 34.0% 37.2% 35.5%
Rabies 31.0% 32.8% 31.9% 23.0% 24.6% 23.8% 33.0% 34.7% 33.8%
Schistosomiasis 22.0% 32.3% 26.2% 06.0% 08.4% 06.9% 33.0% 50.3% 39.9%
Seasonal flu 50.0% 52.6% 51.3% 11.7% 13.1% 12.3% 43.0% 47.4% 45.1%
Tuberculosis 34.0% 36.5% 35.2% 15.0% 13.9% 14.4% 32.0% 30.3% 31.1%
Yellow fever 25.0% 24.9% 24.9% 11.2% 14.1% 12.5% 34.0% 34.3% 34.2%
Zika virus 27.0% 23.3% 25.0% 20.0% 16.3% 17.9% 34.0% 28.7% 31.1%

Table 5.4: Term Extraction Performance

individual infectious diseases. For example, is it correct that Malaria is infected by
the Transfusion.

In addition, we calculated the precision of the system after computing the average
number of correct terms which was 88.4%. This result shows that the ontology has a
high correctness since the expert agreed on the applicability of using it.

5.7 Conclusion

In this chapter, we have described a novel resource that integrates the scientific
vocabularies of infectious diseases with their informal equivalents. The Arabic
Infectious Disease Ontology is written in the Arabic language, and is the first ontology
in Arabic specialising in the infectious disease domain. It contains 11 classes, 21 object
properties, 11 datatype properties, and 215 individual concepts. The ontology is made
freely available for academic research 4.

4https://doi.org/10.17635/lancaster/researchdata/350
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Figure 5.4: Average of Term Extraction Performance of Infectious diseases

The combination of ontology learning strategies and manual techniques have
enhanced the accuracy of our results. Our focus in this chapter is to implement the
Arabic Infectious Disease Ontology to support the analysis of the spread of infectious
disease in any Arab country. Therefore, it is important that an extended list of
terms that are related to each infectious disease is used, since the combination of
the informal names of the diseases with the formal ones will help in expanding the
retrieval of information during data collection.

The ontology is flexible and easy to update when needed. For example, with the
recent appearance of COVID-19 as a new disease, there is need to update the Arabic
Infectious Disease Ontology with COVID-19 information. This included symptom,
cause, prevention, infection, organ, treatment, diagnosis, place of the disease spread,
and slang terms for COVID-19. A detailed explanation of this step is clarified in
Section 6.3

In the next chapters, Chapter 6 and Chapter 7, there are some experiments using
the Arabic Infectious Disease Ontology in various applications. In Chapter 6, we
analyse pandemic tweets in three different ways: identifying the topics discussed
during the period, detecting rumours, and predicting the source of the tweets.
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Whilst in Chapter 7, we analyse Arabic tweets to estimate their usefulness for health
surveillance and understand the impact of the informal terms in the analysis.
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Chapter 6

Analysing Tweets During a
Pandemic

6.1 Introduction

This chapter is about analysing COVID-19 Arabic tweets that have been written
during the pandemic. The goal of this chapter is to combine qualitative and
quantitative studies to analyse Arabic tweets with the aim of supporting Public
Health Organisations (PHOs) who can learn from social media data. It acts as a
case study to demonstrate and evaluate how we can bring together the techniques
and resources presented in the previous two chapters. This chapter is derived from
the published paper under the title “COVID-19 and Arabic Twitter: How can Arab
World Governments and Public Health Organizations Learn from Social Media?”, the
paper was published at the NLP COVID-19 Workshop, an emergency workshop at
ACL 20201 (Alsudias and Rayson, 2020b).

In March 2020, the World Health Organization announced the COVID-19 outbreak
as a pandemic. Governments around the world have taken different decisions in order
to stop the spread of the disease. Many academic researchers in a variety of fields,
including NLP, have conducted research on this subject.

People use social media applications such as Twitter to find the news related to
COVID-19 and/or express their opinions and feelings about it. As a result, a vast
amount of information could be exploited by NLP researchers for a myriad of analyses
despite the informal nature of social media writing style.

1https://www.nlpcovid19workshop.org/
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COVID-19 Twitter conversations may not correlate with the actual disease
epidemiology. Therefore, PHOs have a vested interest in ensuring that information
spread in the population is accurate (Vorovchenko et al., 2017). For instance, the
Ministry of Health in Saudi Arabia2 presented a daily press conference incorporating
the aim of quickly stopping the spread of false rumours. However, there was a
prolonged period of time until these warnings are issued. For example, the first
tweet that included false information about hot weather killing the virus was on 10
February 2020, while the press conference which responded to this rumour on 14
April 2020. There is a clearly a need to find false information as quickly as possible.
In addition, effort needs to be made in relation to tracking the user accounts that
promote rumours. This can be undertaken using a variety of techniques, for example
using social network features, geolocation, bot detection or content based approaches
such as language style. PHOs would benefit from speeding up the process of tracking
in order to stop rumours and remove the bot networks.

The vast majority of the previous research in this area has been on English Twitter
content but this will not directly assist PHOs in Arabic speaking countries. The
Arabic language is spoken by 467 million people in the world and has more than 26
dialects, as explained in Section 2.2.1. Of particular importance for NLP is coping with
dialectal and/or meaning differences in less formal settings such as social media. As
an example in the health field, the word ( 	á�
�m�

�
') may be understood as vaccination3

in modern standard Arabic or reading supplications in Najdi dialect4. There has
been much recent progress in Arabic NLP research, yet there is still an urgent need
to develop fake news detection for Arabic tweets (Mouty and Gazdar, 2018).

We hypothesise that PHOs may benefit from mining the topics discussed between
people during the pandemic. This may help in understanding a population’s current
and changing concerns related to the disease and help to find the best solutions
to protect people. In addition, during an outbreak, people themselves will search
online for reliable and trusted information related to the disease such as prevention
and transmission pathways. Therefore, in order to help PHOs, we have analysed
data from social media along various lines: Analysing the topics discussed between
people during the peak of COVID-19, identifying and detecting the rumours related
to COVID-19, and predicting the type of sources of tweets about COVID-19.

2https://www.moh.gov.sa
3https://en.wikipedia.org/wiki/Modern_Standard_Arabic
4https://en.wikipedia.org/wiki/Najdi_Arabic
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6.2 Related Work

There is a vast quantity of research over recent years that analyses social media data
related to different pandemics such as H1N1 (2009), Ebola (2014), Zika Fever (2015),
and Yellow Fever (2016). These studies followed a variety of directions for analysis
with multiple different goals (Joshi, Karimi, Sparks, Paris, and C Raina Macintyre,
2019a). The study of (Ahmed, P. A. Bath, Sbaffi, et al., 2019) used a thematic
analysis of tweets related to the H1N1 pandemic. Eight key themes emerged from
the analysis: emotion, health related information, general commentary and resources,
media and health organisations, politics, country of origin, food, and humour and/or
sarcasm.

A survey study (I. C.-H. Fung et al., 2016) reviewed the research relevant to
the Ebola virus and social media. It compared research questions, study designs,
data collection methods, and analytic methods. Ahmed, G. Demartini, and P. Bath
(2017) used content analysis to identify the topics discussed on Twitter at the
beginning of the 2014 Ebola epidemic in the United States. In (Vorovchenko et al.,
2017), they determined the geolocation of the Ebola tweets and named the accounts
that interacted more on Twitter related to the 2014 West African Ebola outbreak.
The main goal of the study by Kalyanam et al. (2015) was to distinguish between
credible and fake tweets. It highlighted the problems of manual labeling process
with verification needs. The study in (I.-H. Fung et al., 2016) highlighted how the
problem of misinformation changed during the disease outbreak and recommended
a longitudinal study of information published on social media. Moreover, it pointed
out the importance of understanding the source of this information and the process
of spreading rumours in order to reduce their impact in the future.

Ghenai and Mejova (2017) tracked Zika Fever misinformation on social media by
comparing them with rumours identified by the World Health Organization. Also,
they pointed out the importance of credible information sources and encouraged
collaboration between researchers and health organisations to rapidly process the
misinformation related to health on social media. The study in (Ortiz-Martınez and
Jiménez-Arcia, 2017) reviewed the quality of available yellow fever information on
Twitter. It also showed the significance of the awareness of misleading information
during pandemic spread. The study of (Zubiaga, Aker, et al., 2018a) summarised
other studies related to social media rumours. It illustrated techniques for developing
rumour detection, rumour tracking, rumour stance classification, and rumour veracity
classification. Vorovchenko et al. (2017) mentioned the importance of Twitter
information during the epidemic and how Public Health Organisations can benefit
from this. They showed the requirement to monitor false information posted by some
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accounts and recommended that this was performed in real time to reduce the danger
of this information. Also, they discussed the lack of available datasets which help in
the development of rumour classification systems.

Researchers have been doing studies on building and analysing COVID-19 Twitter
datasets since the disease appeared in December 2019. So far, there are two different
datasets which have been published related to Arabic and COVID-19 (Alqurashi,
Alhindi, and Alanazi, 2020) and (Haouari et al., 2020b). The former collected
3,934,610 tweets until April 15 2020, and the latter included around 748k tweets
until March 31, 2020. These papers contain an initial analysis and statistical results
for the collected tweets and some suggestions for future work, which include pandemic
response, behaviour analysis, emergency management, misinformation detection, and
social analytics.

In addition, there are some datasets in English such as (Chen, Lerman, and
Ferrara, 2020) and (Lopez, Vasu, and Gallemore, 2020). Also, there is a multilingual
COVID-19 dataset containing location information (Qazi, Imran, and Ofli, 2020).
This contains more than 524 million tweets, with 5.5 million Arabic tweets, posted
over a period of three months since February 1, 2020. It focuses on determining
the geolocation of a tweet which can help research with various different challenges,
including identifying rumours.

Although the above studies have produced datasets related to COVID-19, they do
not analyse them deeply using NLP methods. Previous studies representing earlier
epidemics present good techniques and results, however none of them are related
to Arabic tweets. Therefore, to assist PHOs in Arabic speaking countries there is
an urgent need to analyse tweets related to COVID-19 using multiple Arabic NLP
techniques.

6.3 Updating the Arabic Infectious Disease Ontol-

ogy

With the appearance of COVID-19 as a new disease, there is a requirement to
update our Arabic Infectious Disease Ontology (Alsudias and Rayson, 2020c), which
integrates the scientific and medical vocabularies of infectious diseases with their
informal equivalents used in general discourse. We collated COVID-19 information
from the World Health Organization5 and Ministry of health in Saudi Arabia. This
included symptom, cause, prevention, infection, organ, treatment, diagnosis, place of

5http://www.emro.who.int
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the disease spread, and slang terms for COVID-19 and extended our ontology6. These
terms were then used in our collection process.

6.4 Data Collection

We began collecting Arabic tweets about a number of infectious diseases from
September 2019, as described in Chapter 3. Here in this chapter, we analysed only
the tweets related to COVID-19 from December 2019 to April 2020 (there are a few
tweets between September and November, these are related to Middle East respiratory
syndrome coronavirus, MERS-CoV7). We have collected approximately six million
tweets in Arabic during this period. We obtained the tweets depending on three
keywords ( A

�	
KðPñ», A

�	
KðQ», 19 YJ


	
�̄ ñ») which mean Coronavirus, a misspelling of the

name of Coronavirus, and COVID-19 respectively in English. We collected the tweets
weekly using the Twitter API.

Next, we pre-processed the tweets through a pipeline of different steps:

• Manually remove retweets, advertisements, and spam.

• Filter out URLs, mentions, hashtags, numbers, emojis, repeating characters,
and non-Arabic words using Python scripts.

• Normalize and tokenize tweets.

• Remove Arabic stopwords (Alrefaie, 2017).

After pre-processing, the resulting dataset was 1,048,575 unique tweets from the
original 6,578,982 collected. Figure 6.1 shows the number of Arabic tweets about
Coronavirus each week with specific dates highlighted to show government decisions
on protecting the population from COVID-19 and other key dates for context.

6.5 Methods

We performed three different types of analysis on the collected data. Firstly, in order
to better understand the topics discussed in the corpus, we carried out a cluster
analysis. Secondly, taking a sample of the corpus, we performed rumour detection.
Finally, we extended our previous work, discussed in Chapter 4, to classify the source
of tweets into five types of Twitter users which aims at helping to determine their
veracity.

6https://github.com/alsudias/Arabic-Infectious-Disease-Ontology
7https://bit.ly/3xCc7sr
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Figure 6.1: Number of Arabic tweets about Coronavirus

6.5.1 Cluster Analysis

To explore the topics discussed on Twitter during the COVID-19 epidemic in Saudi
Arabia and other countries in the Arab World, we subjected the text of the tweets
to cluster analysis. After pre-processing the tweets as described above, we used the
N-gram forms (unigram, bigram, and trigram) of Twitter corpus and clustered them
using the K-means algorithm with the Python Scikit-learn 0.20.2 (Pedregosa et al.,
2011) software and set the value of k, the number of clusters, to be five. We selected
this number after running the algorithm many times and analysing the results to
avoid overlapping between clusters.

6.5.2 Rumour Detection

Following previous work (Zubiaga, Aker, et al., 2018b), we applied a top-down
strategy, which is where the set of rumours is identified in advance then the data
is sampled to extract the posts associated with the previously identified rumours. In
our dataset, out of the one million tweets, we sampled 2,000 tweets to classify them for
rumour detection. We manually labelled the tweets to create a gold standard dataset
and then applied different machine learning algorithms in this part of our study.
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6.5.2.1 Labelling Guidelines

We manually labelled the tweets with 1, -1 , and 0 to represent false information,
correct information, and unrelated content, respectively. Our reference point for
deciding whether the content contained true or false information was based on the list
issued by the Ministry of Health in Saudi Arabia 8 and is regularly updated (the last
update applied for this study dates from 14 April 2020). Table 6.1 presents the list
in both Arabic and English and Table 6.2 shows some example tweets for each label.

Rumour in Arabic Rumour in English

. A
�	
KðPñ» �ðQ�


	
¯ É

�
®

	
J
�
K

�
é

	
®J
ËB

�
@

�
HA

�	
K @

�
ñJ
m
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. A
�	
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�
Ë É

�
¯A

�	
K

	
�ñªJ. Ë @ Mosquitoes are transporters of

Coronavirus.

. A
�	
KðPñ» �ðQ�


	
®K.
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�
��
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�
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�
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�

Only old people may have a
high risk of Coronavirus.
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�
Î« ú
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�

�
®
�
K é

�
KXðQK. ð



@ �

�
®¢Ë@

�
èP@ �Qk Hot or cold weather can kill the

virus.

. �ðQ�

	
®Ë @ ú

�
Î« ú



æ

	
�

�
®
�
K iÊÖÏ @ ð ZA �ÜÏA

�
K.
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�	
KðPñºË@ 	áÓ ù




�
®

�
K H. A

�
�

�«


@ ð

�
HA

�
¢Ê

	
g Yg. ñK
 There are some herbs that pro-

tect against from Coronavirus.

. i¢�
�
B@ ú

�
Î« ù

��
®J. K
 B

�
�ðQ�


	
®Ë @ The virus does not survive on

surfaces.

Table 6.1: List of rumours that appear during COVID-19 (source: Saudi Arabia
Ministry of Health)

6.5.2.2 Machine Learning Models

We applied three different machine learning algorithms: Logistic Regression (LR),
Support Vector Classification (SVC), and Näıve Bayes (NB). To help the classifier
distinguish between the classes more accurately, we extracted further linguistic
features. The selected features fall into two groups: word frequency (count vector

8https://www.moh.gov.sa
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Tweet in Arabic Tweet in English Label
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Oh God, in this blessed
hour, We ask you to have
mercy on us and keep
away from us all dis-
ease and calamity, and
protect us from the evil
of diseases and sick-
nesses. Preserve our
country and other Mus-
lim countries.

0
(unre-
lated)

Table 6.2: Example tweets and our labelling system

and TF-IDF) and word embedding based (Word2Vec and FastText). We used 10-fold
cross validation to determine accuracy of the classifiers for this dataset, splitting the
entire sample into 90% training and 10% testing for each fold.

6.5.3 Source Type Prediction

We replicated a Logic Regression model from our study explained in Chapter 4, which
was useful for classifying tweets into five categories: academic, media, government,
health professional, and public (Alsudias and Rayson, 2019). We used the LR model
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because it previously achieved the best accuracy (77%), and employed it here to
predict the source of the COVID-19 tweets that we had already labelled in Section
6.5.2.

6.6 Results and Discussion

6.6.1 Cluster Analysis

Our cluster analysis of the five main public topics discussed in tweet content is as
follows: (1) disease statistics: the number of infected, died, and recovered people;
(2) prayers: prayer asking God to stop virus; (3) disease locations: spread and
location (i.e., name of locations, information about spread); (4) Advice for prevention
education: health information (i.e., prevention methods, signs, symptoms); and (5)
advertising: adverts for any product either related or not related to the virus. Figure
6.2 illustrates the five topics of COVID-19 tweets with examples.

For each cluster, the top terms by frequency are as follows: (1) disease statistics:
case (

�
éËA

�
g), new (

�
èYK
Yg. ), and infection (

�
éK. A

�
�@); (2) prayers: Allah ( é

�
<Ë @), Oh God

(Ñê
�
ÊË @), and Muslims ( 	á�
ÒÊ�ÖÏ @); (3) disease locations: Dammam (ÐA

�
ÓYË@), Riyadh

( 	
�A

�
K
QË @), and Makkah (

�
éºÓ); (4) Advise for prevention education: crisis (

�
éÓ 	P@), spread

(PA
�
�

�
�
�
	
K @), and pandemic (

�
ém�



'A�

�
g. ); (5) advertising: discount (Õæ�

	
k), coupon ( 	

àñK. ñ»), and

code (Xñ»).

We found that four of our categories (disease statistics, prayers, disease locations,
and advice for prevention education) are similar to those found by Odlum and Yoon
(2015) which are risk factors, prevention education, disease trends, and compassion.
The marketing category is one of the topics in (Ahmed, Demaerini, and P. A. Bath,
2017) which discussed the topics in Twitter during the Ebola epidemic in the United
States. Jokes and/or sarcasm is one of the categories that did not appear in our
study but can be found in (Ahmed, Demaerini, and P. A. Bath, 2017) and (Ahmed,
P. A. Bath, Sbaffi, et al., 2019), a thematic analysis study of Twitter data during
H1N1 pandemic. This may be a result of more concern and panic from COVID-19
than other diseases during this period of time.

6.6.2 Rumour Detection

The result of our manual labelling process is 316 tweets label with 1 (false), 895
tweets label with -1 (true), and 789 tweets label with 0 (unrelated). Therefore,
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Figure 6.2: Examples of tweets in each cluster

the false information represents about 15.8% (from 2,000 tweets) and around 26%
(from 1,211 tweets, after removing the unrelated ones). In the study by Ortiz-
Martınez and Jiménez-Arcia (2017), 61.3% (from 377 tweets) of data was classified
as misinformation about Yellow Fever. It represented 32% (from 26,728 tweets)
considered as rumours related to Zika Fever in (Ghenai and Mejova, 2017).

Figures 6.3, 6.4, and 6.5 show the accuracy, F1-score, recall, and precision on our
corpus using LR, SVC, and NB algorithms with various feature selection approaches.
The highest accuracy (84.03%) was achieved by the LR classifier with a count vector
set of features and SVC with TF-IDF. Therefore, the count vector gives best result in
LG and NB in all metrics results whereas with precision which achieves better results
with TF-IDF 83.71% in LG and 81.28% in NB. while TF-IDF in SVC has the best
results except recall which achieved 75.55% in count vector set features.

We also applied several word embedding based approaches but without obtaining
good results. The accuracy ranges from 48.90% to 60.97% and the F1 score is around
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Figure 6.3: Results using Logistic Regression

Figure 6.4: Results using Support Vector Classification

40.50% on average. FastText models achieve better accuracy in SVC (54.89%) and NB
(59.49%) than Word2Vec by approximately (5%). While Word2Vec shows the best
result with LG 60.68% for accuracy, 49.85% for F1 and recall, and 65.97% in precision.

Word embeddings are constructed based on the co-occurrence of words in a
fixed window. For instance, opposing terms may appear together or close together.
Therefore, the vector for the word “good” can be close to the vector for the word
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Figure 6.5: Results using Näıve Bayes

“bad”. This is problematic for applications such as sentiment analysis, in which such
words correspond to orthogonal classes. As a result, word embeddings are not always
a good fit for applications that need the use of antonyms or even synonyms (Uprety,
Gkoumas, and Song, 2020).

The word frequency based approaches have around a 20% better result than the
word embedding ones. The reason for this is expected to be the dataset size and
the specific domain of context (Ma, 2018). We assumed that the word embedding
methods may achieve good results due to the importance of the relevant information
around the word. For example, FastText can deal with the misspelling problem which
is common in social media language style and improves word vectors with subword
information (Bojanowski et al., 2017).

6.6.3 Source Type Prediction

The model predicts the source type for each of the tweets. Table 6.3 shows some
examples of the tweets with predicted labels by the model. We focus on the result
of the fake news content since they are of highest importance for the Public Health
Organisations. 30% (95 of 316) and 28% (91 of 316) of the rumour tweets are classified
as written by a health professional and academic consequently. While only 12% (39 of
316) of them are predicted as written by the public. With this result, we find that the
tweets containing false information quite often used the language style of academics
and health professionals.
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Tweet in Arabic Tweet in English Predicted
Label
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Table 6.3: Some examples of false tweets from different source predicted labels

6.7 Conclusion

In this chapter, we identified and analysed one million tweets related to the COVID-19
pandemic in the Arabic language. We performed three experiments which we expect
can help to develop methods of analysis suitable for helping Arab World Governments
and Public Health Organisations. Our analysis first identifies the topics discussed on
social media during the epidemic, detects the tweets that contain false information,
and predicts the source of the rumour related tweets based on our previous model
for other diseases. The clustered topics are COVID-19 statistics, prayers for God,
COVID-19 locations, advise for preventing education, and advertising.

The second contribution in this chapter, is a labeled sample of tweets (2,000 out
of 1 million) annotated for false information, correct information, and unrelated. To
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investigate the replicability and scalability of this annotation, we applied multiple
machine learning algorithms with different sets of features. The highest accuracy
result was 84% achieved by the LR classifier with count vector set of features and
SVC with TF-IDF.

Finally, we also used our previous model to predict the source types of the sampled
tweets. Around 60% of the rumour related tweets are classified as written by health
professional and academics which shows the urgent need to respond to such fake news.
The dataset, including tweet IDs, manually assigned labels for the sampled tweets, and
other resources used in this chapter are made freely available for academic research
purposes 9.

There are clearly many potential future directions related to analysing social media
data on the topics of pandemics. One of the important ways is monitoring the spread
of the diseases by finding the infected individuals and defining the infected locations
which explained in details in the next Chapter, Chapter 7.

9https://doi.org/10.17635/lancaster/researchdata/375
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Chapter 7

Monitoring Infectious Diseases

7.1 Introduction

This chapter is based on an extended version of the “Social Media Monitoring of the
COVID-19 Pandemic and Influenza Epidemic With Adaptation for Informal Language
in Arabic Twitter Data: Qualitative Study” paper (Alsudias and Rayson, 2021b). It
explores how adapting for informal language in Arabic Twitter improves monitoring
of the COVID-19 pandemic and Influenza epidemic. The aim of this chapter is to
analyse Arabic tweets to estimate their usefulness for health surveillance, understand
the impact of the informal terms in the analysis, show the effect of the deep learning
methods in the classification process, and identify the locations where the infection
is spreading. This chapter identifies and creates two Arabic social media datasets
for monitoring tweets related to Influenza and COVID-19. It demonstrates the
importance of including informal terms, which are regularly used by social media
users, in the analysis. It also proves that BERT achieves good results when used with
new terms in COVID-19 tweets. Finally, we show that the tweet content may contain
useful information to determine the location of the disease spread.

Although millions of items of data appear every day on social media, artificial
intelligence through NLP and machine learning algorithms offers the chance to
automate their analysis across many different areas, including health. In the area
of health informatics and text mining, social media data such as Twitter can be
analysed to calculate large-scale estimates of the number of infections, the spread
of diseases, or help to predict epidemic events (Joshi, Karimi, Sparks, Paris, and
C. Raina Macintyre, 2019b); this field is known as infodemiology, and the systematic
monitoring of social media posts and Internet information for public health purposes
is known as infoveillance. However, previous research has focussed almost exclusively
on English data as we have also shown in Section 5.2 and Section 6.2.
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Time is clearly an important factor in the health surveillance domain. In other
words, discovering infectious diseases as quickly as possible is beneficial for many
organisations and populations as we have seen internationally with COVID-19. It is
also important to have multiple independent sources to corroborate evidence of the
spread of infectious diseases.

Twitter is one of the main real time platforms that can be used in health
monitoring. However, it contains noisy and unrelated information, hence there is
a crucial need for information gathering, pre-processing and filtering techniques to
discard irrelevant information while retaining useful information. One key task is to
differentiate between tweets written for different reasons where someone is infected,
or worried about a disease, taking into account the figurative usage of some words
related to a disease or spread of infection (Lamb, M. Paul, and Dredze, 2013).

While such tasks are obviously relevant globally, there is little previous research for
Arabic speaking countries. There are some characteristics of the Arabic language that
make it more difficult to analyse compared with other languages, and NLP resources
and methods are less well developed for Arabic than for English. Arabic, which has
more than 26 dialects, is spoken by more than 400 million people around the world
(Versteegh, 2014). We hypothesise, following our studies in Chapter 4 and Chapter
6, that Arabic speakers will use their own dialects in informal discourse when they
express their pain, concerns, and feelings rather than using modern standard Arabic
(Hadziabdic and Hjelm, 2014). Table 7.1 describes some examples of Arabic words
related to health that may represent different meanings due to dialect differences. For
instance, the word (XQK.) can be understood as influenza in Najdi dialect, and feeling

cold in Hejazi dialect (Versteegh, 2014).

The real world motivation of this study in this chapter is to reduce the lag time
and increase accuracy in detecting mentions of infectious diseases in order to support
professional organisations in decreasing the spread, planning for medicine roll out,
and increasing awareness in the general population. We also wish to show that Arabic
tweets on Twitter can provide valuable data that may be used in the area of health
monitoring by using informal, non-standard and dialectal language, which represents
social media usage more accurately.

We focused on COVID-19 and Influenza in particular owing to their rapid spread
during seasonal epidemics or pandemics in the Arabic speaking world and beyond.
Most people recover within a week or two. However, young children, elderly people,
and those with other serious underlying health conditions may experience severe
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Word in Arabic Potential meaning confusion sets

XQK. Influenza feeling cold
	á�
�m�

�
' Vaccination reading supplications

	
àC

�
J
� Mucus nosebleed

	
àA

�
ëX Ointment paint

l�
�
�P Sneezing filter the liquid thing be nominated for a position

XA
�	

�Ó Antibiotic opposite

H. ñJ.k Tablets pimples some kind of food
�
éª

�
�

�
@ X-ray sunlight

	
­ª

	
� Feebleness double

	áº�Ó Painkiller home
�
é

	
®�ð Prescription method

P@
�

ñ
	
¯ Medicine sparkling spring

Table 7.1: Some examples of Arabic words that have different meaning

complications including infection, pneumonia and death1. While it takes specialised
medical knowledge to distinguish between the people infected by COVID-19 and
Influenza as the symptoms are similar, tracing and planning vaccination and isolation
are important for both diseases. In addition, there may be some infected people who
do not take the test because of personal concerns and lack of availability of tests in
their city, or those who need support to self-isolate.

The overall question being answered in this chapter is how NLP can improve
the analysis of the spread of infectious diseases via social media. Our first main
contribution is the creation of a new Arabic Twitter dataset related to COVID-19 and
Influenza which is labelled with 12 classes, including 11 originating from the Arabic
Infectious Disease Ontology, see Chapter 5, and now extended with a new infected
category. We used this Ontology since there are no existing medical ontologies such as
International Classification of Diseases (ICD) and/or Systematized Nomenclature of
Medicine-Clinical Terms (SNOMED) available that originate in Arabic (Joshi, Karimi,
Sparks, Paris, and C. Raina Macintyre, 2019b). Crucially, we also showed for the first
time the usefulness of informal, non-standard disease related terms using a multi-label

1https://www.who.int
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classification methodology to find personal tweets related to COVID-19 or Influenza in
Arabic. We comparatively evaluated our results with and without the informal terms
and showed the impact of including such terms in our study. Moreover, we showed the
power of machine learning and deep learning algorithms in the classification process.
Finally, we developed methods to identify the locations of the infectious disease spread
using tweet contents, and this also helped to inform dialect variants and choices.

7.2 Related Work

Previous studies have proven that NLP techniques can be used to analyse tweets
for monitoring public health (M. Paul and Dredze, 2011; Aramaki, Maskawa, and
Morita, 2011; Breland et al., 2017; Sinnenberg et al., 2017; Charles-Smith et al.,
2015; M. Paul, Sarker, et al., 2016). These studies have analysed social media
articles that support the surveillance of disease in different languages such as Japanese,
Chinese, and English. Diseases that were analysed included listeria, influenza, swine
flu, measles, meningitis, and others. We will focus here on previous work related to
monitoring influenza and COVID-19 diseases using Twitter data and identifying the
location elements from the information on Twitter using NER algorithms.

7.2.1 Influenza Related Research

The Ailment Topic Aspect Model (ATAM) is a model designed by M. J. Paul and
Dredze (2012). It uses Twitter messages to measure influenza rates in the United
States. It was later extended to consider over a dozen ailments and apply several
tasks such as syndromic surveillance and geographical disease monitoring. Similarly,
an influenza corpus was created from Twitter (Aramaki, Maskawa, and Morita, 2011).
The tweets needed to meet the following two conditions to include them in the training
data with infected people and timing: first, the person tweeting, or a close contact
is infected with the flu, and second, the tense should be the present tense or recent
past.

The goal of a previous study (Lamb, M. Paul, and Dredze, 2013) was to distinguish
between flu tweets from infected individuals and others worried about infection in
order to improve influenza surveillance. It applied multiple features in a supervised
learning framework to find tweets indicating flu. Likewise a sentiment analysis
approach was used (Ji, Chun, and Geller, 2016) to classify tweets that included
12 diseases including influenza. A forecasting word model was designed (Hayate,
Wakamiya, and Aramaki, 2016) using several words, such as symptoms, that appear
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in tweets before epidemics to predict the number of patients infected with Influenza.

A previous study (Dai, Bikdash, and Meyer, 2017) used unsupervised methods
based on word embeddings to classify health-related tweets. The method achieved an
accuracy of 87.1% for the classification of tweets being related or unrelated to a topic.
Another study (Hong and Sinnott, 2018) concluded that there is a high correlation
between flu tweets and Google Trends data.

A recent survey study (Joshi, Karimi, Sparks, Paris, and C. Raina Macintyre,
2019b) showed how ontologies may be useful in collecting data owing to the structured
information they contain. However, there were serious challenges as medical ontologies
may consist of medical terms, while the text itself will contain slang terms. The study
suggested the inclusion of informal language from social media in the analysis process
in order to improve the quality of epidemic intelligence in the future but this was not
implemented.

7.2.2 COVID-19 Related Research

Many researchers in computer science have made extensive efforts to show how they
can help during pandemics. In terms of NLP and social media, there are various
studies that support different languages with multiple goals. These goals include
defining topics discussed in social media, detecting fake news, analysing sentiments of
tweets, and predicting number of cases (Chandrasekaran et al., 2020).

There have been multiple Arabic datasets published recently (Qazi, Imran, and
Ofli, 2020; Shuja et al., 2020). The authors explained the ways of collecting tweets such
as time period, keywords, and software library used in the search process, and summed
up the statistics for the collected tweets. However, they only included statistical
analysis and clustering to generate summaries with some suggestions of future work.
Yet, there are some studies with specific goals, such as analysis of the reaction of
citizens during a pandemic (Addawood et al., 2020) and identification of the most
frequent unigrams, bigrams, and trigrams of tweets related to COVID-19 (Hamoui,
Alashaikh, and Alanazi, 2020) . In addition, considering the study by Alanazi et al.
(2020) that identified the symptoms of COVID-19 from Arabic tweets, the authors
noted the limitation that they used modern standard Arabic keywords only and it
would be important to consider dialectical keywords in order to better catch tweets
on COVID-19 symptoms written in Arabic because some Arab users post on social
media in their own local dialect.

Critically, none of the above studies utilized the Arabic language for monitoring
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the spread of diseases. There are some Arabic studies that used Twitter with the
goal of determining the correctness of health information (Alnemer et al., 2015),
analysing health services (Alayba et al., 2017), and proving that Twitter is used by
health professionals (Alsobayel, 2016). Moreover, other studies, which did not involve
Arabic, used only formal language terminologies when collecting tweets and we would
argue that this is not representative of the language usage in social media posts.

7.2.3 Arabic Named Entity Recognition (ANER) Related
Research

Previous research on NER aimed to accomplish the following two key goals: (1) the
identification of Named Entities and (2) the classification of these entities, usually
into coarse-grained categories, including personal names (PER), organisations (ORG),
locations (LOC) and dates and times (DATE). Our interest in this chapter was in
estimating one of these categories, which is the location element of the information
on Twitter. NER methods use a variety of approaches: rule-based, machine learning
based, deep learning based and hybrid approaches. These approaches can be used
for Arabic, although specific issues arise such as lack of capitalization, nominal
confusability, agglutination, and absence of short vowels (Shaalan and Oudah, 2014;
Zirikly and Diab, 2015). In addition, there are more challenges in terms of social
media content, which includes Arabic dialects and informal terms. There is a lack of
annotated data for NER in dialects. The application of NLP tools, originally designed
for modern standard Arabic, on dialects leads to considerably less efficiency, and hence
we see the need to develop resources and tools specifically for Arabic dialects (Zirikly
and Diab, 2015).

The goal of a previous study (Khanwalkar et al., 2013) was to illustrate a new
approach for the geo-location of Arabic and English language tweets based on content
by collecting contextual tweets. It proved that only 0.70% of users actually use the
function of geospatial tagging of their own tweets; thus, other information should be
used instead.

7.3 Data Collection and Filtering

There is a lack of an available and reliable Twitter corpora in Arabic in the health
domain which makes it necessary for us to create our own corpus. We obtained the
data using the Twitter API for the period between September 2019 and October 2020
and collected around 6 million tweets that contained Influenza or COVID-19 keywords.
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The keywords are in the code that we will release on GitHub 2. We collected the tweets
weekly since the Twitter API does not allow us otherwise to retrieve enough historical
tweets (before the Twitter rules changed as discussed in Section 3.2). We utilised
keywords related to Influenza and COVID-19 from the Arabic Infectious Diseases
Ontology, see Chapter 5, which includes non-standard terminology. We used a disease
ontology because it has been shown to help in finding all the terms and synonyms
related to the disease (Ji, Chun, and Geller, 2016).

A previous survey (Joshi, Karimi, Sparks, Paris, and C. Raina Macintyre, 2019b)
suggested the inclusion of informal text used in social media in medical ontologies
and search processes when collecting data in order to improve the quality of the
epidemic intelligence. Therefore, we hypothesise that informal terms may help to find
the relevant tweets related to the diseases. Additionally, in the Arabic scenario, we
hypothesise that we need to account for dialectal terms.

We filtered the tweets by excluding duplicates, advertisements and spam. Using
Python scripts3, we also cleaned the tweets by removing symbols, links, non-Arabic
words, URLs, mentions, hashtags, numbers, and repeating characters. From the
resulting dataset, we took a sample of about 4,000 unique tweets, 2,000 tweets on
influenza and 2,000 tweets on COVID-19. Then, we used a suite of approaches for
pre-processing the tweets, applying the following processes in sequence: Tokenization,
Normalization, and Stopword removal. Table 7.2 shows the number of tweets with
each label from the ontology after filtering and pre-processing.

7.4 Manual Coding and Inter-coder Reliability

7.4.1 Manual Coding

In order to create a gold standard corpus, our process started with labelling the
tweets by two Arabic native speakers, including the author of the thesis, following the
guidelines of the annotation process that are described in Appendix C. We manually
annotated each tweet with 1 or 0 to indicate Arabic Infectious Diseases Ontology
classes which are: Infectious disease name, i.e. Influenza and COVID-19 in our case,
Slang term, Symptom, Cause, Prevention, Infection, Organ, Treatment, Diagnosis,
Place of the disease spread, and Infected category. We also label each tweet as 1 if
the person who wrote the tweet is infected with influenza or COVID-19 and 0 if not.

2https://github.com/alsudias
3https://github.com/alsudias
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Label No. of tweets
Influenza COVID-19

Name of disease 1544 1795
Slang term of disease 456 327
Symptom 398 789
Cause 178 530
Prevention 666 209
Infection 51 15
Organ 2 202
Treatment 152 97
Diagnosis 25 2
Place of the disease spread 17 415
Infected category 52 12
Infected with 907 915

Table 7.2: The number of tweets in each label (each tweet can have multiple labels)

Table 7.3 describes some examples of Arabic Influenza and COVID-19 tweets with
their labels.

7.4.2 Inter-coder Reliability

We used Krippendorff’s alpha coefficient statistic, which supports multi-label input,
to test the robustness of the classification scheme for both datasets (Artstein and
Poesio, 2008). The result showed that Krippendorff’s alpha score was 0.84 in the
Influenza dataset and 0.91 in the COVID-19 dataset which indicates strong agreement
between the two manual coders. The remaining disagreement between the annotators
was due to informal terms, and Arabic dialects, found in social media. For instance,

(I. ªË A
�	
JJ


	
¯ I. «B

�
XQ�. Ë @ ), can be understood as cold is playing with us, which represents

that an uninfected person or flu is playing with us, indicating an infected person.
Another example is (Q 	

¢mÌ'@ 	áÓ
	
àñë@ A

�	
KðPñ» ©Ó

�
��
A

�
ª

�
JË @), which in English means get

along with Corona is easier than the lockdown. This may be classified as an infected
person or an uninfected person because the word ( �

��
A
�
ª

�
JË @) has various meanings.
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7.5 Methods

In order to create methods to find individuals who have been self-identified as
infected and to determine their geo-location in the Twitter dataset, we applied
multiple supervised learning algorithms on the labelled dataset and used Named
Entity Recognition on the tweet content.

7.5.1 Multi-Label Classification

The overall architecture of our pipeline for finding infected people is shown in Figure
7.1. Using a supervised paradigm, we first annotated the corpus with labelling
information as described above, before moving on to classify the tweets by applying
machine and deep learning algorithms. We used this method for both the Influenza
and COVID-19 case studies. Each tweet has different labels assigned to it. For

instance, the first example in Table 7.3 contains the labels: Influenza name ( @
�	Q
	
KñÊ

	
®

	
KB

�
@),

Slang term of Influenza (
�
éÒ» 	P), and Symptom (

�
èP@ �Qk). It also represents that the

person is infected with Influenza. Therefore, we assigned a value of 1 to these labels.
On the other hand, the tweet does not include the labels: Cause, Prevention, Infection,
Organ, Treatment, Diagnosis, Place of the disease spread, and Infected category.
Thus, these were marked with 0.

From Table 7.3, we can see that we have a multi-label classification problem where
multiple labels are assigned to each tweet. Basically, the following three methods can
be used to solve the problem: Problem Transformation, Adapted Algorithm, and
Ensemble approaches. For each method, there are different techniques that can be
used. We applied the following algorithms, which represent machine learning and
deep learning algorithms, to classify the tweets:

Binary Relevance: It treats each label as a separate single class classification
problem.

Classifier Chains: It treats each label as a part of a conditioned chain of
single-class classification problems, and it is useful to handle the class label
relationships.

Label Powerset: It transforms the problem into a multi-class problem with one
multi-class classifier that is trained on all unique label combinations found in
the training data.

Adapted Algorithm (MLKNN): It is a multi-label adapted K-Nearest Neigh-
bors (KNN) classifier with Bayesian prior corrections.
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Figure 7.1: System architecture.

Support Vector Machine with Näıve Bayes features (NBSVM): It combines
generative and discriminant models together by adding NB log-count ratio
features to SVM (S. I. Wang and C. D. Manning, 2012).

Bidirectional Encoder Representations from Transformers (BERT): It is a
condition where all left and right meaning in both layers to pre-train deep
bidirectional representations from unlabelled text (Devlin et al., 2018).

Transformer-based Model for Arabic Language Understanding (AraBERT):
It is a pre-trained BERT model designed specifically for the Arabic language
(Antoun, Baly, and Hajj, 2020).
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Since some labels were 0 for most tweets, we removed these labels in order to avoid
overfitting. In other words, we removed the labels that did not appear in most tweets
as shown in Table 7.3. The remaining important labels were determined depending on
the disease case study because they represented different values for different tweets as
justified in Table 7.2. For Influenza, they are Influenza name, Slang term of Influenza,
Symptom, Prevention, Treatment, and Infected with. While for COVID-19, they are
Name, Slang term of COVID-19, Symptom, Cause, Place, and Infected with. We also
repeated the experiment twice to show the effectiveness of the informal terms in the
results. One of them had the labels ’disease name’, ’Slang term of Infectious disease’,
and ’Infected with’, and the other had all labels, except ’Slang term of Infectious
disease’ in both case studies.

In our study, we used the Python scikit-multilearn (Szymański and Kajdanowicz,
2017) and ktrain (Maiya, 2020) libraries and applied different models. To extract the
features from the processed training data we used a word frequency approach. We
split the entire sample into 75% training and 25% testing sets.

7.5.2 Named Entity Recognition

We followed NER systems that used machine learning algorithms to learn NE tag
decisions from annotated text. We used the Conditional Random Fields (CRF)
algorithm because it achieved better results than other supervised NER machine
learning techniques in previous studies (Zirikly and Diab, 2015).

There were three phases in our geo-location detection algorithm as shown in Figure
7.2. In phase one, the infected person was specified from the multi-label classification
algorithm described in the previous section. Then, we retrieved the historical tweets
of this person, around 3,000 tweets per person on average, and passed them to the
next phase.

The second phase consists of two consecutive stages. First, the tweets were
submitted to a Named Entity detection algorithm to select location records from
multiple corpora and gazetteers, including ANERCorp (Benajiba and Rosso, 2008;
Obeid et al., 2020), and ANERGazet (Benajiba, Rosso, and Bened́ıRuiz, 2007). A
set of location names needs to be filtered out from the general names and ambiguous
ones. For example, the word (ú



ÍA

�
K. ), Bali in English, can be a province in Indonesia or

“my mind” as an informal term in Arabic. This step is important in order to ensure
that all unrelated location names are not included in the final phase. Second, the
identified locations were determined by applying our new Entity Detection Gazetteer
which represents Saudi Arabia regions, cities, and district. The data (which will be
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Figure 7.2: Three phases of the Geo-location detection algorithm.

released on GitHub4) are public data collected from the Saudi Post website (National
Address Maps 2020).

In phase three, common features were identified such as the most frequent
locations, as well as other features such as occurrence time, which gives a higher
score for locations within the last six months. Then, each location is scored by a
number, which allows us to rank the list and determine the best estimated main
location of the user.

After each tweet set with a predictable location, we compared this location with
the location field mentioned in the user account, which is not always set by the

4https://github.com/alsudias
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user because it is an optional field. Here, we kept only users with valuable location
information in either the location or description fields.

7.6 Results

7.6.1 Multi-Label Classification

A multi-label classification problem is more complex than binary and multi-class
classification problems. Therefore, various performance measures were calculated to
evaluate the classification process such as accuracy, F1-score, recall, precision, Area
Under the Receiver Operating Characteristic Curve (ROC AUC), and Hamming loss
(X.-Z. Wu and Zhou, 2017). For all these measures, except Hamming loss higher
scores are better. For Hamming Loss, smaller values reflect better performance. It
is important to note that the accuracy score function in multi-label classification
computes only subset accuracy, which means a sample of labels will be taken in the
calculation process, as mentioned previously (Szymański and Kajdanowicz, 2017).

Table 7.4 illustrates the performance measures of the seven models on our training
dataset with 6, 5, and 3 labels for the Influenza case study. In the 6 labels, which are
‘Influenza name’, ‘Slang term of Influenza’, ‘Symptom’, ‘Prevention’, ‘Treatment’,
and ‘Infected with’, the Classifier Chains algorithm achieved the highest results in
most measures compared with the other algorithms. It had an F1-score of 86.1%,
recall of 81%, precision of 91.8%, AUC of 88.6%, accuracy of 56.2%, and Hamming
loss of 8.9%. The Label Powerset algorithm provided a result slightly lower than the
Classifier Chains by around 2%. The lowest F1-score was observed for NBSVM which
was 58.9%.

The repeated experiment results for the seven models on our training dataset with
three labels, which were ‘Influenza name’, ‘Slang term of Influenza’, and ‘Infected
with’, are shown in the third part of Table 7.4 and with five labels, which are all
labels without ‘Slang term of Influenza’, are described in the second part of the same
table. There was up to 20% enhancement for accuracy in the seven algorithms. The
highest F1 score was achieved by the Classifier Chains algorithm which was 88.8%.
The recall and precision ranged from 60% to 92%. Consequently, informal terms were
shown to represent key factors in the classification process.

Table 7.5 shows the performance measures of the seven models on our training
dataset with 6, 5, and 3 labels for the COVID-19 case study. Here, the six labels
were different from those in the previous case study because they were determined
according to the results from the number of tweets in each label as explained in Table
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7.2. The six labels were ‘Name of COVID-19’, ‘Slang term’, ‘Symptom’, ‘Cause’,
‘Place of the disease spread’, and ‘Infected with category’. The best results were
achieved by the BERT algorithm with 88.2% F1-score, 86.7% recall, 89.7% precision,
90.3% ROC AUC, 62% Accuracy, and 8.8% Hamming Loss.

The repeated experiment results for the seven models on our training dataset with
three labels, which were ‘COVID-19 name’, ‘Slang term of COVID-19’, and ‘Infected
with’, are shown in the third part of Table 7.5 and with five labels, which are all
labels without ‘Slang term of COVID-19’, are described in the second part of the same
table. There was up to 20% enhancement for accuracy in the seven algorithms. The
highest F1 score was achieved by the BERT algorithm which was 94.81% followed by
AraBERT which was 93.3%. The informal terms in the COVID-19 case study showed
around 15% enhancement in the evaluation results.

7.6.2 Named Entity Recognition

A key point to be noted is that our geo-location detection evaluation is based on the
location of users where they were tweeting. We filtered tweets that did not have any
information in the location field and/or had non plausible locations such as moon or
space. We created a manually annotated set from the information in the location field
in order to demonstrate greater accuracy. This is due to the ambiguous information in
the location field that can be detected by hand. For instance, we found some adjectives

of the location like (QÔgB
�
@ QjJ. Ë @ �ðQ«) and ( 	á�
ÓQmÌ'@

�
éK. @

�
ñK.) referring to Jeddah city in

Saudi Arabia.

In the Influenza study, around 907 users were classified as infected with Influenza,
and 397 of these users provided valuable information in their accounts that could be
used to identify the location. As a result, our algorithm achieved an accuracy of 45.8%
for predicting locations.

Regarding the COVID-19 study, 915 people were considered to be infected and
around 358 user accounts had useful information about the location. Therefore, after
applying the algorithm, the accuracy was up to 63.6% for identifying the location of
the infected users.
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7.7 Discussion

To understand the effect of deep learning algorithms on the classification process, we
needed to compare the results of the machine learning algorithms with deep learning
ones in the two case studies for Influenza and COVID-19. In the Influenza study, the
results of deep learning algorithms and the machine learning ones were close to each
other. In other words, there was no improvement in the results when applying the deep
learning methods such as BERT and AraBERT. On the other hand, in the COVID-19
case study there was up to a 25% enhancement in the results when applying BERT
and/or AraBERT. These results helped to confirm that deep learning methods show
good returns when dealing with new terms or unknown vocabularies that represent
COVID-19 terms.

By applying our previous work, explained in Chapter 4, which classified the sources
of the tweets into the following five types: academic, media, government, health
professional, and public, we found that informal language was used in the public
type (examples 1, 3, and 6 in Table 7.3) while the other types, academic, media,
government, and health professional, utilized more formal styles (examples 2, 4, and
5 in the same table). Hence, disease related slang names or other symptoms play
an important role in detecting the disease mentions in social media. People not only
used slang terms but also expressed their feelings using other terms such as metaphors

(Semino et al., 2017). For example, ( @
�	Q
	
KñÊ

	
¯ C

�
ë@) , which means ‘Hi flu’ shows that the

person, who wrote the tweet, was affected by flu. Here 71.9% of the tweets proved
that there was a relationship among the informal language used by flu-infected people.

We also found that there was a relationship between ‘Symptom’, ‘Prevention’,
and ‘Infected with’ labels. Overall, 64.3% of people infected by influenza sent tweets
mentioning symptoms such as sneezing, headache, coughing, or fever. While the
tweets about prevention show that 69.3% were written by a person who was not
infected with influenza. However, there were a number of tweets that broke these
patterns. In other words, we observed tweets written about symptoms that did not
represent an infected person or tweets written about prevention that represented an
infected person. Table 7.6 shows some examples of the tweets that describe these
relationships.

The study by Sarker et al. (2020), which was published recently, proved that
users who tested positive for COVID-19 also reported their symptoms using Twitter.
Alanazi et al. (2020) described the most common COVID-19 symptoms from Arabic
tweets in their study. These symptoms can be further evaluated in clinical settings
and used in a COVID-19 risk estimate in near real time.
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There are many ways to know the location of the Twitter user such as geo-
coordinates, place field, user location, and tweet content. The most accurate method
is using the network geo-location system for either the tweet or the user. However,
because it is an optional field, less than 3% of users provide this information (Dredze
et al., 2013; Qazi, Imran, and Ofli, 2020). In addition, there is noisy information in
the user location field because users can type anything like ‘home’ or ‘in the heart of
my dad’. As a result, we used the tweet content by assuming that users mentioned
helpful information when they tweeted.

On the other hand, some researchers have tried to predict the location of the
user using dialect identification from the tweet content (Abdul-Mageed et al., 2020).
Although this may prove fruitful, in our scenario it may not reflect the current location
that would be required, since a person may tweet in the Egyptian dialect but live in
Saudi Arabia.

7.8 Conclusion

This chapter has, for the first time, shown that Arabic social media data contain
a variety of suitable information for monitoring of Influenza and COVID-19, and
crucially, it has improved on previous research methodologies by including informal
language and non-standard terminology from social media which have been shown to
help in filtering unrelated tweets. It should be noted that we are not trying to provide
a single source of information for public health bodies to use, but want to provide
a comparable information source through which to triangulate and corroborate
estimates of disease spread against other more traditional sources.

We also introduced a new Arabic social media dataset for analysing tweets related
to Influenza and COVID-19. We labelled the tweets for categories in the Arabic
Infectious Disease Ontology which includes non-standard terminology. Then, we used
multi-label classification techniques to replicate the manual classification. The results
showed a high F1 score for the classification task and showed how non-standard
terminology and informal language are important in the classification process with an
average improvement of 8.8%. The dataset, including tweet IDs, manually assigned
labels, and other resources used in this chapter are released freely for academic
research purposes, with a DOI via Lancaster University’s research portal 5.

5https://bit.ly/3DVvE8G
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Moreover, we applied a Named Entity Recognition algorithm on the tweet content
to determine the location and spread of the infection. Although the number of users
was limited, the results showed good accuracy in the analysis process.

The thesis comes to a close with a rundown of the research conducted and its
conclusions in the next chapter, Chapter 8, which is the last one. This will include
going through the research questions that were asked at the start of the study and
evaluating how well they have been answered.
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Table 7.3: Examples of tweet with their assigned labels (1 or 0)
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No. of
Labels

Multi-label
classification
technique

F1-
Score
(%)

Recall
(%)

Precision
(%)

ROC
AUC
(%)

Accuracy
(%)

Hamming
Loss (%)

6

Binary Rele-
vance

73.1 74.4 71.9 79.7 39.6 18.7

Classifier
Chains

86.1 81 91.8 88.6 56.2 8.9

Label Power-
set

85.7 83.8 87.6 88.7 56.2 9.7

Adapted
Algorithm
(MLKNN)

76.9 75.5 78.4 82.3 39.9 15.5

BERT 78.1 83.4 73.4 85.4 38.9 13.7
AraBert 79.7 72.7 88.2 83.9 49.2 12.5
NBSVM 58.9 46.3 81.2 70.9 26.8 18.9

5

Binary Rele-
vance

75.5 76.9 74.1 80.7 45.1 18.3

Classifier
Chains

88 85.5 90.5 90.2 64.9 8.5

Label Power-
set

87.6 86.2 89.2 90 63.9 8.9

Adapted
Algorithm
(MLKNN)

79.9 76.4 83.9 84 47.9 14

BERT 84.1 83.1 85 88 57.5 10.3
AraBert 87.3 86.3 88.4 90 64.3 9
NBSVM 61.6 49.7 81.2 72 26.8 20.2

3

Binary Rele-
vance

80.8 80 81.7 81.2 60.4 18.8

Classifier
Chains

88.8 85.7 92.2 89.3 72.4 10.7

Label Power-
set

88.3 88 88.6 88.4 70.8 11.6

Adapted
Algorithm
(MLKNN)

80.9 84.7 77.5 80.2 54 19.8

BERT 87.6 93.9 82.1 88.9 68.1 11.7
AraBert 85.9 81.5 90.9 86.8 66.9 13.1
NBSVM 79.5 75.1 84.3 82.1 59.9 17.1

Table 7.4: Training results of the seven algorithms with 6, 5, and 3 labels for the
Influenza case study
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No. of
Labels

Multi-label
classification
technique

F1-
Score
(%)

Recall
(%)

Precision
(%)

ROC
AUC
(%)

Accuracy
(%)

Hamming
Loss (%)

6

Binary Rele-
vance

54.6 52.8 56.6 64 15.6 33.3

Classifier
Chains

53.9 49.8 59.7 64.2 18.5 32.3

Label Power-
set

58.6 59.4 57.9 66.5 22.2 31.8

Adapted
Algorithm
(MLKNN)

54.5 51 58.4 64.4 10 32.4

BERT 88.2 86.7 89.7 90.3 62 8.8
AraBert 82 84.4 79.8 86 50.5 13.6
NBSVM 64.3 51.7 85 73.1 20.7 21.7

5

Binary Rele-
vance

57 56 58.1 63.1 15.8 35.9

Classifier
Chains

56.2 53 59.9 63.3 18.3 35.1

Label Power-
set

60.8 63.4 58.4 65 22 34.8

Adapted
Algorithm
(MLKNN)

56.5 54.6 58.7 63.1 10.4 35.7

BERT 87.3 87.9 86.7 88.9 59 10.9
AraBert 86.3 92.7 80.7 88.6 53.9 12.1
NBSVM 55.2 40.6 86.4 67.9 17.9 28

3

Binary Rele-
vance

68.5 69 68 69.2 36.9 30.8

Classifier
Chains

69.7 68.1 71.4 71.2 39.9 28.3

Label Power-
set

70.3 69 71.5 71.6 40.1 28.3

Adapted
Algorithm
(MLKNN)

71.6 70.7 72.6 72.8 41.4 27.1

BERT 94.8 96.4 93.3 94.9 93.2 5.1
AraBert 93.3 94.8 91.9 93.5 85.3 6.5
NBSVM 70.6 59.6 86.5 75.4 46.5 24.2

Table 7.5: Training results of the seven algorithms with 6, 5, and 3 labels for the
COVID-19 case study
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Chapter 8

Conclusion

8.1 Summary of Thesis

In this thesis, we have analysed the spread of infectious diseases in Arabic speaking
countries, with a focus on Saudi Arabia via Twitter. This required advancements
in various fields. First, it required the creation of Arabic Twitter dataset. Second,
we needed to create a classification system that can find the source of information.
Third, it was necessary to build an Arabic Infectious Diseases Ontology. Fourth, we
needed to create methods to analyse tweets during a pandemic in both qualitative and
quantitative ways including identifying the topics discussed on social media during
the epidemic, detecting the tweets that contain false information, and predicting the
source of the rumour related tweets. Fifth, it was required to create a system that
measures the spread of infectious diseases. Finally, we also needed to create a system
that can predict the approximate location of the infected person. We addressed all
points in this thesis which is split into eight chapters as shown in the following.

Chapter 1 covered the aims of this research, which are using Arabic Twitter content
to measure the incidence of infectious disease, and the contributions of this thesis. It
also offered a concise introduction to the research subject, the motivation of the work,
and brief overview of Arabic language, infectious diseases, and Twitter.

Chapter 2 provided background information about infectious diseases, Arabic
natural language processing, analysing social media data, and machine learning
algorithms which are the key work topics of this thesis. It also included the current
and previous work in the field of analysing health-related Arabic and non-Arabic
Twitter data, as well as determining geo-location from tweets.

In Chapter 3, there was an explanation of the data collection process for 21
infectious diseases shown in Table 3.1. It focused on Twitter rules, ethical approval,
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methodology, some statistics, and a discussion of potential future possibilities within
the dataset. This chapter achieved objective 1, which was the creation of a new Arabic
infectious diseases dataset.

Chapter 4 showed the first experiment in classifying information sources in Arabic
Twitter to support online monitoring of infectious diseases. The goal of this chapter
was to investigate how taking into account the source of information as well as the
content of tweets might help with dependability and trust judgements. It classified
tweets into five types of sources: academic, media, government, health professional,
and public. We performed two experiments. First, native speakers judge whether
they could manually classify tweets into these five groups, and then we repeated the
experiment using various machine learning classifiers. We found that inter-annotator
agreement was 0.84 for this task, and machine learning classifiers were able to correctly
identify the type of source of a tweet with 77.2% accuracy without knowledge of
the user and their bio or profile, but with 99.9% accuracy when provided with this
information. Objective 2, which was to create and evaluate a classification system to
find the source of information, was carried out in this chapter.

In Chapter 5, the Arabic Infectious Disease Ontology was developed. It included
the scientific vocabularies of infectious diseases with their informal equivalents. It
was written in the Arabic language and was the first ontology in Arabic specialising
in the infectious disease domain. It contained 11 classes, 21 object properties, 11
datatype properties, and 215 individual concepts. The goal of this ontology is to
support the analysis of the spread of infectious disease in any Arab Country. It
has a wide range of applications in academia and the real world, including Question
Answering on the Semantic Web and, in our case, online monitoring of health events.
This chapter completed Objective 3, which was creating and evaluating an Arabic
Infectious Diseases Ontology.

Chapter 6 presented an analysis study of tweets during the pandemic, COVID-19.
It analysed them in three different ways: identifying the topics discussed during the
period, detecting rumours, and predicting the source of the tweets. The clustered
topics were COVID-19 statistics, prayers for God, COVID-19 locations, advice for
preventing education, and advertising. We sampled 2,000 tweets and labelled them
manually as false information, correct information, and unrelated. Then, we applied
three different machine learning algorithms, Logistic Regression, Support Vector
Classification, and Näıve Bayes with two sets of features, word frequency approach,
and word embeddings. We found that machine learning classifiers are able to correctly
identify the rumour related tweets with 84% accuracy. We also tried to predict
the source of the rumour related tweets depending on our previous model done in
Chapter 4, which was about classifying tweets into five categories: academic, media,
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government, health professional, and public. Around 60% of the rumour related tweets
were classified as written by health professionals and academics. The results of this
study will be useful for Public Health Organisations and Arab World Governments.
Objective 4, applying different quantitative and qualitative studies to analyse tweets
during the COVID-19 pandemic, was achieved in this chapter.

Chapter 7 introduced a new approach for monitoring the COVID-19 pandemic and
Influenza epidemic with adaptation for informal language in Arabic Twitter data.
It also expanded the scope of the research to predict the location of the infected
person via a tweet’s content. The goal of this chapter was to analyse Arabic tweets
to estimate their usefulness for health surveillance, understand the impact of the
informal terms in the analysis, show the effect of deep learning methods in the
classification process, and identify the locations where the infection is spreading.
We applied the following multilabel classification techniques: Binary Relevance,
Classifier Chains, Label Powerset, Adapted Algorithm (multilabel adapted k-Nearest
Neighbors [MLKNN]), Support Vector Machine with Näıve Bayes features (NBSVM),
Bidirectional Encoder Representations from Transformers (BERT), and AraBERT
(Transformer-based Model for Arabic Language Understanding) to identify tweets
appearing to be from infected individuals. We also used Named Entity Recognition to
predict the place names mentioned in the tweets. We achieved an F1 score of up to 88%
in the Influenza case study and 94% in the COVID-19 one. Adapting for nonstandard
terminology and informal language helped to improve accuracy by as much as 15%,
with an average improvement of 8%. Deep learning methods achieved an F1 score of
up to 94% during the classifying process. Our geolocation detection algorithm had
an average accuracy of 54% for predicting the location of users according to tweet
content. This chapter demonstrated the importance of including informal terms,
which are regularly used by social media users, in the analysis. It also proved that
BERT achieves good results when used with new terms in COVID-19 tweets. Finally,
the tweet content may contain useful information to determine the location of disease
spread. This chapter accomplished Objectives 5 and 6, which were to create a system
that measures the spread of infectious disease and also to be able to identify the
approximate location of the infected people.

8.2 Research Questions Revisited

Now we will look at how the work done so far has answered the research questions
posed in Section 1.3, which we’ll repeat here for convenience.

1. How can we differentiate the sources of the information on social
media in the area of health surveillance?
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This research question has been addressed in Chapter 4. We highlighted
the important issues related to levels of trust, quality, and reliability of the
information online by considering the variety of information sources especially
for health related topics. Here, we were able to classify tweets into the five
categories: academic, media, government, health professional, and public, with
favourable accuracy on the tweet content itself, and high accuracy using the bio
information from the user. However, in emergency situations and fast moving
scenarios, it is important to understand the veracity of information released in
social media, in order to avoid acting on false information.

2. In what way does the Infectious Diseases Ontology affect the collec-
tion and analysis of the spread of infectious disease?

In Chapter 5, this research question has been answered. We showed that there
was plenty of research that proved that the ontologies gave good results in health
surveillance research in section 5.2. However, until we started our research and
to our knowledge, there was not an existing ontology in the Arabic language
and infectious disease domain. As a result, there was a need to build our
own one. After reviewing the existing ontologies and studying the goal of
the overall research question, we determined the ontology architecture based
on a hybrid approach to achieve higher quality as shown in Figure 5.1. It
included various ordered stages: 1) Data Sources Selecting and Gathering, 2)
Pre-processing, 3) Term Extraction, 4) Finding Synonyms, 5) Adding Informal
Terms, 6) Obtaining Concepts, and 7) Defining Relations and Updating them.
We explained in detail all these phases in the chapter and discussed the reasons
for doing them. To determine the slang terms related to infectious diseases,
a questionnaire was sent to different native speakers. We undertook various
evaluations of the ontology by multiple techniques including a domain expert
evaluation to check medical correctness. This ontology would be used in the
next studies related to RQ3, RQ4, and RQ5. It would be useful to connect our
Ontology to an Upper Arabic ontology in order to expand its knowledge and
usage. Some other potential directions for future work include expanding the
Ontology to other diseases in order to build an Arabic Ontology that covers all
kinds of diseases.

3. What are the topics that are discussed during pandemics?

This research question was addressed in Chapter 6. While much research was
performed related to the recent pandemic, COVID-19, few of them were focused
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on the Arabic language as shown in Section 6.2. This chapter was derived
from the paper presented and published at the NLP COVID-19 Workshop,
an emergency workshop at ACL 20201. In this chapter, we performed three
experiments which we expect could help to develop methods of analysis suitable
for assisting Arab World Governments and Public Health Organisations. Our
analysis identified the topics discussed on social media during the epidemic,
detected the tweets that contain false information, and predicted the source of
the rumour related tweets. Since false information has the potential to play
a dangerous role in topics related to health, there is a need to enhance and
automate the automatic detection process supporting different languages beyond
just English.

4. How can we measure the spread of infectious diseases in Arabic
speaking countries, with a focus on Saudi Arabia via Twitter?

In Chapter 7, this research question has been addressed. We performed the
analysis in two cases studies, COVID-19 and Influenza. We first introduced
an Arabic social media data set for analysing tweets related to Influenza and
COVID-19. We labeled the tweets for categories in the Arabic Infectious Disease
Ontology, which includes nonstandard terminology, that was built in response
to RQ3. Then, we used multilabel classification techniques to replicate the
manual classification. The results showed a high F1 score for the classification
task and showed how nonstandard terminology and informal language are
important in the classification process, with an average improvement of 8.8%. It
demonstrated the importance of including informal terms, which are regularly
used by social media users, in the analysis. It also proved that BERT achieves
good results when used with new terms in COVID-19 tweets. Within these
results, it could be useful to enhance the performance of the system, including
expanding the data used to train the classifier and analysing different infectious
diseases.

5. How is it possible to identify the approximate location of the infected
people using content of the tweet?

This research question was answered also in Chapter 7. We used Named Entity
Recognition to predict the place names mentioned in the tweets after identifying
the infected people. There were three phases in our geolocation detection
algorithm as shown in Figure 7.2. In phase 1, the infected person was specified
from the multilabel classification algorithm described in the previous study,

1https://www.nlpcovid19workshop.org/
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answering RQ4. Then, we retrieved the historical tweets of this person and
passed them to the next phase. In phase 3, common features were identified,
such as the most frequent locations, as well as other features, such as occurrence
time, which gives a higher score for locations within the last six months. Then,
each location is scored by a number, which allows us to rank the list and
determine the best estimated main location of the user. This chapter proved
that the tweet content may contain useful information to determine the location
of disease spread. Although the number of users was limited, the results showed
good accuracy in the analysis process.

8.3 Achieved Contributions

In this research, the contributions that have been achieved are:

• The creation of new Arabic infectious diseases dataset2.

• The creation of a new Arabic Infectious Diseases Ontology3.

• The creation and evaluation of a classification system to find the source of
information4.

• A study of quantitative patterns and qualitative themes of how people talk
about infectious diseases in Arabic social media5.

• An analytical study of the spread of infectious diseases by adapting for informal
language6.

• Using Arabic Named Entity Recognition (ANER) methods to predict the
location of the user depending on the content of the tweet7.

2https://github.com/alsudias/Arabic-Infectious-Diseases-Twitter-Dataset
3https://www.research.lancs.ac.uk/portal/en/datasets/arabic-infectious-disease-

ontology(39dbef60-ae9b-4405-99c8-35a41e95a3e0).html
4https://www.research.lancs.ac.uk/portal/en/datasets/arabic-tweets-about-infectious-

diseases(68b307a8-510b-42f6-93af-f0cc7d9a75a1).html
5https://www.research.lancs.ac.uk/portal/en/datasets/covid19-arabic-tweets(400f5a2a-a34e-

4d3b-a72d-48c2d0df0513).html
6https://www.research.lancs.ac.uk/portal/en/datasets/influenza-and-covid19-arabic-labeled-

tweets(ff9222a0-eb68-4fa4-9171-4a186de6c14c).html
7https://github.com/alsudias

110

https://github.com/alsudias/Arabic-Infectious-Diseases-Twitter-Dataset
https://github.com/alsudias


Chapter 8. Conclusion 8.4. Future Work

8.4 Future Work

This thesis prompts many further directions which can be followed on Arabic social
media analysis. The advancement of Arabic NLP research and the availability of more
Arabic tools and resources are both critical to improving present Arabic analysis
techniques and approaches. In other words, researchers on Arabic NLP now have
resources, tools, and results that can be used to advance the research on Arabic social
media data related to infectious disease. However, they can address the limitations
of this study in different directions.

This study paves the way for further research on the Arabic language and social
media data or any other language, especially infectious disease related ones. The
following are some prospective areas of future research.

• Exploring alternative sources of informal Arabic data, such as WhatsApp and
Instagram apps, blogs, and YouTube comments, to cover the majority of the
sources, as well as employing voice recognition on spoken Arabic to develop a
corpus that includes several sources of the Arabic dataset.

• Comparing different infectious diseases with either on historical datasets such
as (Ahmed, Peter Bath, et al., 2018) or future ones to predict (Molaei et al.,
2019).

• Improving the result of classification by applying various features and using
multiple machine learning algorithms like deep learning models.

• Building an annotation tool that can facilitate the annotation process and reduce
the cost similar to the work performed in (Saleh and Al-Khalifa, 2009)

• Extending the study to additional dialectal languages, such as German, Italian,
and Chinese8. It can be also useful to analyse the effect of slang terms in any
language, including English, in many applications.

• Extending our ontology with other diseases and connecting it to an Upper Arabic
ontology in order to expand its knowledge and usage.

• Developing a system that can detect the misinformation and disinformation in
Arabic social media especially that related to health. Suarez-Lledo and Alvarez-
Galvez (2021) and Yuxi Wang et al. (2019) proved the need to develop the
research in the area of the spread of misinformation on social media particularly
infectious disease and vaccines.

8https://en.wikipedia.org/wiki/Dialect
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Chapter 8. Conclusion 8.4. Future Work

• With more Arabic tweets available on the web in different topics, there is a
need to build a real-time classifier related to public health information. A
survey study by Jordan et al. (2019) analysed several studies related to health
surveillance and provided diverse future direction within Twitter data and a
study by Zubiaga, Spina, et al. (2015) provided an example of an automatic
classifier of trending topics in Twitter.
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Appendix A

Collection Data

A.1 Ethics application

Here is the ethical approval application as approved by Lancaster University FST
Ethics Committee1.

1https://www.lancaster.ac.uk/sci-tech/research/ethics
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Faculty of Science and Technology Research Ethics Committee (FSTREC) 
Lancaster University 

 
Application for Ethical Approval for Research  

 
This form should be used for all projects by staff and research students, whether funded or 
not, which have not been reviewed by any external research ethics committee. If your 
project is or has been reviewed by another committee (e.g. from another University), please 
contact the FST research ethics officer for further guidance.  
 
In addition to the completed form, you need to submit research materials such as: 

i. Participant information sheets  
ii. Consent forms  

iii. Debriefing sheets 
iv. Advertising materials (posters, e-mails) 
v. Letters/emails of invitation to participate 

vi. Questionnaires, surveys, demographic sheets that are non-standard 
vii. Interview schedules, interview question guides, focus group scripts 

 
Please note that you DO NOT need to submit pre-existing questionnaires or standardized 
tests that support your work, but which cannot be amended following ethical review.  These 
should simply be referred to in your application form. 
 

Please submit this form and any relevant materials by email as a SINGLE attachment to fst-
ethics@lancaster.ac.uk  

 

 

 
Section One 

 
Applicant and Project Information 

 
Name of Researcher: 

Lama Alsudias 
Project Title:   
Using Twitter to support analysis of the spread of Infectious Diseases in Saudi Arabia 
Level: Masters, PhD, Staff 
 PhD 
Supervisor (if applicable):  
Dr. Paul Rayson 
Researcher’s Email address: l.alsudias@lancaster.ac.uk 
Telephone:  
Address: InfoLab21, Lancaster University, Lancaster, LA1 4WA, UK. 
 



 
 

Names and appointments/position of all further members of the research team:  
 
Is this research externally funded? If yes,  
 
ACP ID number:                
Funding source:                                 
Grant code:  
 
Does your research project involve any of the following? 

 

☐ Human participants (including all types of interviews, questionnaires, focus groups, 
records relating to humans, use of internet or other secondary data, observation etc.) 

☐ Animals - the term animals shall be taken to include any non-human vertebrates or 
cephalopods. 

☐ Risk to members of the research team e.g. lone working, travel to areas where researchers 
may be at risk, risk of emotional distress 

☐ Human cells or tissues other than those established in laboratory cultures 

☐ Risk to the environment 

☐ Conflict of interest  

☐ Research or a funding source that could be considered controversial 

 Social media and/or data from internet sources that could be considered private 

☐ any other ethical considerations 

 

Yes – complete the rest of this form 

 No – your project does not require ethical review or submission of this form 

 

Section Two 

 
Type of study 
 

 Includes direct involvement by human subjects.  Complete all sections apart from Section 3.  
 

 Involves existing documents/data only, or the evaluation of an existing project with no direct 
contact with human participants.  Complete all sections apart from Section 4. 

 
If your research involves data from chat rooms and similar online spaces where 

privacy and anonymity are contentious, please complete all sections 



 
 

 
Project Details 

 
 
1. Anticipated project dates (month and year)   
Start date:    End date:    
October 2018                           September 2021 
2. Please briefly describe the background to the research (no more than 150 words, in lay-person’s 
language): 
In general, social media can be useful as a source of health information. Many government 
organisations, academic experts, professions, and media outlets in the field of health and medicine 
release useful health information needed by the public.  Due to its popularity as a communication 
platform for real time messages, it could potentially be useful to analyse tweets for health 
surveillance purposes. We hypothesise that this may reduce reporting lag time compared to the 
traditional approaches for monitoring infectious diseases. 
 
3. Please state the aims and objectives of the project (no more than 150 words, in lay-person’s 
language): 
Monitoring the spread of infectious diseases is important using many approaches, formal and 
informal, due to their effect on human life. Formal strategies such as hospital records, laboratory 
statistics, or household surveys need time to produce results. On the other hand, informal methods 
like search engine query logs or social media may detect diseases near to real time. Governments 
now make extensive efforts to detect infectious diseases as soon as possible in order to provide 
medicines and prevent the spread of the disease. So, there is need for a system that enhances the 
speedier detection of disease in the future. The analysed tweets will be used to support better 
understanding of the spread of infectious Diseases in the Arabic language.   
 
4. Methodology and Analysis:   
Our extension to the previous work will focus on how to build a new Infectious Diseases Ontology in 
Arabic with informal and formal terms. A new Arabic dataset will be created via Twitter API and 
depends on keywords from the new Ontology with the location of tweets to be Saudi Arabia. The 
machine Learning algorithms with Natural Language Processing (NLP) techniques especially for Arabic 
will be used for the classification. 
 

Section Three 
 

Secondary Data Analysis 
 
Complete this section if your project involves existing documents/data only, or the evaluation of an 
existing project with no direct contact with human participants 
 
1. Please describe briefly the data or records to be studied, or the evaluation to be undertaken.  
Twitter data written in Arabic that mentions any information about infectious diseases. We will collect 
the tweets via a small set of keywords and hashtags related to infectious diseases. For example, 
Tweets that are written during an outbreak or discuss diseases in general. We will then be able to 
compare the quantitative profile of these with other published data on disease outbreaks as 
mentioned above. The scale of our data will be restricted by the Twitter API restrictions on how much 
can be collected per API call, or over time. 



 
 

 
2. How will any data or records be obtained?  
Via the Twitter API which is a freely available software interface from Twitter through which we can 
computationally script the data collection and allows us to collect tweets within the last 7 days for any 
public account.  
 
3.  Confidentiality and Anonymity: If your study involves re-analysis and potential publication of 
existing data but which was gathered as part of a previous project involving direct contact with 
human beings, how will you ensure that your re-analysis of this data maintains confidentiality and 
anonymity as guaranteed in the original study?  
We have contacted Twitter to obtain a developer licence for accessing the API. Their terms of service 
allow us to publish only the tweet ID, which is the identification number for tweets, and this will not 
contain the text itself. Publishing a list of tweet IDs for the whole corpus is standard practice in the 
NLP community to enable replicability. For publication purposes of example tweets, we will not reveal 
specific Twitter usernames and we will paraphrase the tweet itself so that anonymity can be 
maintained i.e. a specific tweet and user cannot be recovered from examples in papers via a web 
search query. We have also recently been in touch directly with a senior policy strategist at Twitter 
HQ to check that our procedures for paraphrasing tweets meet their T&Cs. This practice has already 
been approved by the FHM Research Ethics Committee for another student in DHR/FHM co-
supervised by Paul Rayson. 

 
4. What plan is in place for the storage of data (electronic, digital, paper, etc)?  Please ensure that 
your plans comply with the General Data Protection Regulation (GDPR) and the (UK) Data Protection 
Act 2018. 
An Excel file that contain the tweets will be shared with me and my supervisor only during the PhD. 
This will be stored on encrypted password protected laptops and on Linux virtual machines in ISS’s 
cluster during collection. 
 
5.  What are the plans for dissemination of findings from the research?  
The findings of this research will be part of the PhD thesis. I will also present some result as papers to 
workshops, journals, or conferences in the NLP community e.g. ACL, LREC, TACL, CL. Findings will only 
include quantitative summaries of data and paraphrased example tweets as described above. 
 
6a. Is the secondary data you will be using in the public domain? YES 
6b. If NO, please indicate the original purpose for which the data was collected, and comment on 
whether consent was gathered for additional later use of the data.   
 
7.What other ethical considerations (if any), not previously noted on this application, do you think 
there are in the proposed study?  How will these issues be addressed?  
No 
 
8a. Will you be gathering data from discussion forums, on-line ‘chat-rooms’ and similar online spaces 
where privacy and anonymity are contentious? NO 
 
 
   If yes, your project requires full ethics review. Please complete all sections. 

 
Section Four 

 



 
 

Participant Information 
 
Complete this section if your project includes direct involvement by human subjects. 

 
1. Please describe briefly the intended human participants (including number, age, gender, and any 
other relevant characteristics):   
 
 
2. How will participants be recruited and from where?   
 
 
3. Briefly describe your data collection methods, drawing particular attention to any potential ethical 
issues.  
 
 
4. Consent  
4a. Will you take all necessary steps to obtain the voluntary and informed consent of the prospective 
participant(s) or, in the case of individual(s) not capable of giving informed consent, the permission of 
a legally authorised representative in accordance with applicable law? YES/ NO  
If yes, please go to question 4b. If no, please go to question 4c. 
 
4b. Please explain the procedure you will use for obtaining consent?. If applicable, please explain the 
procedures you intend to use to gain permission on behalf of participants who are unable to give 
informed consent.  
 
 
4c. If it will be necessary for participants to take part in the study without their knowledge and 
consent at the time, please explain why (for example covert observations may be necessary in some 
settings; some experiments require use of deception or partial deception – not telling participants 
everything about the experiment).  
 
 
5. Could participation cause discomfort (physical and psychological eg distressing, sensitive or 
embarrassing topics), inconvenience or danger beyond the risks encountered in normal life?  Please 
indicate plans to address these potential risks.  State the timescales within which participants may 
withdraw from the study, noting your reasons. 
 
 
6. How will you protect participants’ confidentiality and/or anonymity in data collection (e.g. 
interviews), data storage, data analysis, presentation of findings and publications? 
 
 
7. Do you anticipate any ethical constraints relating to power imbalances or dependent 
relationships, either with participants or with or within the research team? If yes, please explain how 
you intend to address these? 
 
 
8.  What potential risks may exist for the researcher and/or research team?  Please indicate plans to 
address such risks (for example, noting the support available to you/the researcher; counselling 



 
 

considerations arising from the sensitive or distressing nature of the research/topic; details of the 
lone worker plan you or any researchers will follow, in particular when working abroad. 
 
 
9.  Whilst there may not be any significant direct benefits to participants as a result of this research, 
please state here any that may result from participation in the study.   
 
 
10. Please explain the rationale for any incentives/payments (including out-of-pocket expenses) 
made to participants:   
 

 
11. What are your plans for the storage of data (electronic, digital, paper, etc.)?  Please ensure that 
your plans comply with the General Data Protection Regulation (GDPR) and the (UK) Data Protection 
Act 2018.  
 
 
12. Please answer the following question only if you have not completed a Data Management Plan for 
an external funder. 

12.a How will you make your data available under open access requirements?  
 
 
12b. Are there any restrictions on sharing your data for open access purposes? 

  
 

13. Will audio or video recording take place?      ☐  no              ☐  audio           ☐  video 

13a. Please confirm that portable devices (laptop, USB drive etc) will be encrypted where they are 
used for identifiable data.  If it is not possible to encrypt your portable devices, please comment 
on the steps you will take to protect the data.  
 
 
13b. What arrangements have been made for audio/video data storage? At what point in the 
research will tapes/digital recordings/files be destroyed?  
 
 
13c. If your study includes video recordings, what are the implications for participants’ anonymity? 
Can anonymity be guaranteed and if so, how? If participants are identifiable on the recordings, 
how will you explain to them what you will do with the recordings? How will you seek consent 
from them? 
 
 

14.  What are the plans for dissemination of findings from the research?  If you are a student, 
mention here your thesis. Please also include any impact activities and potential ethical issues these 
may raise. 
15. What particular ethical considerations, not previously noted on this application, do you think 
there are in the proposed study?  Are there any matters about which you wish to seek guidance from 
the FSTREC? 
 

 



 
 

Section Five 

Additional information required by the university insurers 

If the research involves either the nuclear industry or an aircraft or the aircraft industry (other than for 
transport), please provide details below: 
 
 

Section Six 
 

Declaration and Signatures 
 
I understand that as Principal Investigator/researcher/PhD candidate I have overall 
responsibility for the ethical management of the project and confirm the following:  

• I have read the Code of Practice, Research Ethics at Lancaster: a code of practice and I 
am willing to abide by it in relation to the current proposal. 

• I will manage the project in an ethically appropriate manner according to: (a) the 
subject matter involved and (b) the Code of Practice and Procedures of the University. 

• On behalf of the University I accept responsibility for the project in relation to 
promoting good research practice and the prevention of misconduct (including 
plagiarism and fabrication or misrepresentation of results).  

• On behalf of the University I accept responsibility for the project in relation to the 
observance of the rules for the exploitation of intellectual property.  

• If applicable, I will give all staff and students involved in the project guidance on the 
good practice and ethical standards expected in the project in accordance with the 
University Code of Practice. (Online Research Integrity training is available for staff and 
students here.)  

• If applicable, I will take steps to ensure that no students or staff involved in the project 
will be exposed to inappropriate situations. 

• I confirm that I have completed all risk assessments and other Health and Safety 
requirements as advised by my departmental Safety Officer. 

  Confirmed 

Please note: If you are not able to confirm the statement above please contact the FST 
Research Ethics Committee and provide an explanation. 

 

 
 

Student applicants:  
Please tick to confirm that you have discussed this application with your supervisor, and that they 

agree to the application being submitted for ethical review  ☒ 
Students must submit this application from your Lancaster University email address, and copy 
your supervisor in to the email in which you submit this application 
 



 
 
 

All Staff and Research Students must complete this declaration: 
I confirm that I have sent a copy of this application to my Head of Department  (or their 

delegated representative) .  Tick here to confirm  ☒ 
Name of Head of Department (or their delegated representative)        
Adrian Friday / Mark Rouncefield 

Applicant electronic signature: Lama  Date 11 April 2019 

 



Appendix A. Collection Data A.2. No. of tweets related to Infectious Diseases

A.2 No. of tweets related to Infectious Diseases

Here is a table showing the number of tweets related to Infectious Diseases in 2019,
2020, and 2021.
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Appendix B

An Arabic Infectious Disease
Ontology

B.1 Questionnaire Template

Here is the questionnaire template that has been sent to the five different types of
people: academic, health professional, students, non-educational people and others to
find the slang terms related to infectious diseases.
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General terms of infectious diseases 

 To achieve the objectives of the study: 

"Using Twitter to support the analysis of the spread of infectious diseases in Saudi 

Arabia" 

 We need to know the informal terms of infectious diseases that might be used on 

social media to help us find mentions of these diseases. I hope you will fill in the 

attached questionnaire. Your answers will have a significant impact on the results of 

the study. All data in this questionnaire will be treated strictly and will only be used 

for research purposes. 

 

You can add or suggest any name you think fits the name of the disease. 

 

Thank you for your cooperation and good response. 

 

 

Researcher: Lama Alsudias 

Lancaster University 

Supervisor: Dr. Paul Rayson 

 

* Required 

Age * 

• Under 18 

• Between 18 and 25 

• Between 25 and 35 

• Between 35 and 50 

• Greater than 50 

Sex * 

• Male 

• female 

Do you use Twitter in general * 

• Yes 

• No 



What is the source you are involved in to take information about the disease if it is 

spread? 

• Website of the Ministry of Health 

• TV channels 

• newspapers and magazines 

• Social media (Twitter) 

• Social Networking (WhatsApp) 

• Others 

What is the general term for (short Answer): 

1. meningitis 

2. Measles 

3. Leishmania 

4. Dengue fever 

5. Schistosomiasis 

6. AIDS (Acquired Immunodeficiency Syndrome) 

7. Tuberculosis  

8. Vector-borne diseases 

9. Immunization 

10. Acquired Immunodeficiency Syndrome (HIV / AIDS) 

11. Malaria 

12. Seasonal flu 

13. Avian influenza 

14. Maltese fever 

15. Yellow fever 

16. Rabies 

17. Zika virus 

18. Plague 

19. Tuberculosis 

20. Mumps 

21. Nipah virus 

22. Lice 

23. German measles 

24. Methicillin-resistant Staphylococcus aureus (Marsa) 

25. Elephant disease 

26. HPV infection 



Appendix B. An Arabic Infectious Disease Ontology B.2. Additional Figures

B.2 Additional Figures

Some extra figures
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Appendix B. An Arabic Infectious Disease Ontology B.2. Additional Figures

Figure B.1: A sub graph of the developed ontology with classes and their relationships
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Appendix B. An Arabic Infectious Disease Ontology B.2. Additional Figures

Figure B.2: A screen shot for the Measles disease individuals and relationships
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Appendix C

Monitoring Infectious Diseases

C.1 Guidelines for Annotating Infectious Disease

Tweets

Here are the guidelines for annotating Infectious Disease tweets, Influenza and
COVID-19, that are used in Chapter 7.
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Guidelines for Annotating Infectious Disease

Tweets

The process is to label them in order to monitor the spread of Influenza
and COVID-19. There are 12 classes, 11 originating from the Arabic Infectious
Disease Ontology which are: Infectious disease name, i.e. Influenza or COVID-
19 in our case, Slang term of infectious disease, Symptom, Cause, Prevention,
Infection, Organ, Treatment, Diagnosis, Place of the disease spread, and In-
fected category and one new class which is ‘Infected with’, which represents if
the user is infected with Influenza or COVID-19. Each tweet is labelled with
1 if the class is included in it or 0 if not included. Moreover, the tweet can be
labelled multiple times if it contains multiple classes. For each class described
below there is a small description with an example that belong to Influenza case
study.

Influenza name: The tweet is labelled with 1 if it includes the Influenza name
in it e.g.
Å �wy�� �db� �z�wlf�¯� �y`W� Tlm�"

in English, “The flu vaccination campaign starts today”.

Slang term of Influenza: The tweet is labelled with 1 if it contains one of
the slang terms of Influenza which are:
Å  rb�� ,�z�wl� ,T�zn�� ,wl� Å

e.g.
Å 	`� ¨ny� Tb�¯ �z�wlf�� Å

in English, “Flu is playing with me”.

Symptom: The tweet is labelled with 1 when it refers to any Symptom of
Influenza which are high fever, headache, cough, runny nose, muscle pain
e.g.
Å ­C�r��� ­w� �� �r��� ­C A� w� Å

in English, “Can not move because high fever”.

Cause: The tweet is labelled with 1 if it mentions the virus which is the cause
of Influenza e.g.
Å ¢n� T§A�w�� �rV¤ �z�wlf�¯� x¤ry� Å

in English, “Influenza virus and ways to prevent it”.

Prevention: The tweet is labelled with 1 when it contains one of the preven-
tative methods which are vaccine, washing hands, and cleaning surfaces

1



e.g.
Å r�wt�� �� �ºd� �z�wlf�¯� �Aq� @��� ¨}w� T�O�� ­C�E¤ Å

in English, “The Ministry of Health recommends taking the flu vaccine
starting from October”.

Infection: The tweet is labelled with 1 if it contains any ways of infection by
Influenza such as cough, sneezing, and touching contaminated surfaces e.g.
Å CwO�A� xAW`�� Ð�ÐC CAKt�� �nm� T�y�O�� Tq§rW�� Å

in English, “The correct way to prevent the spread of sneeze with pic-
tures”.

Organ: The tweet is labelled with 1 when it mentions any part of the body
affected by Influenza such as head or nose e.g.
Å �z�wlf�¯� �� TVAmV CA} ¨mK� Å

in English, “My nose became tomato from the flu”.

Treatment: The tweet is labelled with 1 if it contains one of Influenza treat-
ments which are to drink fluids, rest and take sedatives e.g.
Å �z�wlf�¯� �� ºAfK�� T�rF ¨� d�As§ �¶�ws�� 
rJ Å

in English, “Drinking fluids helps speed recovery from the flu”.

Diagnosis: The tweet is labelled with 1 if it includes the method of diagnosis
Influenza which is clinical examination e.g.
�z�wlf�¯� £r�� .�¤ An� H� T§Ahn�A�¤ Cwt�d�� dn� CA\t�� P�¤ T�AF Å
Å ��CAbt�¯� 
�¤

in English, “An hour and a half waiting at the doctor, and at the end,
just Panadol. I hate flu in tests time”.

Place of the disease spread: The tweet is labelled with 1 if it contains any
location e.g.
Å �z�wlf�A� ­ºw�w� Ahl� Tk� ¢�� �z��  A�� Å

in English, “I can almost confirm that all of regions of Mecca is infected
with influenza”.

Infected category: The tweet is labelled with 1 if it mentions a category such
as kids, old people, or pregnant women e.g.
Å �z�wlf�¯A� T�A}¯� dn� ��A��� �`f� �ÐA� Å

in English, “What do pregnant women do when infected with the flu”.

Infected with: The tweet is labelled with 1 if it’s understood that the user is
infected with Influenza e.g.
Åyntb`� �z�wlf�¯� ¤ d§dJ ��d} Å

in English, “Severe headache and the flu bored me”.
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