


Fig. 1. The most (Top and Upper Middle) and least (Bottom and Lower
Middle) accurately classified real (R) and synthetic (S) faces.

faces (blue bars) of 4.48 is less than the rating of 4.82 for synthetic
faces (orange bars). Although only 7.7% more trustworthy, this
difference is significant [t (222) = 14.6, P < 0.001,d = 0.49]. Al-
though a small effect, Black faces were rated more trustworthy
than South Asian faces, but, otherwise, there was no effect
across race. Women were rated as significantly more trustworthy
than men, 4.94 as compared to 4.36 [t (222) = 19.5, P < 0.001,
d = 0.82].

Shown in Fig. 3 are the four most (Fig. 3, Top) and four
least (Fig. 3, Bottom) trustworthy faces. The top three most
trustworthy faces are synthetic (S), while the bottom four least
trustworthy faces are real (R). A smiling face is more likely to
be rated as trustworthy, but 65.5% of our real faces and 58.8%
of synthetic faces are smiling, so facial expression alone cannot
explain why synthetic faces are rated as more trustworthy.

Discussion
Synthetically generated faces are not just highly photorealistic,
they are nearly indistinguishable from real faces and are judged
more trustworthy. This hyperphotorealism is consistent with re-
cent findings (10, 11). These two studies did not contain the
same diversity of race and gender as ours, nor did they match
the real and synthetic faces as we did to minimize the chance of
inadvertent cues. While it is less surprising that White male faces
are highly realistic—because these faces dominate the neural
network training—we find that the realism of synthetic faces
extends across race and gender. Perhaps most interestingly, we
find that synthetically generated faces are more trustworthy than
real faces. This may be because synthesized faces tend to look
more like average faces which themselves are deemed more
trustworthy (12). Regardless of the underlying reason, synthet-
ically generated faces have emerged on the other side of the
uncanny valley. This should be considered a success for the fields
of computer graphics and vision. At the same time, easy access

Fig. 2. The distribution of participant accuracy for (A) experiment 1 and
experiment 2 (chance performance is 50%), and (B) trustworthy ratings for
experiment 3 (a rating of 1 corresponds to the lowest trust).

(https://thispersondoesnotexist.com) to such high-quality fake
imagery has led and will continue to lead to various problems,
including more convincing online fake profiles and—as synthetic
audio and video generation continues to improve—problems of
nonconsensual intimate imagery (13), fraud, and disinformation
campaigns, with serious implications for individuals, societies,
and democracies.

We, therefore, encourage those developing these technologies
to consider whether the associated risks are greater than their
benefits. If so, then we discourage the development of technology
simply because it is possible. If not, then we encourage the par-
allel development of reasonable safeguards to help mitigate the
inevitable harms from the resulting synthetic media. Safeguards
could include, for example, incorporating robust watermarks into
the image and video synthesis networks that would provide a
downstream mechanism for reliable identification (14). Because
it is the democratization of access to this powerful technology
that poses the most significant threat, we also encourage recon-
sideration of the often laissez-faire approach to the public and
unrestricted releasing of code for anyone to incorporate into any
application.

Fig. 3. The four most (Top) and four least (Bottom) trustworthy faces and
their trustworthy rating on a scale of 1 (very untrustworthy) to 7 (very
trustworthy). Synthetic faces (S) are, on average, more trustworthy than real
faces (R).
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Fig. 4. A representative set of matched real and synthetic faces.

At this pivotal moment, and as other scientific and engineering
fields have done, we encourage the graphics and vision commu-
nity to develop guidelines for the creation and distribution of
synthetic media technologies that incorporate ethical guidelines
for researchers, publishers, and media distributors.

Materials and Methods
Synthetic Faces. We selected 400 faces synthesized using the state-of-the-
art StyleGAN2 (2), ensuring diversity across gender (200 women; 200 men),
estimated age (ensuring a range of ages from children to older adults), and
race (100 African American or Black, 100 Caucasian, 100 East Asian, and 100
South Asian). To reduce extraneous cues, we only included images with a
mostly uniform background, and devoid of any obvious rendering artifacts.
This culling of obvious artifacts makes the perceptual task harder. Because
the synthesis process is so easy, however, it is reasonable to assume that any
intentionally deceptive use of a synthetic face will not contain obvious visual
artifacts.

Real Faces. For each synthesized face, we collected a matching real face (in
terms of gender, age, race, and overall appearance) from the underlying face
database used in the StyleGAN2 learning stage. A standard convolutional
neural network descriptor (15) was used to extract a low-dimensional,
perceptually meaningful (16) representation of each synthetic face. The
extracted representation for each synthetic face—a 4,096-D real-valued
vector �vs—was compared with all other facial representations in the data
set of 70,000 real faces to find the most similar face. The real face with

representation �vr with minimal Euclidean distance to �vs, and satisfying our
qualitative selection criteria, is selected as the matching face. As with the
synthetic faces, to reduce extraneous cues, we only included images 1) with
a mostly uniform background, 2) with unobstructed faces (e.g., no hats or
hands in front of face), 3) in focus and high resolution, and 4) with no
obvious writing or logos on clothing. We visually inspected up to 50 of the
best matched faces and selected the one that met the above criteria and was
also matched in terms of overall face position, posture, and expression, and
presence of glasses and jewelry. Shown in Fig. 4 are representative examples
of these matched real and synthetic faces.

Perceptual Ratings. For experiment 1 (baseline), we recruited 315 partici-
pants from Amazon’s Mechanical Turk Master Workers. Each participant first
read a brief introduction explaining the purpose of the study and a brief
explanation of what a synthetic face is. Before beginning, each participant
was informed they would be paid $5 for their time, and an extra $5 if their
overall accuracy was in the top 20% of response accuracies. Participants were
also informed they would see 10 catch trials of obviously synthetic faces
with glaring rendering errors. A failure to respond correctly to at least nine
of these trials led to the participants not being paid and their data being
excluded from our study. Each participant then saw 128 images, one at a
time, and specified whether the image was real or synthetic. Participants
had an unlimited amount of time to respond and were not provided with
feedback after each response.

For experiment 2 (training and feedback), we recruited another 219
Mechanical Turk Master Workers (we had fewer participants in this study
because we excluded any participants who completed the first study). Each
participant first read a brief introduction explaining the purpose of the study
and a brief explanation of what a synthetic face is. Participants were then
shown a short tutorial describing examples of specific rendering artifacts
that can be used to identify synthetic faces. All other experimental condi-
tions were the same as in experiment 1, except that participants received
feedback after each response.

For experiment 3 (trustworthiness), we recruited 223 Mechanical Turk
Master Workers. Each participant first read a brief introduction explaining
that the purpose of the study was to assess the trustworthiness of a face on
a scale of 1 (very untrustworthy) to 7 (very trustworthy). Because there was
no correct answer here, no trial-by-trial feedback was provided. Participants
were also informed they would see 10 catch trials of faces in which the
numeric trustworthy rating was directly overlaid atop the face. A failure
to correctly report the specified rating on at least nine of these trials led
to the participants not being paid and their data being excluded from our
study. Each participant then saw 128 images, one at a time, and was asked
to rate the trustworthiness. Participants had an unlimited amount of time
to respond.

All experiments were carried out with the approval of the University of
California, Berkeley’s Office for Protection of Human Subjects (Protocol ID
2019-07-12422) and Lancaster University’s Faculty of Science and Technology
Research Ethics Committee (Protocol ID FST20076). Participants gave fully
informed consent prior to taking part in the study.

Data Availability. Images have been deposited in GitHub (https://
github.com/NVlabs/stylegan2 and https://github.com/NVlabs/ffhq-dataset).
Anonymized experimental stimuli and data have been deposited in the
Open Science Framework (https://osf.io/ru36d/).
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