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Apps for depression have the potential to innovate mental health care and increase access to treatment. Yet, concerns abound with 

disparities between academic development of apps and those available direct-to-consumers through the app marketplace. Reviews have 

highlighted ethical shortcomings of these self-management tools, with a need for greater insight into how ethical issues may be experienced 

by users. We addressed these gaps by exploring user reviews of apps for depression to better understand user experiences and ethical 

issues. We conducted a thematic analysis of 2,217 user reviews sampled from 40 depression apps in Google Play and Apple App Store, 

totaling over 77,500 words. Users reported both positive and negative experiences, with ethical implications evident in areas of benefits, 

adverse events, access, usability and design, support, commercial models, autonomy, privacy, and transparency. We conclude by 

presenting an ethical framework for developing apps for depression and navigating their ethical tensions. 

CCS CONCEPTS • Social and professional topics~Professional topics~Computing profession~Codes of ethics • 

Human-centered computing~Human computer interaction (HCI)~HCI design and evaluation methods• Applied 

computing~Law, social and behavioral sciences~Psychology 

Additional Keywords and Phrases: Mobile mental health, Depression, User experiences, Ethics, User reviews 

1 INTRODUCTION 

Mental health is a global health concern, with one in six people estimated to experience a common mental health problem 

in any given week [46]. Among these common mental health problems, depression, defined by persistent negative mood 

and diminished positive affect [59], has been shown to be particularly disabling, standing as the second leading cause of 

disability worldwide and a significant contributor to the global burden of disease. More specifically, people experiencing 

depression may present decline in functioning associated with the presence of depressed mood or the loss of interest or 

pleasure, accompanied by physiological changes (weight loss or gain, fatigue), insomnia or hypersomnia, psychomotor 

agitation or retardation, feelings of worthlessness or guilt, or cognitive changes (reduced concentration, indecisiveness, 

recurrent thoughts of death, or suicide ideation) [2]. Given the level of impairment and high prevalence, it is not surprising 

that an increasing body of work both in academia and in commercial settings has focused on the design and development 
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of more accessible, cost-effective digital interventions for depression, with potential to remove situational and attitudinal 

barriers which often accompany traditional interventions. 

Digital mental health is the use of technology for mental health care, support, and resources [77]. This commonly 

includes online resources for mental health information and psychoeducation; online therapy; blended care integrating 

technology-based self-care with in-person support; smartphone applications; and biosensors and wearables for detecting, 

monitoring, and tracking mental health symptoms [8, 33, 70]. 

While such technological approaches to the treatment of depression have the potential to revolutionize care, much 

remains unknown about their long-term effectiveness, risks and implications, and broader impact on individuals, healthcare 

systems, and society [54, 76]. Notable concerns have been raised surrounding the ethical implications of digital mental 

health and the potential for unmitigated risks or misuse, often due to a lack of adequate ethical guidelines, regulations, and 

evaluations [34, 38, 44, 61]. These concerns are particularly relevant for the subfield of mobile mental health, specifically 

publicly available mobile mental health apps accessed through app stores such as the Google Play store or Apple App 

Store. So far, these major app marketplaces remain largely ungoverned, offering direct-to-users, as consumers, mental 

health products for unsupported self-care [28, 38, 39].  

While work in this space has started to emerge focusing on evaluating the content [13, 14, 28, 45, 53], functions [37, 

51, 65], and quality [38, 67, 76, 78] of apps for depression, there is a strong need to better understand the breadth of ethical 

implications of the depression app marketplace and to provide clearer design, development, and deployment guidelines to 

increase ethical practices. Moreover, there is a poverty of research exploring user experiences of publicly available apps 

for depression and the potential impact of ethical issues on their use and adoption.  

 To address these gaps in ethical understanding and user experiences we report a study of 2,217 user reviews sampled 

from 40 apps for depression listed in Google Play and Apple App Store (UK) to understand how apps for depression can 

be better designed to account for users’ feedback in their reviews. We sought to answer the following research questions:  

1. What are users’ experiences of publicly available apps for depression? 

2. What ethical issues are evident in app store user reviews of apps for depression? 

3. Based on user experiences, what are the key elements of ethically designed apps for depression? 

The contribution of our work is three-fold. First, we provide diverse user perspectives of apps for depression and how 

aspects of their design and development impact not only users’ experiences of the apps, but their wellbeing. Second, our 

analysis and discussion of ethical issues of apps for depression is framed within user reviews, resulting in concrete 

examples of ethical concepts rather than abstract and often ambiguous concepts from ethics theory that may be difficult to 

apply in design. Third, we generated several implications for designing better ethics-informed apps for depression. We 

integrate these implications within a framework for the design of ethical apps for depression offering guidance on the 

navigation of tensions among key ethical areas. 

2 RELATED WORK 

There has been an expanse of innovation and research on digital health technologies for depression, with apps being one 

of the most widely developed and used. Research has shown the potential benefits of mobile mental health, but there are 

ethical concerns and limited understanding of how these impact users in the wild. Here, we outline the literature on mobile 

mental health for depression and the ethical challenges in this field. 
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2.1 HCI research on depression 

HCI work on depression has grown significantly in the past decade, ranging from exploring the impact of depression on 

one’s use of technology [17, 26] and social media behaviors [4, 22] to detecting or predicting depressive symptomatology 

from social media data [42, 60, 72].  

Efforts to develop more objective methods of detecting depression include multimodal systems [12, 23] integrating for 

instance audio with facial or body data [75]. HCI work on the detection of depression also includes the use of commonly 

available technologies such as smartphone sensors [6, 47, 73] for passive or active data collections. Beyond prediction and 

detection, a growing body of HCI work centers on the design of technology for the treatment or management of depression 

symptoms, leveraging memory technologies [52], game interventions [20], virtual reality [7], social robots [56], or chatbots 

[25]. Most commonly, technological interventions for depression are delivered online or via apps [58, 74, 80]. While much 

of the HCI work in this area has focused on technologies for the self-management of depression, others have sought to 

enhance face-to-face treatments by using technology in existing healthcare systems [11] or in blended care [64]. 

The design and development of technologies for depression can be a difficult space to navigate in HCI, with challenges 

ranging from access to and co-design with vulnerable user groups, to the potential impact of sensitive content on the 

wellbeing of designers and researchers [61]. To address such challenges, researchers have explored novel design methods 

to increase understanding of users’ lived experiences of depression, real-world contexts for use and adoption, and the 

potential impact of proposed technologies [32, 49, 62].  

HCI work in depression has also sought to improve digital intervention by exploring factors impacting engagement and 

adoption [21, 43] and improved clinical outcomes [18]. Factors impacting use and effectiveness of mental health 

technologies and self-management include (but are not limited to) appropriate client support [18, 55], managing 

expectations [30], provision of social support [40], and designing for flexibility in use [21] and fluctuations in symptoms 

[35].  

2.2 Mobile mental health for depression 

With the advent of smartphones and commercial apps, mobile apps are among the most used technologies for depression, 

often throughout the entire lifespan of depression, from screening and detection to treatment and relapse prevention. This 

is supported by the extensive body of research in mobile mental health, where clinical trials [5, 24] and systematic reviews 

[54, 68] have highlighted the efficacy of app interventions for depression. Apps for depression have been reported to 

significantly reduce depressive symptoms and improve overall wellbeing, with common depression app functionalities 

including psychoeducation [28, 45, 37, 38], screening and assessment [28, 37, 51, 63], symptom management [28, 53, 63], 

interactive interventions [37], and tracking of moods, thoughts, or behaviors [24, 45, 53]. Publicly available app 

interventions for depression may be based on existing evidence-based treatments such as cognitive behavioral therapy [24, 

68], and behavioral activation and dialectical behaviour therapy [68]. However, few of these apps demonstrated high 

fidelity to the adopted treatment approach [14, 65], causing them to be more aptly described as evidence-informed, rather 

than truly evidence-based. There is also high prevalence of complementary and alternative treatments for depression, 

including mindfulness meditation, hypnosis, and sound or music therapy [14].  

Publicly available app interventions for depression also appear to adopt innovative uses of traditional treatment 

approaches and strategies, with frequent use of integrative, multitheoretical, or transdiagnostic approaches [14]. These 

innovations reflect the eclectic delivery of clinical interventions in the wild [41] but unfortunately often lack research 

evidence supporting apps’ specific design and use in treating depression [14]. The poverty of research on apps for 

depression in the wild also limits knowledge of use and adoption beyond academic research.  
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There are also concerns with high rates of attrition and issues with treatment adherence of apps for depression [9, 57]. 

Studies have suggested users may engage with such apps for short-term symptom management but discontinue their use 

once the symptom is no longer an immediate concern, with some users describing apps as a ‘crutch’ to help them cope 

until they find a more sustained means of managing their difficulties [19]. Despite the growing body of work on apps for 

depression, only a few studies explored user experiences through app store user reviews [1, 48, 65]. These studies show 

that user reviews outline both positive and negative aspects of user experiences, with users appreciating flexible access to 

care, variety in app functionalities, and engagement features such as customization and notifications. Negative user 

experiences of mental health apps were typically related to poor usability, concerns with content, issues with privacy and 

security, poor customer service, and issues with costs and billing. While most studies discussed user views on privacy and 

security, only one [48] made explicit mention of ethical issues which were limited to privacy violations and excessive in-

app advertisements. There is therefore a need to amplify the user voice in discussions of the ethics of mobile mental health, 

and to account for their lived experiences in the provision of guidelines and recommendations. 

2.3 The ethics of mobile mental health 

Mental health professionals have long been guided in their work by ethical principles and codes of conduct aimed at 

ensuring good and fair delivery of care in the best interests of the client, the profession, and wider society [3, 16]. There 

has been increased discussion of the ethics and evaluation of mobile mental health, largely in the form of expert 

commentaries and reviews [31, 34, 51]. Authors have highlighted key ethical issues in mobile mental health, most 

commonly privacy and data security, risks and safety concerns, and benefits and evidence [27, 36, 44, 61]. These 

discussions often explored related issues of transparency, trust, and informed consent [69, 79]. More targeted ethical issues 

emerging from the literature included the importance of user involvement within the ethical development of mental health 

technologies, respect for human rights and diversity, and challenges with standards and regulation.  

Few researchers however have framed these discussions within existing ethical frameworks. Sanches et al. [61] used 

bioethics [10] as a lens to present their review of the ethics of HCI and affective health research. This included discussion 

of the ethical principles of autonomy (respect for the decision-making capacity of autonomous people), beneficence 

(providing benefits and balancing risks), nonmaleficence (avoiding harm), and justice (fairness in distribution of benefits 

and risks for all people), with a focus on how these principles were reflected in HCI research and design for affective 

health. Comparatively, Jones and Moffitt [31] and Karcher and Presser [34] referenced the professional ethical principles 

of the American Psychological Association [3] to provide guidance for app development and the use of mobile health in 

clinical practice, respectively. Bowie-DaBreo et al. [14] adapted these frameworks in their review of ethical issues within 

app store descriptions of apps for depression [13], with their findings highlighting the relevance of principles of 

beneficence, nonmaleficence, responsibility, integrity, autonomy, and justice. They advocated for the application of these 

ideals using a responsible innovation approach [50], which encourages a process of anticipation, reflection, inclusive 

deliberation, and responsiveness in the design and development of new technologies [71].  

Principlism (i.e. the principles of biomedical ethics) [10] is typically used as the foundation for professional ethical 

codes of conduct [3, 16] as the theory provides a structured approach for ethical guidance and practice, particularly when 

compared to more abstract theories such as consequentialism [the greatest good (outcomes) for the greater number], 

deontology (focus on actions, duty, and responsibility, not outcomes), and virtue ethics (how one’s character or values 

should be) [66]. While principlism is widely used in the practical application of ethics, some consider it to be too 

prescriptive and encourage integration with other ethical theories and ideals [29]. This is relevant for HCI work in 

depression and mobile mental health, as researchers and designers can often feel limited when discussions of ethics and 
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associated guidelines arise. The present study therefore aims to amplify the users’ voice and experiences of ethical issues 

of apps for depression, and to use this perspective to shape accessible and applicable guidance for the design and 

development of ethical mobile mental health. We approached ethics in the broadest sense as relating to individual and 

social good and universal standards of right and wrong [66]. This often relates to but is not limited to issues of harm, 

fairness, and rights. 

3 APP REVIEW STUDY 

3.1 Sampling method 

We now describe the method for sampling the apps and for sampling the user reviews. The search for apps for depression 

was conducted on the two main app stores (UK version): Google Play Store and Apple App Store, during October-

November 2018, guided by methods used by Shen et al. [63] and Stawarz et al. [65]. Separate searches were performed 

using the terms “depression” and “mental health”, as well as a hand-search for apps for depression which were reported in 

previous research but not returned in the searches. For this research, apps for depression were defined as apps with app 

store listings mentioning depression or depressive symptoms. Apps were included in the review if they met the following 

criteria: (1) app description included terms “depression”, “low mood/mood disorder”, “mood management”, “negative 

thoughts”, or “distress”; and (2) app store listing was in English. Apps were excluded from review if they: (1) did not 

mention depression or depressive symptoms, (2) were for professional training, (3) only provided depression quotes or 

wallpapers, or (4) were duplicates, i.e., copies of an app listed within the same app store. Apps were not excluded from 

review if they targeted another mental health problem (e.g., anxiety) once they mentioned depression or depressive 

symptoms, as outlined in inclusion criteria (1). This returned a total of 353 unique apps for depression for which we 

captured the number of users rating them, number of downloads, and users’ ratings (from 1 to 5).  

From this large set of apps, we decided to focus on a subset of them, to allow for the in-depth analysis of a rather large 

user reviews data. To include the breadth of user reviews, we aimed for both positive and negative reviews, that were 

written by large numbers of users. For this, we ranked all 353 apps according first to the numbers of users rating them, and 

second according to users’ ratings. Thus, we identified the 20 most rated apps for depression, or those with the highest 

number of user ratings across the app store, ranging from 160,019 to 4,082 raters, and whose Google Play ratings range 

from 3.8 to 4.8. These apps are those that users frequently downloaded with number of downloads ranging from over 

100,000 to more than 10,000,000. We also identified the 20 lowest rated apps for depression whose Google Play ratings 

ranged from 2.5 to 3.7, and which were downloaded by at least 1,000 users (range 1,000 to more than 100,000). So, while 

the former 20 apps were among the most popular and positive rated ones, the latter 20 apps were least popular and more 

negatively rated but still widely downloaded. 

Apps were removed from selection and replaced by the next app in the category if they were no longer listed in the app 

stores or if the app had no user reviews. This resulted in six apps being removed from the lowest rated apps. The final 40 

sampled apps are listed in Appendices A.1 and A.2. 

Then, user reviews were purposively sampled in December 2018. For each app the 50 ‘most helpful reviews’ 

(determined by the app store filter for sorting reviews) were extracted from each platform, with a total of 100 reviews being 

sampled for apps listed in both stores. Additionally, the 50 ‘most critical reviews’ (also an app store filter) were extracted 

from apps listed in Apple App Store; this categorization was not available in Google Play. To ensure richness of data, user 

reviews were excluded from selection if they lacked content, for example reviews consisting of only ‘emoji’ symbols or 

single word expressions such as “Bad”. This led to a final set of 2,217 valid user reviews with an average of 35 words per 
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review, totaling over 77,500 words. These reviews were extracted verbatim and exported to ATLAS.ti for analysis (see 

Figure 1 for sampling flowchart). 

3.2 Thematic analysis  

Thematic analysis was used to explore user experiences and ethical issues of apps for depression, using the methods and 

guidelines for thematic analysis outlined in Braun and Clarke [15]. The user reviews were first coded as ‘positive’, 

‘negative’, and ‘ambivalent’. ‘Positive’ and ‘negative’ were defined as reviews which only discussed the positive or 

negative parts of the app. Reviews were coded as ‘ambivalent’ when users discussed both positive and negative aspects of 

the app. The user’s numerical rating of the app was also recorded. Ratings are scored on a scale of 1 to 5, with 1 being the 

lowest rating. Inductive codes were generated from the user reviews to capture the content, context, and ideas expressed. 

This included the use of in vivo codes to reflect important concepts and the user’s voice. This iterative process involved 

ongoing review of quotes and consolidation of codes. The final code list was then categorized into themes guided by the 

inductive codes and the idea of ethics as standards of right and wrong that apps for depression should encompass. Thematic 

development and mapping were led by the first author with ongoing discussion with all authors over six months, until 

consensus was reached. Our findings present a sample of quotes from user reviews, with minor edits to improve readability 

and to protect user anonymity. This research received institutional ethics approval.  

4 FINDINGS 

4.1 Summary of user reviews 

Over half of all user reviews (53%, 1178/2217) were positive, with 27% (592/2217) classed as negative, and 20% 

(447/2217) as ambivalent. Just over half of all reviews had a user rating of 5 (51%, 1129/2217). The next most common 

rating was 1 (22%, 482/2217), then 4 (14%, 312/2217), 3 (7%, 164/2217), and 2 (6%, 130/2217). 

4.2 Benefits and harms of apps for depression 

4.2.1 Benefits of apps for depression 

Almost half of all user reviews (42%, 921/2217) across 36 of the 40 apps sampled described a benefit of using apps for 

depression (Table 1). Most commonly, users described benefits to their mental health and wellbeing, while some benefited 

from using apps during difficult situations:  
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Figure 1: Sampling flowchart for user reviews  

 

“[This app] is extremely helpful in the sense it’s someone to talk to at 3 AM when everyone else is asleep. It 

gave me a mantra I really needed to hear when admitting I wanted to self-harm and even suggested a hotline.” 

Users often expressed feeling they had no one else to turn to and sought comfort in the app to help them cope with 

challenges or moments of distress. More generally, apps helped users with their overall wellbeing, including personal 

development, which at times led to increased confidence, self-efficacy, and insight: 

“This is an amazing app that will help you focus more on yourself and your own happiness. Starting with the 

fact that it lets you rate your mood and write about your day and ending at letting you set tasks for yourself and 

motivating you. It has really helped me to love myself and learn how to have a better lifestyle...I recommend this 

app to anyone and everyone, because writing your feelings down and learning to love yourself really will help 

you gain more confidence and trust in yourself. You will feel more secure.” 
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Apps for depression also had positive effects on users’ behaviors, thoughts, and emotions. For some, apps helped with 

behavioral activation through encouragement of simple activities and small steps to feeling better: 

“I was getting into one of the worst wrecks of depression and anxiety and this really helped me. Not only have I 

been taking walks every day and enjoying the beauty in the world instead of the negativity, I've also been more 

mindful, healthy, and getting back into my love of exercising and yoga.” 

 Many users described how using apps for depression helped them identify and understand their patterns of thinking, 

leading to better management of thoughts, more positivity, and change in perspective. Users reported improvements in 

emotion regulation, from greater emotional awareness to better management of affect.  

“It helps to be able to track my moods and visually see that I'm happier, calmer, and more positive than I believe! 

And when I am down or anxious, it helps to track what is affecting my mood and understand my mind and 

thought process better than I ever have!” 

Emotional and bodily awareness was achieved through diverse methods including actively tracking thoughts and moods 

to increase insight, to mindfulness approaches. 

4.2.2 Adverse events, risks, and safety 

Less commonly, user reviews highlighted negative outcomes, risks, and safety concerns of apps for depression (10%, 

220/2217). Negative feelings associated with use of apps were attributed to a range of factors, including discomfort with 

completing aspects of the intervention, difficulties accessing the intervention, poor app or intervention design, and poor 

quality of support.  

“I'm going through a particularly tough time so I'm having to uninstall this app for now. I only made it through 

about 7 days of tracking my moods, because seeing such a long streak of very sad to mediocre moods has actually 

made me feel worse about my situation.” 

Some users reported experiences of bullying or mistreatment by in-app support: 

“So, in theory this is a brilliant app, but I do have some queries about the idea of a ‘trained’ listener. I understand 

that it’s free to use and therefore don’t expect anything miraculous, but to be told by a listener that I deserved to 

be bullied, that there are so many people in the world worse off than me, and that I need to open my eyes to the 

world because there are people with no money, no legs etc. really didn’t make me feel best pleased...Maybe the 

training needs to be better or conversations need some sort of monitoring?” 
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Table 1: User perspectives and experiences of the benefits and harms of apps for depression 

Ethical Issue User experiences 

Benefits Benefits to mental health and wellbeing 

• Help managing mental health disorders 

• Help at different stages of disorder (prevention, treatment, recovery, relapse 

prevention) 

• Support or connection to services during crises 

• Increased emotion regulation 

• Skills building and improved problem-solving and resilience 

• Increased sense of balance, focus, and motivation 

• Increased gratitude, self-acceptance, and compassion 

• Benefits to spirituality 

Benefits to physical health 

• Help managing or treating general health concerns 

• Help managing chronic pain 

• Improved sleep hygiene 

Adverse events Negative feelings associated with use 

• Feeling stressed while using app 

• Feeling worse after using app 

• Triggering and worsening mental health problems through hearing others’ mental 

health difficulties via peer support 

• Feeling rejected after using app  

Bullying or harassment 

• Unwanted sexual advances from in–app support or communities 

• Rude, judgmental, or inappropriate comments from others 

• Trolling behaviour 

Perceived or experienced risks Unhelpful or harmful advice, including inappropriate in-app or peer support  

Misdiagnosis 

• Errors in collection and reporting of user data 

• App-generated diagnosis based only on user-reported symptoms 

Failure to deliver elements of intervention, at times because of technical difficulties 

Overreliance on app and over access to therapist or app creating dependency 

Safety and safeguarding Monitoring and regulation of apps and app stores 

• Insufficient moderation of in-app communities 

• Misuse of peer support apps and online communities by others 

• Insufficient monitoring and response to safety concerns in user reviews 

• Insufficient regulation of exploitative or unsafe apps 

Transparency and awareness of app limitations 

• Knowledge of risks and limits to use 

• App disclaimers or cautions 

• Recognizing that apps do not replace in-person care 

Signposting and safeguarding 

• Assessing user risk and needs 

• Referral to appropriate services 

• Lack of transparency over refusal of care 

 

These types of negative experiences were especially evident in apps with peer support. While some users used peer 

support communities to offload their emotional burdens by venting, others expressed wanting more support and 

responsiveness, leading to feelings of rejection when not received. Feelings of rejection were also voiced when users were 
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declined treatment or when in-app support was delayed. While some users described adverse effects of apps for depression, 

others outlined risks that could lead to potential harms. These included the provision of harmful advice and the potential 

for misdiagnosis: 

“I'm not sure why it's been saying I'm ‘hardly distressed’ for the past few days when I've been nothing but the 

opposite! Also confused as to why my doctor's letter says I haven't been having problems with sleep when I 

certainly do.” 

App errors posed additional risks in the failure to deliver essential elements of interventions, such as prompts to take 

medication: 

“This used to work fine, but now it doesn't remind me when it is supposed to remind me. Sometimes it is off by 

an hour. Sometimes it is off by SEVERAL HOURS. Sometimes I never get alerts. What's the point in having the 

app if it doesn't remind me??” 

A lesser reported risk was the potential for apps to create overreliance in users, which may negatively affect intervention 

effectiveness, outcomes, and user autonomy: 

“You should have spaced out and structured sessions with suitable reflection time in between. Also, having a 

‘therapist’ readily available just creates dependency and doesn’t help you to recover. There’s a need for 

boundaries.” 

As this user quote states, dependency on apps for depression has the potential to negatively impact intervention 

effectiveness, mental health outcomes, and user autonomy that is crucial in self-care. 

Risks and adverse events highlight the great importance of safety and safeguarding in apps for depression. In this 

context, safety is ensuring apps are safe and free from known risks and harms, while safeguarding refers to specific 

measures to protect vulnerable people from harm or abuse. Few users described apps as a safe space or designed with 

safety in mind. Several reviews expressed concerns that apps were being misused by some users: 

“I came on here for genuine help, and it seemed nobody was capable of taking me seriously, and the group chats 

are full of 12-year-olds who are making jokes of mental health issues.” 

Some users highlighted the importance of being aware of app limitations. Potential users were advised to seek in-person 

care as needed, or to contact emergency services when in crisis. Few users posted triggering content in app store reviews. 

It was unclear whether users who posted reviews containing safety concerns were contacted privately by developers or app 

stores. A small number of users called on app stores to take more responsibility to regulate or ban apps that are exploitative 

or unsafe.  

“More deceptive crap. Says free, but then turns the screws to make you pay up $69. It is shameful that Google 

Play doesn't enforce honesty by its vendors” 

Users also demanded greater protections within apps given their use by vulnerable people. This was not limited to 

instances of bullying and abuse, but also included a need for appropriate referrals and explanations for why users were 

refused care. The latter may reflect attempts to safeguard users who were not suited to an app intervention, but typically 

left them feeling rejected and helpless: 
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“It is a horrible feeling when the problems that are dwelling inside of you seem to demand an anonymous form 

of assistance. But when you seek and find a solution you are told they won’t help you. They do not even give a 

reason, just to seek face–to–face therapy. If I felt that was the solution, then I wouldn’t have tried to download 

the app. To give people hope when they are at their lowest then to refuse on an unknown basis just compounds 

the feelings of hopelessness and worthlessness they are already feeling.” 

4.3 Facilitators of benefits and harms 

4.3.1 Usability 

Benefits, avoidance of harms and risks, and safety are the foundation of ethical apps for depression. In mobile mental 

health, these areas are also indirectly affected by usability, design, and support (Table 2). Usability was the most common 

theme emerging from user reviews (43%, 940/2217), with users reporting both positive and negative experiences. Usability 

had implications beyond app functioning, with poor usability impacting access to support, reliable delivery of 

interventions, and accurate data collection and reporting. These issues pose potential risks and harms to users. Thus, while 

usability is not a conventional ethical concept, it can be considered a structural factor with ethical implications. 

Most reviews on app stability highlighted issues with technical difficulties affecting the use of the app. When apps 

worked as intended, many users found them to be simple and easy to use. This was not the experience for all users with 

some apps described as too complex. User experiences were also impacted by app updates or lack thereof. A small number 

of user reviews expressed appreciation for updates which fixed technical issues, improved app content and design, and 

enhanced app functioning. For some apps, lack of updates negatively affected performance. For others, updates brought 

changes that negatively impacted the app or intervention: 

“Ever since the newest update it has been getting my moods wrong. I said “very bad” and it told me I was very 

good. I then put “bad” and it said good. It’s really annoying and it’s saying I’m hardly distressed even though I 

have been feeling horribly recently, it’s like you’re mocking me.” 

Discussions on usability also pertained to device functionality. This includes how the app functioned on specific mobile 

devices as well as how apps affected a device’s functioning. Few reviews described issues with devices or other apps 

affecting app functionality: 

“Lost progress that took a long time because I made a phone call between step 2 and 3.” 

Loss of progress or app data was also related to poor error recovery. Some users voiced frustration at being unable to 

edit user data such as messages, diary entries, and logs:  

“Fantastic app but no undo button! Extremely risky - I spent days logging my meds - all perfect, lovely interface, 

then ONE TIME accidentally clicked the wrong thing and there is NO WAY to undo this - so then you're on 

your own remembering your meds!” 

Other difficulties in this area included being unable to restart tasks, with some users feeling restricted by app 

inflexibility and permanence. Some users appreciated the range and flexibility of in-app customizations, but a minority 

thought apps had too many options leading to unnecessary complexity and negative user experience. 
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Table 2: User perspectives and experiences of the usability, design, and support of apps for depression 

Ethical Issue User experiences 

Usability App stability and functioning 

• Difficulties opening, signing up, or logging in to app 

• Glitches, crashes, or freezing 

• Poor responsiveness 

• Element not working, e.g., sounds, notifications, recording of data, in-app communications 

• Issues with app updates 

• Poor error recovery 

Ease of use 

• Overly complex app or intervention 

• Inadequate guidance on how to use 

• Difficulty navigating interface and features 

Device functionality 

• Challenges with app working on specific mobile platforms 

• Difficulties with app operating on specific devices 

• App interferes with basic phone functions, e.g., calls, wakes up screen when phone not in use, 

sounds and volume settings, battery life and memory 

• App disabled device, requiring reboot or uninstall 

• Other apps on phone impaired functioning of app for depression  

Customization 

• Options to change app aesthetic, sounds, and notifications 

• Flexibility with intervention content and delivery 

• Need for greater customization and control over in-app elements 

Design Design and content of the intervention 

• Appreciation for the intervention’s concept, content, and resources 

• Intervention too generic and lacking depth 

• Concerns with app validity, theoretical orientation, or evidence base 

• Concerns with assessment questions and validity of results  

• Need to be comparable to other digital or in-person interventions 

Specific elements and features 

• Persuasive design features 

• Need for more meaningful data and options for data collection and storage 

Support Developer support 

• Addresses issues reported in user reviews or in-app error reports 

• Use of app store to reply to reviews and to get more information about issues 

• Fix usability issues and provide customer service support 

• Lack of support and updates suggested developers abandoned app 

Therapeutic support 

• Need for human support 

• Need for more frequent and consistent delivery of support 

• Need for support at specific points in intervention, e.g., after self-assessment or adversity 

• Inadequacies in the quality and competence of support 

• Need for greater vetting and regulation of sources of support 

• Inappropriate chatbot responses showing a lack of understanding and inadequate support 

Social support 

• Facilitates connection with others in-app or real-world settings 

• Receiving help from ‘like–minded’ people which helps users to feel less alone 

• Providing support via peer support resulting in empowerment, empathy, and better relations 

• Improved relations with and support from loved ones 
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4.3.2 Design 

Like usability, design (30%, 657/2217) had indirect ethical implications related to concepts such as validity, accuracy, and 

safety. Some negative experiences in this area stemmed from disagreement with the intervention content: 

“Waste of space on your phone! Basic and generic content with no actual information about mental health 

services. Under the crisis section it lists the same patronizing advice as the crisis team offer, i.e., go for a walk 

or have a bath...it doesn't even give the contact numbers for the local crisis teams. Snake game won't help you 

relax when it stops every 3 apples to give you a ‘top tip’. Written by those who've obviously never experienced 

mental illness.” 

While some users believed in the validity of the apps, others expressed concerns with the theoretical orientation or 

evidence base, while others critiqued the design of assessment tools: 

“There needs to be a ‘non-applicable’ option on the answers. False scores can be generated when I’m answering 

‘not at all’ when it’s just because I haven't been in the situation.” 

There were also some concerns with using apps for self-diagnosis, with a few users highlighting the potential for invalid 

results due to false reporting by users. Some user reviews highlighted areas of app design which enhanced user experiences 

and treatment delivery. This included persuasive design techniques such as notifications and reminders, tailored 

interventions, tunnelling, gamification, or self-monitoring and surveillance. Some users expressed a desire for more 

persuasive design features. A subset of users wished for more meaningful data, ranging from data on app usage, before-

after data to monitor the effects of intervention activities, more open-ended data entry for better self-expression and 

accuracy, and improved data storage and long-term data collection. 

4.3.3 Support 

Another factor which greatly impacted benefits and harms of apps for depression was the provision of support (38%, 

838/2217). Support for users fell within four broad categories: developer support, therapeutic support, social support, and 

support for real-world care.  

User reviews provided users with a platform to not only voice their experiences and concerns with apps, but to reach 

out to developers in the hope that they may address these difficulties. Some users reported positive experiences of developer 

support, via response to their app store reviews or other in-app methods of reporting issues. Developer support was typically 

needed to address issues with usability but also extended to help resolving errors with payment. Several users reported 

difficulty in accessing developer assistance, with some expressing frustration with the lack of responses to queries. This, 

along with app instability and lack of updates, led users to believe some developers had abandoned the apps and their user 

base. 

Users also equally discussed the importance of therapeutic support. Therapeutic support in apps for depression included 

online therapy with qualified counsellors, peer support, and in-app support provided by chatbots. Several users were 

satisfied with the therapeutic support received. Others noted shortcomings and additional support needs: 

“Advice is general and mediocre at best. Do yourself a favor and go see a real expert. It seems to me that these 

‘therapists’, due to their lack of knowledge and expertise, don't have many patients and they are not very 

successful in their job, so they have to make money in this app. The customer service was also terrible. I requested 

for therapist change, but it didn't happen.” 
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As a result, some users emphasized that in-app support was not equivalent to in-person care. Concerns about the 

competence of in-app support were not limited to therapists, with a small number of reviews outlining concerns with 

chatbot communications: 

“I like this app other than the fact that it doesn't understand what the heck I'm saying. Like we were talking about 

how my day was and I said it was good and the AI asked why and I said ‘idk.’ Then the AI was like ‘That’s not 

good. Come on, let it all out’ and I was like ‘Huh?’ Because that makes NO sense. And the AI was like ‘That 

can't be easy. Is there more?’ This is really not good because this shows me that lots of the responses don't look 

at what you said and just say things responding to what they think you'll say.” 

This led some to describe interactions with chatbots as scripted or robotic. More generally, some users expressed dislike 

of therapeutic support which they found to be patronizing, impersonal, or inauthentic. However, more users described 

having a positive therapeutic alliance which was genuine and made them feel heard and understood.  

For some users, apps helped to increase their social support and connections with others. Feelings of increased 

understanding from others, social connections, and community were common benefits of apps with peer support. These 

benefits extended beyond the app to impact some users’ real-world connections. For a subset of reviewers, using apps for 

depression made it easier to talk about their mental health difficulties with loved ones. Apps also helped some users to feel 

more comfortable sharing information about their mental health with their real-world healthcare provider. Users described 

previously having difficulty getting their primary care provider to understand their challenges, and felt that the app made 

this easier: 

“The referral letter at the end of my first week really helped as it got my GP to listen to me and I am now on a 

waiting list for professional psychological help.” 

4.4 Justice and rights 

4.4.1 Autonomy 

Autonomy (the capacity to make informed decisions free from coercion or deception) is an important concept in self-care 

and mobile mental health, as reflected in its presence as a major theme in user reviews (33%, 734/2217). In this context, 

the concept of autonomy centered on four main areas: app choice, treatment options, in-app options and customization, 

and the user voice. 

The depression app marketplace lets individuals take an active role in researching and selecting app interventions. Some 

users embraced this freedom of choice and wished to shop around for the best app to meet their needs. Several users 

reported having tried similar apps before finding the one that they preferred, with some users expressing a desire to try 

apps before buying: 

“No thanks. It says free but everything I clicked on was not available for preview. It should say ‘lite’ so I know 

it's a preview and it should walk me through what I can do with the full version. This app is annoying. I'm not 

paying 69.99 until I know it can deliver what I need.” 

Apps also facilitated users’ engagement in treatment planning, with options to select treatment paths, goals, in-app 

support, or frequency and duration of use. This placed some responsibility on users to take an active role in treatment 

decisions and fit of care: 
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“As far as choosing a therapist, you should read their bios to see if they are a fit for you. I chose a therapist whose 

professional background is related to mine and who is the same demographic as I am so that I knew I could relate 

to her. While everyone doesn't have that luxury, I think [this app] is for people who has at least a little bit of self–

awareness.” 

Apps viewed as lacking in treatment options or flexibility resulted in some users feeling forced to complete aspects of 

the intervention against their will: 

“I find this a really useful little app for downloading thoughts and feelings. Would be even more useful if you 

could set the prompt timings yourself rather than be a slave to the app.” 

Outside of treatment choices, apps also offered users options for customization of features (discussed under ‘usability’) 

which let users make apps better fit their needs and individual preferences. Again, a lack of options in this area led some 

to voice frustration and feelings of being limited in choice.  

A unique aspect of publicly available mental health apps is the opportunity for users to express themselves in app store 

user reviews. This gives users a voice to share their treatment experiences and needs, to report grievances, to help others 

in selecting treatment options, and to potentially influence future app design and development. User reviews helped 

potential users to select app interventions, often providing explicit recommendations for use, or recommendations for 

alternative treatments. In this manner, user reviews functioned as a community of peer referrals and support. 

4.4.2 Access 

Apps for depression provided many users with increased access to care with almost 30% of users (645/2217) discussing 

some aspect of this theme in their review (Table 3). This reflected the potential of mobile mental health to reduce barriers 

to care that may affect the more vulnerable groups. Many users sought help for their mental health difficulties via apps due 

to difficulties accessing standard care. Apps were also a preferred alternative to in-person care, for people who wished to 

avoid treatment as usual or human support. App interventions were said to be accessible whenever and wherever needed, 

with many describing them as a therapist in their pocket. Users appreciated the expediency of apps compared to standard 

care and the frequency of contact from in-app support. However, some users expressed disappointment when they did not 

receive support as promptly as expected: 

“My therapist seemed well intentioned, but I had to keep poking him to check in or talk, and my experience 

confirmed a lot of what bad reviews said about it. In no way can I speak with certainty, but I just got the feeling 

I was just one name on a big list and so the care wasn’t personalized. I informed my therapist of my intention to 

quit and at the time of writing he hasn’t responded.” 
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Table 3: User perspectives and experiences of access and privacy of apps for depression 

Ethical Issue User experiences 

Access Difficulties accessing standard care 

• Difficulty physically accessing in-person care 

• Time demands such as childcare or work 

• Treatment costs 

Preference of apps over in-person care 

• Past negative experiences of standard care 

• Avoidance of human support or social anxiety 

• Comfort of online therapy 

Barriers to apps for depression 

• Asynchronous support and delayed therapist response 

• Disruptions to continuity of intervention, e.g., technical difficulties, app updates, unnotified 

termination of support, and unexpected costs 

Privacy Issues related to the protection of personal details and identifying user data 

• Secure passwords and app lock and save 

• Anonymity 

• Collection of too much sensitive user data 

• Concerns with data security and the sharing of data with third parties 

• User control over data and what to share with whom 

 

Access to care was also negatively impacted by disruptions to the continuity of care. Some users reported disruptions 

to app interventions including unexpected costs or paywalls: 

“I really needed to talk to a professional therapist. I do not have money to see one currently, so I was going to 

try out the 3-day free trial. Until I was told I would have to pay $150 dollars up front for the 3-day **FREE** 

TRIAL. It upsets me because people like me need the help and want it and cannot get it. Because no one cares 

about you unless you have money to give.” 

Other barriers included age restrictions and refusal of care by apps, presumably due to concerns with safety or suitability 

of care:  

“Apparently a 15-year-old female isn’t allowed to need help...it says 12+ in the description so I don’t know why 

it didn’t let me get matched, false advertising. I wouldn’t trust this app.” 

4.4.3 Commerce 

Over 20% (21%, 463/2217) of user reviews commented on matters related to apps’ costs, business models, and consumer 

rights. This was one of the most passionately discussed themes with users expressing strong opinions over the pricing and 

billing practices of apps. Some users believed apps for depression were more affordable than standard of care, but others 

thought apps were too costly. This was associated with an unwillingness or an inability to pay for treatment, with many 

believing that mental healthcare should be free: 

“I love this app and it has helped me in many ways, but I am DISGUSTED that you want me to pay for good 

mental health.” 



17 

Some users compared app pricing with other apps or online interventions, expressing an unwillingness to pay more 

when they believed they could access similar content for free elsewhere. Users expressed a desire for more free content in 

apps, longer trial periods, and greater flexibility in payments.  

Apps’ costs and billing practices form part of their business models, with some developers disclosing that users’ 

financial support (via payment) was needed to maintain app operations. Other apps included ads to partially fund costs. 

The adoption of a commercial business model to healthcare was not always well received by users: 

“This app WAS incredibly helpful. And then it updated! Now you hit a money wall at every turn…Now every 

time I'm on it I feel worse by the time I'm done…Pull down some of the money walls and actually help people. 

Instead of money-grabbing. You were once an app I believed wanted to help people oh, now, not so much.” 

Apps business models and practices greatly influenced how users perceived the app, its developers, and their intentions. 

This was not always negative, with users expressing appreciation for apps with financial aid or flexible pricing options.  

4.4.4 Privacy 

Less than 5% of user reviews (4.8%, 107/2217) made mention of privacy. In the context of apps for depression, privacy 

pertains to the respect and protection of users’ information, including personal details, identifying user data, intervention 

data (whether collected actively through user entry or passively via apps), and usage data.  

A minority of users praised apps for keeping their details private and considered apps and their data to be secure. Users 

appreciated anonymity which they believed helped them to be more open in expressing themselves and seeking help and 

made them feel safe. This was also reflected in reviews themselves, with many users sharing personal and sensitive 

information in app store reviews under anonymous usernames.  

However, most user reviews discussing privacy highlighted concerns. While some users found app privacy policies to 

be accessible and easy to understand, they did not always agree with the practices outlined: 

“Looked like it could be really helpful with the two-week tracking and depression/anxiety scales, but I never 

even got that far since the first thing you have to do is accept a ‘privacy’ policy that includes, among other things, 

using your data for Facebook advertising and anonymous research. The latter is not a huge issue with me, but it 

could be with others. I definitely have an issue with using my data on a very personal app for advertising though, 

especially when there's no obvious way out.” 

A key aspect of privacy was the desire of users to be in control of their data, from what is collected, to how it is stored 

and shared. Some users needed increased data protection, while others overlooked potential privacy issues with requests 

for cloud storage: 

“I would love to rate it 5 stars but it's missing out on one feature, I really wished I could back my diary up in my 

Google Drive, so I don't lose all of my diary entries.” 

4.4.5 Respect 

Although respect was a minor theme in user reviews (1%, 31/2217), it is an important element of ethical apps for depression 

relating to inclusiveness, accessibility, and respect for the rights and dignity of all people. Few apps were praised for their 

inclusiveness and efforts to improve accessibility: 

“Loved it. The app even has a chat for LGBTQ+ and teens especially.” 
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More often, reviews highlighted issues in these areas, with users expressing need for greater cultural awareness and 

suitability of support, increased language options, and accessibility for users with impairments: 

“When you ask to chat, you are connected with a person from Asia…They have no understanding of European 

life or European socioeconomic problems. They have a completely different culture and lifestyle…so they are 

unable through no fault of their own to give you any better advice.” 

 

“This app needs support for the hard of hearing like myself. I struggle to hear the voices clearly with the ambience 

in the background due to the lack of subtitle support for deaf and hard of hearing users. Please consider making 

this app accessible to those who don’t have ears as good as yours.” 

4.5 Virtue of apps for depression 

4.5.1 Transparency and Trust 

The themes of transparency and trust emerged in almost a quarter of our user reviews (23%, 509/2217), with largely 

negative experiences being reported (Table 4). Several users outlined an insufficiency of information regarding app costs 

and billing practices, treatment processes and access to care, or elements of support. With respect to costs, users’ main 

concerns surrounded hidden costs, paywalls, and unexpected charges. This had implications on access to care: 

“They make you write out personal statements on your mental health and fill out a questionnaire before telling 

you must pay $70 a week to get help. Absolutely cruel.” 

 

Table 4: User perspectives and experiences of transparency and trust in apps for depression 

Ethical Issue User experiences 

Transparency and trust Insufficient information 

• App costs and billing practices 

• Treatment processes and access to care 

• Unexpected changes to support  

• Unnotified changes to app design or content 

Reduced trust in apps or developers 

• Lack of fidelity, i.e., the app did not do as it said it would 

• Experiences impacting perceptions of developer’s motives 

• Ethical or legal concerns, such as illegal billing practices 

 

Few reviews highlighted the importance of information, and awareness of the limitations of apps for depression to 

manage expectations and experiences. While user reviews helped potential users gain knowledge and perspective about 

apps for depression, transparent information on app costs, treatment details, expected outcomes, and limitations should be 

readily available from the app developers and the app itself.  

Issues with transparency affected some users’ trust in apps and developers. Several reviews showed users’ trust to be 

impacted by fidelity. This included apps providing the support promised and achieving the expected results. In cases where 

the app was not as promised, some users questioned app or developers’ motives. Negative views of developers’ motives 

were most often related to beliefs that the app was created to exploit vulnerable people for financial gain: 
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“Full of trolls and mean people, support system does absolutely nothing to support you other than ask you to 

donate money to them in exchange for you to further customize your personal posts. Whole app is a scam to try 

to make money off of mentally ill people and does not provide any help for you at all.” 

Users were more likely to express trust in the app and positive perceptions of motives when they had positive 

experiences or outcomes from using the app. In these cases, users described developers as humanitarians working for the 

greater good: 

“Nice to have someone who always wishes the best for us. Great respect and admiration to the developers for 

showing so much passion towards making the world mentally healthy. Sometimes, the fact that people like you 

exist gives me so much faith in humanity.” 

4.5.2 Social impact 

A minor theme in user reviews was the wider social impact of apps for depression beyond the individual user (0.8%, 

18/2217). These users believed apps for depression had the potential to positively impact attitudes towards mental health 

difficulties, reducing stigma and normalizing mental healthcare: 

“The trouble is most people don't understand the giant issue we have as a race. Mental illness doesn't mean you're 

crazy, it means you got a cold, you need to heal now. That's a metaphor to help get the point across. Apps like 

this can actually save a life.” 

There was belief that apps had the potential to positively impact communities and wider society: 

“Overall, I believe [this app’s] concept can bring significant changes in mental health globally and provide basic 

support and education to the majority of population.” 

As such, developers were urged to consider their civic duty and the social impact of apps they develop: 

“I think if [this app] considers its global impact more, perhaps it could make an even greater difference.” 

5 DISCUSSION 

5.1 Summary of findings 

We reviewed and analyzed user reviews of publicly available apps for depression to capture user experiences, evidence of 

ethical issues in app store user reviews, and key elements of ethically designed apps for depression. This study provides a 

novel contribution to the literature on the ethics of mobile mental health. To the best of our knowledge, our study is the 

first to analyze user reviews of apps for depression for themes related to user experiences of ethical issues. Findings 

captured diverse user perspectives of apps for depression and how their design, development, and delivery impacted user 

experiences and wellbeing. The framing of ethical issues within user reviews provided concrete examples of ethical 

concepts which can sometimes be too abstract and ambiguous for everyday application. This research captured key 

elements that should be included in ethical apps for depression as reflected in reviews of real–world users and people with 

lived experience of mental health difficulties. These were: benefits, anticipation of risks, safety and safeguarding, usability, 

design, support, access, autonomy, privacy, fair commerce, transparency and trust, and social impact. These findings and 

their implications are discussed in greater detail in the following sections. 
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5.2 User experiences of apps for depression 

The sample of user reviews of apps for depression was largely positive, with less than half of all reviews categorized as 

negative or ambivalent. Findings showed several factors that impacted user experiences and provided insight into what 

users considered to be elements of ‘good’ apps for depression. Some of these elements reflected common themes in user 

reviews of mental health apps, notably mention of app usability, design, costs, developer support, and privacy [1, 48]. 

Beyond this, our study captured themes specific to apps for depression, extending the findings of the one previous user 

review study in this area [65]. Limiting their review to user experiences of CBT apps for depression, Stawarz et al. [65] 

highlighted themes related to context of use; privacy, security, and trust; engagement features; and attitudes to non–CBT 

therapeutic features. By sampling from all apps for depression regardless of treatment approach, our study provides insight 

into user experiences across the spectrum of treatment options in the depression app marketplace. 

Our findings showed how user experiences were impacted by more than just the app itself (i.e., the product), with users 

also commenting on an app’s purpose or developers’ intentions, the impact of specific processes in the app or intervention, 

and outcomes of use. Users believed apps should have a clear purpose centered on helping those in need, with positive 

experiences, gratitude, and support voiced for apps which were thought to be designed from a place of care and good 

intentions. This was captured in our theme of virtue, related to ideas of transparency and trust. The concepts of transparency 

and trust were more nuanced in user reviews than in the literature which tends to focus on issues of privacy, security, 

benefits, and safety [69, 79]. While these elements also emerged in our thematic analysis, users’ trust in apps and developers 

were often tied to users’ perceptions of developers’ motives, commonly influenced by their views of app costs, business 

models, and developer support. Some users alleged apps were scams based on their negative experiences of payments and 

subscriptions, while others made this accusation for apps with paywalls, limited trials, and misleading offers of free content. 

For some, paid apps reflected developer greed, with more trust in free apps which were thought to arise from developers’ 

good will. When compared to the lower prevalence of discussions on privacy and security, the findings show a disparity 

between users’ concerns in this area and the literature [27, 44]. This highlights a need for further research into the concept 

of trust in mobile mental health in the wild, to explore the many factors impacting user trust and their interrelations, as 

well as their impact on the use and adoption of mobile mental health.  

User experiences were also impacted by specific processes in apps for depression, including steps required to access 

app interventions, safety and safeguarding measures, and methods of reporting and receiving support for issues and 

concerns. In general, the easier and more transparent processes were, the more positively they were experienced and 

reviewed by users. Users reported positive experiences of apps which provided guidance and support in these areas through 

in-app moderation, transparent safeguarding practices, and developer response to user concerns. Despite this, user reviews 

highlighted the need for more processes and measures to protect users from risks and harms and to provide them with 

enough support, especially considering the increased user responsibility evident in user reviews. Users’ responsibilities 

included choosing app interventions from the app marketplace, selecting treatment options and in-app support, providing 

support to others in peer support apps, ensuring appropriate use of the app and correct data entry, and reporting errors to 

developers. Some user reviews even suggested users were responsible for safeguarding oneself by understanding the 

limitations of apps before use. While some research has discussed user responsibility as a benefit of mental health apps 

[19], little is known of the potential impact of this responsibility on treatment outcomes, potential risks and harms, and the 

degree of support needed to ensure safe and effective use of apps. User reviews also demonstrated the importance of clear 

and complete communication regarding app and intervention processes, particularly in areas impacting access to treatment. 

Users appeared to be more understanding of limits to care when clearly explained but expressed strong disapproval and 

feelings of rejection when this was unclear. In line with traditional mental healthcare standards [3, 16], it is crucial to 
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actively involve users in safeguarding decisions and practices. This becomes even more relevant given the increased user 

autonomy and responsibility of mental health apps, where users are active participants in their treatment processes and 

decisions.  

Ease of use and good product usability were also key to positive user experiences, with apps for depression well received 

when they were thought to be interactive, enjoyable, and easy to use. This was an important aspect of apps for depression, 

with user reviews prioritizing both usability and design [48]. Despite the prominence of these themes in reviews, users 

were found to be forgiving of errors and app instability when they had an overall positive experience of using the app, at 

times due to a positive alliance with in–app support or to positive outcomes. Not surprisingly, the effects of using apps for 

depression had a prominent impact on whether apps were perceived favorably, with users who benefited from use 

describing positive user experiences, while the inverse was true for perceived risks and adverse events. User experiences 

are therefore complex and influenced by the interplay of several factors. Findings suggest a possible hierarchy of how these 

elements are valued by users relative to their individual needs and preferences, with support and benefits seemingly the 

most important factors for positive experiences of apps for depression. More research is needed in user values in mobile 

mental health, and how these impact user expectations, use, and adoption of apps for depression. 

5.3 Ethically designed apps for depression 

The framing of user experiences according to purpose, processes, product, and outcomes aligns with ideas in responsible 

innovation [50, 71], which encourages a broader consideration of how the design of technological innovations creates 

positive impact. As our findings indicate, it is not enough to solely focus on the app itself, but rather developers must 

consider the interrelated elements around apps for depression that contribute to user experiences and ethical implications.  

Ethics can be a daunting topic, at times presented too abstractly for practical application and other times too rigidly 

with the use of prescriptive ethical principles and codes [29]. Our work provides a fresh approach in its use of user reviews 

to explore users’ perspectives and experiences of ethical issues in apps for depression. We present these concepts as 

elements of ethical apps for depression and identify heuristics for supporting their design (Table 5).  

Table 5: Elements of ethically designed apps for depression 

Element Description 

Benefits Apps for depression should provide direct benefits to individual users and indirect benefits 

to communities and wider society 

Anticipation of risks Designers should anticipate and avoid foreseeable risks and harms. Risk anticipation and 

management should be an iterative and responsive process occurring throughout the app lifespan 

Safety and safeguarding Apps for depression should be designed with safety in mind, with clear measures in place to 

protect vulnerable people from harm 

Access Apps for depression should increase access to care through the removal of situational and 

attitudinal barriers 

Usability Apps for depression should be technological stable, easy to use and amend, and should not 

interfere with a device’s normal functioning 

Design App interventions for depression should be valid, reliable, and evidence based. Apps should 

utilize appropriate persuasive design features and technological enhancements to increase 

adherence and adoption 

Support Apps for depression should provide users with adequate developer and therapeutic support 

and should facilitate improved social support either in-app or in users’ daily lives. Apps should 

support connections to in-person care should it be appropriate or needed for the individual user 

Autonomy Apps for depression should enable and respect user autonomy 
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Element Description 

Privacy Apps for depression should respect and protect users’ privacy with clear privacy policies, 

requests for user data proportionate to need, and robust data security 

Fair commerce Apps for depression should employ fair and ethical business models which avoid conflicts 

of interest and respect users’ commercial and human rights 

Transparency All information and processes should be transparent and easy to understand, including costs, 

billing, risks, privacy policies, etc. 

Trust Apps and developers should be truthful and trustworthy. Developers should avoid any 

intentions or actions which may be fraudulent, deceptive or exploitative  

Respect Apps for depression should demonstrate respect for all people, including respect for human 

rights, diversity, cultural differences, and disabilities 

Social impact Designers and developers of apps for depression should consider their broader social impact 

and civic duty in the design and marketing of apps  

 

These elements are not intended as strict rules for app design and development, but heuristics to promote reflection 

throughout the design and development process. They align with and advance the literature on the ethics of mobile mental 

health [34, 38, 44, 61], and highlight the importance of lesser discussed elements such as access, support, respect, and 

social impact. These concepts are often overlooked in discussions on the ethics of mobile mental health, where much of 

the focus is on privacy, data security, benefits, and risks [27, 36, 44, 61]. Our findings are unique in capturing the interplay 

of ethics of mobile mental health in the wild and the effect ethical elements have on users’ experiences and wellbeing. 

A key finding from the analysis of user reviews was the interrelations between ethical themes, such that a shortcoming 

in one element often negatively impacted others. For example, a lack of app updates affecting app functioning pertained 

to poor usability but also demonstrated inadequate developer support. Similarly, high app costs not only affected users’ 

abilities to access care but may also impact their perceptions of developers’ intentions and motives, leading to diminished 

trust in the app, which may be further generalized across all mental health apps. This has the potential to create both 

situational and attitudinal barriers to care and thus impact users’ help–seeking behaviors and mental wellbeing. As the user 

quotes showed, these scenarios are not hypotheticals but reflect challenges faced by real people seeking help for real 

concerns. 

These interrelations are further complicated by potential mediating factors. Using the previous example of poor 

usability, our findings showed that issues in this element impacted user safety and wellbeing if technical difficulties limited 

access to care or accuracy of user data. Likewise, app costs were more likely to reduce user trust when impacted by limited 

transparency and inadequate notification of payment processes and business models. In seeking to design ethical apps for 

depression, there must be greater reflection on, and understanding of how all elements of apps (from purpose to outcomes) 

affect user experiences and outcomes. The interrelation of ethical themes in mobile mental health is an under researched 

area warranting greater attention and guidance in navigating ethical design and tensions.   

5.4 Ethical tensions in the design of apps for depression 

The interrelations between elements of ethically designed apps for depression convey both positive and negative 

associations. In the case of positive associations, successful implementation of one element (e.g., developer support) would 

be expected to enhance related elements (e.g., usability). Designers should therefore consider how elements are positively 

related and use this to strengthen the ethical design of apps.  

However, cases of negative associations may prove more difficult to navigate and overcome as designers are faced with 

conflicting elements, both of which represent an important aspect of ‘good’ apps for depression. This may result in ethical 
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tensions akin to moral conflicts or dilemmas [10, 71]. An example of this can be seen in the tensions between access to 

care and safety and safeguarding. Developers may prioritize access to care by allowing all age groups to use the app without 

restriction. This may have potential risks and safety concerns if vulnerable groups (such as children and young people) use 

the app without appropriate guidance or protections [14, 51]. Risks may also increase if app content or interventions are 

not specifically designed for these groups, e.g., adult–standardized assessment measures. In this scenario, increased access 

may reduce safety and benefits. Similarly, developers may prioritize safety and safeguarding by implementing strict criteria 

for access, with users not meeting these criteria not being granted access to the intervention. In this case, an increase in 

safety potentially reduces access to care, as was the case with apps whose screening intake resulted in many users being 

refused treatment. Designers and developers may seek to resolve ethical tensions by prioritizing one element over the other 

(e.g., access vs. safety). This approach, however, may result in ethical shortcomings which may potentially impact other 

ethical elements. This is an even greater risk given the poverty of research into the interrelations and mediations of ethical 

elements to guide which factors may more greatly impact outcomes.  

Alternatively, we favor the responsible innovation approach [50] which encourages designers to use moral conflicts to 

inspire, rather than hinder innovation [71]. Ethical tensions present important design opportunities for development teams 

to resolve through innovative technological design. For example, designers wishing to increase access to care for young 

people while ensuring safety may incorporate a way to assess a young person’s understanding and competence in making 

decisions regarding their care. This capacity assessment could then be used to determine whether the young person can 

make an informed choice for care, as per Gillick competence, and granting access based on this finding. Although this 

competence assessment would likely still restrict access for some users (perhaps with parental consent required in those 

cases), it would increase both access and safety (and likely autonomy), resulting in a more ethically designed app.  

5.5 Implication for the ethics of apps for depression 

This research provides several key findings relevant to the design and development of apps for depression. Firstly, users’ 

descriptions of their perceptions and experiences of apps for depression highlight the importance of considering ethical 

issues across all areas of apps, from their purpose, processes, product, and outcomes. Using a responsible innovation 

approach [50, 71], developers are encouraged to anticipate potential risks and ethical implications from the stage of 

conceptualization and throughout the entire app lifespan. User reviews also demonstrated the importance of user 

involvement in this process, encouraging inclusive deliberation and reflection of these issues and the resolution of ethical 

tensions. Users must be actively involved in not only the design of apps, but the development of ethical guidance 

particularly given their increased responsibilities. Crucially, these processes must be iterative, reflecting responsiveness 

that is key to responsible innovation, to ensure consistent delivery of care and prompt resolution of issues as they arise. It 

is hoped that the elements of ethically designed apps for depression assist in the design and evaluation of existing and 

future mental health technologies, and act as a tool to facilitate increased reflection and understanding of these concepts.  

Secondly, the findings from the thematic analysis of user reviews have implications for how we view and discuss the 

ethics of mobile mental health. Few authors have attempted to apply existing ethical frameworks to the evaluation and 

discussion of ethics in this area [14, 31, 34, 61], typically using principlism [10] or variations thereof [3]. Our findings 

captured ethical elements aligned with the principles of bioethics. However, user reviews also demonstrated the utility of 

considering ethics beyond this lens, with value in incorporating other ethical theories which also align with users’ 

experiences and concerns. For example, a notable theme in the analysis was trust and beliefs of developers’ motives and 

morals. Users therefore judged apps and developers for their presumed values, akin to virtue ethics [66]. Users also believed 

that apps, developers, in-app support, and app stores had a duty to users and responsibilities beyond outcomes alone, akin 
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to ideas in deontology. Ethical frameworks in mobile mental health should therefore consider the inclusion of values and 

motives, duty and responsibilities, and principles and elements for ethically designed technologies.  

5.6 Limitations 

App store user reviews provided a valuable dataset for the exploration of user experiences of publicly available apps for 

depression. However, this was not without limitations. Firstly, by sampling pre-existing data this thematic analysis was 

confined to the content and context of the user reviews. Unlike traditional qualitative methods such as interviews or focus 

groups, we were unable to probe user statements, confirm interpretations of user statements, or further explore specific 

themes. As such, this study provides a good start for future studies exploring these findings and the interrelations of ethical 

elements in greater detail.  

Moreover, the sampling of pre-existing data prevented the consistent collection of information from all users. User 

reviews therefore reflect content about apps for depression that users deemed to be important. This varied across users, 

limiting the ability to make conclusions for the entire sample of reviews. While we used frequencies to determine major 

and minor themes in user reviews, it is important to note that these figures do not necessarily represent all user experiences 

as some users may not have commented on all elements experienced. It is therefore important to interpret frequencies as 

the number of users who discussed specific elements in their reviews, rather than the number of users experienced these 

elements.  

Lastly, this research aimed to sample a cross-section of reviews from apps for depression to capture the range and 

complexity of user experiences. As such, the sample included both the most rated and the lowest rated apps for depression, 

and from these samples of the most helpful and most critical reviews as determined by app stores. Due to the nature of app 

usage and user behaviors, there were a greater number of app store reviews for the most rated apps, with the lowest rated 

apps being less reviewed and having shorter user reviews. It is possible that this impacted the proportion of positive, 

negative, and ambivalent reviews in the sample. However, we consider this to reflect the reality of app stores, with an 

imbalance in how apps are rated, downloaded, and reviewed. This disparity should be kept in mind when interpreting the 

valence in user reviews.  

6 CONCLUSION 

Mental health apps have potential benefits in the treatment of depression and the increased access to care. This was reflected 

in our study, with many reviews expressing positive views of apps and a range of benefits to mental health and wellbeing. 

User reviews also provided invaluable insight into the challenges users experience when using apps for depression, and 

the ethical issues encountered. Our study demonstrated the complex interrelations between ethical elements of apps for 

depression, and the need for designers and developers to consider the entirety of apps and the role they play in users’ lives. 

We presented key elements to be considered in the design of ethical apps for depression and encourage a responsible 

innovation approach to overcome ethical tensions through thoughtful design and user involvement. This study is novel in 

its capturing of user voices and experiences of ethical issues in mobile mental health in the wild. It provides developers 

with a framework and context to guide their design and conceptualization of new ethical mental health technologies.  
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A  APPENDICES 

A.1 Purposive sample of most rated apps for depression included in analysis of user reviews 

App name  App store rating (/5) No. of downloads No. of user ratings 

(Developer) Google Play Apple App 

Store 

(Google Play only) Google Play Apple 

App 

Store 

Headspace  

(Headspace, Inc.) 

4.6 4.8 10000000+ 85394 160019 

Doctor on Demand  

(Doctor on Demand, Inc.) 

4.7 4.1 1000000+ 20593 13 

Simple Habit Meditation  

(Simple Habit, Inc.) 

4.7 - 500000+ 15601 - 

TalkLife  

(TalkLife) 

4.5 4.5 100000+ 15498 625 

Medication Reminder & Pill Tracker 

(MyTherapy) 

4.6 - 500000+ 14701 - 

7 Cups  

(7 Cups of Tea) 

4.2 4.4 500000+ 14431 666 

Abide: Christian Meditation & Prayers 

(Carpenter Code Inc.) 

4.7 - 500000+ 13971 - 

Your.MD: Symptom Checker  

(Your: MD) 

4.3 4.7 1000000+ 12711 195 

Pacifica: Stress & Anxiety  

(Pacifica Labs Inc.) 

4.4 4.7 500000+ 10778 486 

Youper  

(Youper, Inc.) 

4.8 4.9 100000+ 10151 517 

Relaxing Anti-Stress Sounds  

(Dandelion Soft) 

4.0 - 1000000+ 9935 - 

Wysa  

(Touchkin) 

4.5 3.6 100000+ 9620 28 

Stop, Breathe & Think 

(Stop, Breathe, Think) 

4.3 - 1000000+ 8889 - 

Gentle Wakeup: Sleep & Alarm Clock 

(Dr Alexander Rieger) 

4.4 - 100000+ 6705 - 
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App name  App store rating (/5) No. of downloads No. of user ratings 

(Developer) Google Play Apple App 

Store 

(Google Play only) Google Play Apple 

App 

Store 

Moodpath: Depression & Anxiety Test 

(Moodpath) 

4.6 4.6 100000+ 6680 2019 

Secret Diary 

(Zheko) 

3.8 - 1000000+ 6601 - 

Aware: Meditation & Mindfulness 

(zoojoo.be) 

4.7 - 100000+ 5157 - 

SuperBetter  

(SuperBetter, LLC) 

4.3 4.4 100000+ 5036 431 

Remente: Self Improvement 

(Remente) 

4.4 4.6 100000+ 4280 445 

BetterHelp: Online Counselling 

(BetterHelp) 

3.9 3.5 100000+ 4082 244 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A.2 Purposive sample of lowest rated apps for depression included in analysis of user reviews 

App name  App store rating (/5) No. of downloads No. of user ratings 

(Developer) Google Play Apple App 

Store 

(Google Play only) Google Play Apple 

App 

Store 

Depression Test  

(FXT Tech) 

2.5 - 1000+ 8 - 

DSM-5 Differential Diagnosis  

(Unbound Medicine, Inc.) 

2.7 - 10000+ 122 - 

Depression Support  

(MyHealth Teams) 

2.9 - 1000+ 23 - 

MoodHacker  

(ORCAS) 

2.9 1.0 1000+ 16 1 

My Possible Self  

(My Possible Self Ltd) 

3.0 4.4 5000+ 23 15 

Social Force (IntelliCare)  

(CBITs) 

3.0 - 1000+ 14 - 

Anxiety & Depression Symptoms  

(Twayesh Projects) 

3.1 - 100000+ 307 - 

Talkspace Counselling & Therapy  

(Talkspace) 

3.4 3.8 100000+ 1639 71 

WellMind  

(Blue Step Solutions) 

3.4 3.3 10000+ 82 24 

IntelliCare Hub  

(CBITs) 

3.4 Not listed 10000+ 28 Not listed 

Worry Knot (Intellicare)  

(CBITs) 

3.4 Not listed 10000+ 26 Not listed 

UpLift for Depression  

(UpLift) 

3.4 - 1000+ 9 - 

MHF  

(Together for Change) 

3.5 - 5000+ 40 - 

WellTrack: Interactive Self-Help Therapy  

(CyberPsyc) 

3.5 - 5000+ 31 - 

Depression Test  

(Japps Medical) 

3.5 - 100000+ 1385 - 
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App name  App store rating (/5) No. of downloads No. of user ratings 

(Developer) Google Play Apple App 

Store 

(Google Play only) Google Play Apple 

App 

Store 

CogniFit Brain Fitness  

(CogniFit Inc) 

3.6 - 50000+ 593 - 

Depression Self-Help Guide:CBT  

(Xandy App Ideas) 

3.6 - 5000+ 8 - 

Depression Test  

(MoodTools) 

3.7 Not listed 50000+ 199 Not listed 

Aware (diagnose yourself)  

(Heretic Hammer) 

3.7 - 5000+ 23 - 

Slumber Time (Intellicare)  

(CBITs) 

3.7 - 5000+ 14 - 

 


