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Abstract:

Background: Automotive engine knock is an abnormal combustion phenomenon that affects engine performance and lifetime expectancy, but it is difficult to detect. Collecting engine vibration signals from an engine cylinder block is an effective way to detect engine knock.

Methods: This paper proposes an intelligent engine knock detection system based on engine vibration signals. First, filtered signals are obtained utilizing variational mode decomposition (VMD), which decomposes the original time domain signals into a series of intrinsic mode functions (IMFs). Moreover, the values of the balancing parameter and the number of IMF modes are optimized using genetic algorithm (GA). IMFs with sample entropy higher than the mean are then selected as sensitive subcomponents for signal reconstruction and subsequently removed. A multiple feature learning approach that considers time domain statistical analysis (TDSA), multi-fractal detrended fluctuation analysis (MFDFA) and alpha stable distribution (ASD) simultaneously is utilized to extract features from the denoised signals. Finally, the extracted features are trained by sparse Bayesian extreme learning machine (SBELM) to overcome the sensitivity issue of hyperparameters in conventional machine learning algorithms.

Results: A test rig is designed to collect the raw engine data. Compared with other technology combinations, the optimal scheme from signal processing to feature classification is obtained, and the classification accuracy of the proposed integrated engine knock detection method can achieve 98.27%.

Conclusions: We successfully propose and test a universal intelligence solution for the detection task.

Additional Information:

<table>
<thead>
<tr>
<th>Question</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is the main contribution of this paper to the Cognitive Computation community - in a couple of sentences, including the 'cognitive' or 'biologically-inspired' computational aspects of your work - this should also be appropriately highlighted in the paper (including in the abstract, introduction etc)?</td>
<td>A new intelligent engine knock detection system using multiple feature based-sparse Bayesian extreme learning machine, genetic algorithm-based signal processing method &amp; sample entropy is proposed.</td>
</tr>
<tr>
<td>Why is this contribution significant (what impact will it have)?</td>
<td>The study can detect the engine knock accurately and hence reduce the chance of engine failure. This is also the first research on using advanced machine learning approach for engine knock detection.</td>
</tr>
<tr>
<td>Please identify a few (most recent) papers that are closely related to your work. Be sure that these comparisons are appropriately introduced in your work and be sure to critically review other related cognitively/biologically-inspired works recently reported in current research literature.</td>
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<td>The existing studies on engine knock detection use one kind of feature from engine. This work is the first attempt at using multiple features form engine to train a parameter-insensitive classifier.</td>
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A Novel Multiple Feature-based Engine Knock Detection System using a Sparse Bayesian Extreme Learning Machine

Zhao-Xu Yang, Hai-Jun Rong, Pak Kin Wong, Plamen Angelov, Chi Man Vong, Chi Wai Chiu, and Zhi-Xin Yang

Abstract. Background. Engine knock is an abnormal combustion phenomenon that affects engine performance and lifetime expectancy, but it is difficult to detect. Collecting engine vibration signals collected from the engine cylinder block is an effective way to detect engine knock.

Methods. This paper proposes an intelligent engine knock detection system based on engine vibration signals. Firstly, signals are obtained by utilizing the variational mode decomposition (VMD), which decomposes the original time domain signals into a series of intrinsic mode functions (IMFs). Moreover, the values of the balancing parameter and the number of IMF modes of IMFs are optimized using a genetic algorithm (GA). IMFs with sample entropy higher than the mean are then selected as sensitive subcomponents for signal reconstruction and subsequently removed. A multiple feature learning approach which considers time domain statistical analysis (TDSA), multi-fractal detrended fluctuation analysis (MFDFA) and the alpha stable distribution (ASD) simultaneously, is utilized to extract features from the denoised signals. Finally, the extracted features are trained by a sparse Bayesian extreme learning machine (SBELM) to overcome the sensitivity issue of hyperparameters in conventional machine learning algorithms.

Results. A test rig is designed to collect the raw engine data. Compared with other combinations of technology combinations involved, the optimal scheme from signal processing to feature classification is obtained, and the classification accuracy of the proposed integrated engine knock detection method can achieve 98.27% in engine knock detection.

Conclusions. We successfully propose and test a universal intelligence solution for the detection task.

Keywords: Engine Knock Detection, Variational Mode Decomposition, Multiple Feature Learning, Sample Entropy, Sparse Bayesian Extreme Learning Machine.

1 Introduction

In a spark-ignition automotive engine, engine knock is defined as an abnormal combustion phenomenon which is observed as a source of noise and can even indicate a major engine fault. Engine knock is an essential factor constraining...
constrains the further improvements in the thermal efficiency and causes serious engine damage, such as piston or cylinder breakage. During heavy knock, much extra heat is transferred to the combustion chamber wall, resulting in a rapid rise in the temperature of the piston and cylinder head rapidly. The overheating of these parts makes the intensity of the knock continue to increase. This consequential runaway phenomenon may trigger the engine failure within a few minutes. Moreover, an excessively high pressure pulse due to heavy knock may occur in the end gas area. The interaction between this high local pressure and high local surface temperature inevitably weakens or corrodes the engine material.

On the premise of the accurate identification of signals associated with the engine knock, some preventive measures should be performed, such as delaying the ignition timing. These signals can be monitored and collected by pressure wave amplitude analysis, exhaust gas temperature analysis, heat transfer analysis, etc. However, the high cost of in-cylinder pressure sensors, as well as the decreased lifetime expectancy resulting from blends of hot contact high temperatures and high pressure, make the pressure wave amplitude method difficult to apply extensively popularized [11]. Exhaust gas temperature analysis suffers from low precision [19], and heat transfer analysis is difficult to obtain apply in real time [20].

Massive pressure waves [21] occur inside of the ignition chamber, which and can emit an audible sound, and the resulting vibrations create the perceptible knock signal. Therefore, engine vibration signals are widely used for engine knock detection, which is a compromised solution for resolving conflicts between the measuring precision and cost. When vibrations are detected in the cylinder wall, the knock sensor, which is a crystal of the piezoelectric crystal placed on the engine cylinder block, creates a low voltage signal that is fed back to the electronic control unit (ECU). Knock can be determined when the resonant frequency is close to or beyond the frequency range of the knock frequency. However, the engine vibration includes not only the in-cylinder pressure pulse, but also the piston slaps, valve train motion, fuel injector pulses and other engine structural vibrations, which have little influence on knock characteristics, but they are easy to easily conceal cover up slight knock. Even though an advanced knock module can be installed to reduce the background noise, the knock module requires expertise to tune the frequency band, central frequency and gains. In addition, it is also difficult for the expert to determine the optimal parameters of the knock module to filter out the background noise under difficult time-varying conditions.

The vibration signal detection method uses an accelerometer to detect the knock characteristics by measuring the vibration acceleration of the cylinder block. Since this method has the advantages of easy installation, high reliability and low cost, it is commonly employed in real-time engine knock detection. Although using vibration signals to determine engine knock is more practical, a cylinder block vibration signal has a substantial amount of noise and signals from other vibration sources. Engine vibration signals cannot be applied to detect knock directly, and the original signals need to be processed using an accurate and effective signal denoising.
Therefore, utilizing the vibration signals for engine knock detection is still a challenging task.

Engine knock detection is a complicated problem that includes signal denoising, feature extraction, and feature classification. In the signal denoising, although signals using variational mode decomposition (VMD) [35] are separated into a series of intrinsic mode functions (IMFs), IMFs depend on the values of the balancing parameter and the number of modes, which are adjustable, and the results may be inaccurate when the parameters are not set in real time. Therefore, there is an urgent need for obtaining the optimal values of the VMD parameters. To reduce the computational burden in the later stage, some nonlinear dynamic parameters, such as the energy ratio and correlation coefficient, should be taken used to extract the IMFs that represent prominent features. However, they are dependent on the record length, which are usually difficult or even impossible to be acquired, especially in online condition monitoring and diagnosis. An appropriate indicator is also needed to determine sensitive subcomponents to select and reconstruct important IMFs. During the feature extraction, each feature extraction method extracts different independent and complementary information from the signals that are both independent and complementary. Therefore, an ensemble system using the multiple feature learning is proposed in order to achieve high classification accuracy. An optimal feature combination usually needs a lot of many experiments to test the availability and performance of an optimal feature combination in specific applications. In feature classification, machine learning methods play an important role in the performance of the final classification results. Traditional neural networks and support vector machines have been applied to fault classification [17, 30]. However, they suffer from the issues, including the computational burden of the large-scale fault classifier and the sensitivity of the issue of hyperparameters.

The main motivation of this research is to find the most optimal solution in theory and application. In this paper, a novel intelligence engine knock detection system by using a multiple feature-based sparse Bayesian extreme learning machine (SBELM), genetic algorithm-based variational mode decomposition (GA-VMD) and sample entropy is proposed, and the salient contributions of this paper are organized as follows:

1) The traditional engine knock detection system usually relies on one kind of feature extracted from engine vibrations. Considering that the combination of different feature spaces from the observations would achieve better performance than any base classifier, an ensemble system using the multiple feature learning is proposed in order to achieve high classification accuracy.

2) In order to overcome the dependency of the appropriate values of the balancing parameter and the number of modes, GA-VMD is used to filter the unavoidable noises, in which the genetic algorithm (GA) is applied to obtain the optimal parameters to enhance the noise reduction ability. When the original time domain...
signals are decomposed into a series of IMFs, IMFs with sample entropy higher than the mean is selected as sensitive subcomponents for signal reconstruction.

3) This work is the first to attempt at applying multiple features captured from engine vibration signals and SBELM together for engine knock detection. Besides addressing the computational burden issue of the large-scale fault classifier, the extracted features are trained by SBELM to overcome the sensitivity issue of hyperparameters in conventional machine learning algorithms.

4) A universal intelligence solution for the detection task, and the integration of GA-VMD with sample entropy, combined with time domain statistical analysis (TDSA), and alpha stable distribution (ASD), and SBELM are also proposed to build an effective engine knock detection system.

This paper is organized as follows. The related work is briefly reviewed in Section 2. Section 3.1 introduces the outline of the engine knock detection system. The design procedure of the detection system is presented together with signal filtering method are presented in Section 3.2, the feature extraction technique is presented in Section 3.3, and the classification procedure, which involves multiple techniques, is presented in Section 3.4 that involve multiple techniques. The performance evaluations of the proposed detection system are given in Section 4. Finally, a conclusion is summarized in Section 5.

2 Related Work

We briefly review previous approaches related to engine knock detection.

2.1 Signal Denoising

Engine knock detection can be viewed as an engine fault detection problem that relies on the features captured from the signal. The signal may contain noise or it can be affected by other component vibrations, so the knock-related information contained therein is not easy to observe. Therefore, many efforts have been made to develop signal processing techniques [32], such as the fast Fourier transform [15], the short-time Fourier transform [27], the continuous wavelet transform [7,39], the discrete wavelet transform [6,34] and nonlinear wavelet transform [16]. The fast Fourier transform converts a time domain signal into a frequency domain signal quickly, but it is not suitable for non-stationary signals such as the knock signal, which experiences rapid changes in both time and frequency rapidly. The Short-time Fourier transform is an alternative transform for time-frequency analysis, but it has not been extensively used due to its low time resolution with a fixed window under high frequencies. The resolution issue has been solved by wavelet transforms. However, the application of a wavelet transform has been bound by its inherent defect, which is the
limitation of the selection of a mother wavelet, and it is indeed a non-adaptive transformation. Empirical mode decomposition (EMD) [31] is self-adaptable and decomposes a signal directly into several IMFs, which are defined as amplitude-modulated-frequency-modulated signals whose number of local extrema and zero-crossings differ at most by one [13]. For the phenomenon that mode mixing occurs repeatedly in EMD, ensemble empirical mode decomposition (EMD) [31], which is proposed that decreases the chance of undue mode mixing to a certain extent, was proposed [5]. The IMF in EEMD is characterized as the mean of an ensemble of trials whereby a finite-amplitude white noise signal is added to the decomposed data in each trial; with this approach increases the increase of computational burden since the data size of IMF is equal to that of the raw data. In recent years, VMD has been introduced into rotating machines for noise analysis of rotating machines and as a fault diagnosis method that has shown very promising results [8,28,35]. Although signals are separated into a series of IMFs, IMFs depend on the values of the balancing parameter and the number of modes that are adjustable, and the results may be inaccurate when they are not set in real time [3]. Therefore, an optimization method utilizing the GA is proposed in this work to solve the problem of parameter optimization.

To reduce the computational burden in the later stages, some nonlinear dynamic parameters, such as the energy ratio [38] and correlation coefficient, should be taken to extract the IMFs that represent prominent features. However, the reliable estimation of both parameters depends on very long datasets, which are usually difficult or even impossible to acquire, especially during online condition monitoring and diagnosis. Entropy is defined as the loss of information in a time series or signal, such that approximate entropy [36] and sample entropy [24] are created to measure the repeatability or predictability within a time series. Due to its self-matching problem, approximate entropy is heavily dependent on the record length and its value is uniformly lower than expected for short records, and lacks relative coherence as well. Sample entropy is less dependent on the time series length and is utilized in this work to select and reconstruct important IMFs.

2.2 Feature Extraction

The selection of the feature extraction algorithm is known to play an important role in determining the performance of the classification system. An ensemble system using the multiple feature learning is proposed to achieve high classification accuracy. This is made by combining the classifiers that are trained on different feature sets. The idea of combining different feature spaces from the observations made, that is, the combination of classifiers in different feature spaces, is the most effective way of combining classifiers and usually presents better results than any base classifier [9]. This occurs because each feature extraction method extracts different independent and complementary information from the signal that are both independent and complementary. For this purpose, a diverse set of feature extraction
methods using different approaches, such as TDSA, ASD and multifractal detrended fluctuation analysis (MF DFA), are selected.

2.3 Feature Classification

After feature extraction, machine learning methods play an important role in the performance of the final classification results. Traditional neural network and support vector machines have been applied to fault classification [10,14]. Much practical evidence shows that the long training time has greatly restricted the efficiency of these algorithms. In recent years, extreme learning machine (ELM) machines have been utilized for multi-class classification based on the single hidden layer feed-forward network (SLFN) [12]. Recent studies show that the learning speed of ELM is faster than that of traditional learning algorithms [17,26], so ELM can be suitable for large-scale problems. The dependent parameter of ELM is the number of hidden neuron nodes, but the initial hidden node parameters are random. Considering the susceptibility caused by the number of hidden neurons in conventional ELM, there might be a large number of hidden neurons selected in the trained model due to the minimization of the training error while ranking neurons, resulting in a high computational cost. The SBELM classifier is presented in this work; it has with the benefits of a lower computational load than ELM, and a small weight, and better prediction posterior probability than relevance vector machine (RVM) [30]. Hence, SBELM requires less calculation and is more suitable as a large-scale fault classifier.

2.4 Previous Schemes

![Fig. 1](image_url)  Engine knock detection framework and project work flow

Knock detection is usually a complicated problem that requires a combination of multiple techniques. Some previous schemes provided effective solutions by exploiting different technologies, and ensured the reliability of...
The knock detection. A sound vibration signal processing was proposed in [25]. In [25], a combination of methods, such as pass high-frequency filters, normalized envelope functions and regression, were used to describe the knock patterns, and then, the Euclidean distance gave was used to determine a decision on the existence of a detonation and achieved an accuracy of approximately 95%. However, the filter and distance-based classifier have limited noise reduction and feature classification abilities, respectively. A knock characteristic detection method based on wavelet denoising and EMD was proposed in [4]. The results indicated that the knock detection accuracy was 97%. An approach for detecting engine knocks of various intensities based on the vibration signal of an engine block using VMD and semi-supervised local discriminant analysis was proposed in [3], and the classification rate of strong knocks was over 95%. As mentioned above, there is much room for improvement in the denoising performance and accuracy.

3 Designed of the Engine Knock Detection System

3.1 Outline of the Detection System

Motivated by the above general engine fault diagnostic requirements, a novel practical engine knock detection framework and project workflow are proposed in Fig. 1. The proposed framework contains three main sections, including signal filtering, feature extraction and classification. The GA-VMD method is developed to separate noise from the raw signal with a low computational burden compared with EEMD, where VMD is integrated with GA to achieve appropriate values of the balancing parameter and number of modes. While the VMD converts the original signal into a series of IMFs, sensitive IMFs are then selected by sample entropy for further filtered signal reconstruction, and those unconsidered IMFs are removed. In terms of candidate feature extraction techniques before fault classification, the TDSA, MFDFA and ASD methods and their possible combinations are tested to describe the distinguishable characteristics of the denoised signals, respectively. These features are trained by SBELM for establishing a precision classifier. After the features of an unseen signal are fed to the trained classifier, a universal detection scheme is achieved to accurately identify engine knock online, such that the ECU can perform some actions to protect the engine, such as the retardation of the ignition in advance, to protect the engine.

3.2 Signal Filtering

GA-VMD For the nonlinear and non-stationary time-frequency characteristics, GA-VMD is considered for signal filtering in the following work.
The goal of VMD is to decompose a real valued input signal $f$ into a discrete number of signals (i.e., IMFs) $u_k$ that have specific sparsity properties while reproducing the input. Here, the sparsity property of each mode is chosen to be its bandwidth in the spectral domain. In other words, we assume the $k$th mode to be mostly compact around a center pulsation $\omega_k$ which is to be determined along with the decomposition.

In order to assess the bandwidth of a mode, the following scheme is proposed. (i) For each mode $u_k$, the associated analytic signal is computed by means of the Hilbert transform to obtain a unilateral frequency spectrum. (ii) For each mode, the frequency spectrum of the mode is shifted to the baseband by mixing with an exponentially tuned value with the respective estimated center frequency. (iii) The bandwidth is now estimated through the Gaussian smoothness of the demodulated signal, i.e., the squared $L_2$-norm of the gradient. The resulting constrained variational problem is given as follows:

$$
\begin{align*}
\min_{\{u_k\}, \{\omega_k\}} & \sum_{k=1}^{K} \left\| \left( \theta(t) + \frac{j}{\pi t} \right) u_k(t) \exp(-j\omega_k t) \right\|_2^2 \\
\text{s.t.} & \sum_{k=1}^{K} u_k(t) = f(t)
\end{align*}
$$

where $t$ is the time script, $\delta$ is the Dirac distribution and $*$ denotes convolution. $\{u_k\} := \{u_1, \ldots, u_K\}$ and $\{\omega_k\} := \{\omega_1, \ldots, \omega_K\}$ are shorthand notations for the set of all modes and their center frequencies, respectively. $k=1,2,\ldots,K$ and $K$ is the number of modes of the intrinsic mode components.

The solution to Eq. (1) can be easily achieved via an unstrained optimization problem using the augmented Lagrangian method

$$
\begin{align*}
\tilde{L}(\{a_k\}, \{\omega_k\}, \lambda) := & \alpha \sum_{k=1}^{K} \left\| \left( \theta(t) + \frac{j}{\pi t} \right) a_k(t) \right\|_2^2 \\
+ & \sum_{k=1}^{K} \left\| u_k(t) \right\|_2^2 + \lambda \left\| \sum_{k=1}^{K} u_k(t) - f(t) \right\|_2^2
\end{align*}
$$

where $\omega$ is the balancing parameter of the data-fidelity constraint, and $\lambda$ is the Lagrange multiplier. An alternating direction method of multipliers is adopted to solve Eq. (2). The estimated modes $u_k$ and the corresponding updated center frequency $\omega_k$ in the frequency domain can be achieved as follows:

$$
\begin{align*}
u_k^{n+1}(\omega) &= \hat{f}(\omega) - \sum_{k=1}^{K} u_k^{n+1}(\omega) - \sum_{k=1}^{K} w_k^n(\omega) + \lambda \frac{\partial}{\partial \omega} \left( \omega \right) / 2 \\
\omega_k^{n+1} &= \frac{\int \hat{u}_k^{n+1}(\omega)^2 d\omega}{\int \hat{u}_k^{n+1}(\omega)^2 d\omega}
\end{align*}
$$

where $\hat{f}(\omega) = 1/\sqrt{2\pi} \int f(t) \exp(-j\omega t) dt$ with $j^2 = -1$, is the Fourier transform of the...
signal \( f(t) \). The Lagrangian multiplier is updated as:

\[
\lambda^{t+1}(\omega) = \lambda^t(\omega) + \tau_0 \left[ \hat{f}(\omega) - \sum_{k=1}^{n} u_k^{t+1}(\omega) \right]
\]

(5)

where \( \tau_0 \) is the update parameter.

However, the values of the balancing parameter \( a \) and the number of modes \( K \) in Eq. (2) need to be predefined based on experience. For small values of \( a \), one or more additional modes comprise noise. For large values of \( a \), the essential parts of the signal are shared by at least two distinct modes, and their center frequencies overlap, resulting in mode duplication. In addition, when the value of \( K \) is set too large, tampering features impede the accuracy of signal filtering, and essential intrinsic mode components are missed when the value of \( K \) is set too small. Additionally, the computational load can also be large due to the size of the data and a large mode number. Therefore, it is necessary to optimize those values to achieve satisfactory performance.

In the existing optimization techniques, many sequential search techniques are based on greedy methods. They are not suitable for global optimality but acceptable for local optimality. For instance, orderly searches consist of forward and backward selection. However, orderly forward and backward search techniques are not only more computationally expensive but also cannot perform undo processes, such as deleting or inserting features. In recent years, a novel emetic genetic algorithm (GA) method for solving the traveling salesman problem was proposed in [1]. An application of GA and fuzzy goal programming to solve congestion management problems was proposed in [22]. The GA technique is based on evolutionary theory and the random search method. In this case, randomness is added to the search process to avoid local optima. GA is reliable and widely used in the area of optimization of artificial neural network parameters or signal processing algorithm parameters [28,37]. Therefore, GA is introduced in this work to obtain the optimal values of the VMD parameters. For the optimization of signal processing parameters, the entropy concept is applied to the GA-VMD algorithm. In theory, a smaller entropy value leads to stronger properties and a clear signal distribution. The minimum envelope spectrum entropy value (MESEV) is proposed as the fitness function of the optimization and is obtained by the following steps:

(i) The Hilbert transform of an IMF signal, which is further described as a time series \( \{u_n(t)\} \), can be expressed by

\[
h_n(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{u_n(\tau)}{t-\tau} d\tau
\]

where \( t=1,2,...,N \), and \( N \) is the length of the signal.

(ii) The envelope of the signal \( u_n(t) \) is:

\[
E_n(t) = \sqrt{u_n^2(t) + h_n^2(t)}
\]

(iii) The envelope \( E(t) \) is normalized as follows:
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\[
N_i(t) = \frac{E_i(t)}{\sum E_i(t)}
\]

(iv) The envelope spectrum entropy value after normalization is:

\[
V_i = -\sum N_i(t) \ln N_i(t)
\]

(v) The minimum envelope spectrum entropy value MESEV is:

\[
(a, K) = \arg \min \{V_i\}
\]

The proposed GA-VMD method is summarized in Fig. 2. The initial ranges for parameters \(a\) and \(K\) are assigned according to the actual situation at the beginning of the process. Then, the GA-VMD initializes the population of GA and calculates the MESEV of each IMF. The operators in GA are compared to determine whether the current MESEV is the minimum. If not, the population is updated by new individuals until reaching the minimum is reached. MESEV is used as a fitness function, so that the iteration is stopped when the minimum MESEV is converged to a stable constant or it reaches the preset number of iterations. The values of \(a\) and \(K\) at the minimum MESEV are the optimal values.

**Sample Entropy** IMF selection methods are commonly used in VMD are presented in this work to select and reconstruct important IMFs. Sample entropy is investigated to determine sensitive subcomponents.
Even though a higher energy ratio can reflect fault-related information, faults usually appear at a low energy ratio. Noise always exists in raw signals and may cause incorrect IMF selections. By defining \( N \times m + 1 \) templates, each of size \( m \), which are composed as \( F_m(t) = [f(t), f(t+1), \ldots, f(t+m-1)] \), as well as \( U_k^m(t) = [u_k(t), u_k(t+1), \ldots, u_k(t+m-1)] \), the distance, \( d[F_m(t), U_k^m(t)] \), between \( F_m(t) \) and \( U_k^m(t) \) is computed as:

\[
d[F_m(t), U_k^m(t)] = \max \{ |f(t+j) - u_k(t+j)|, j = 0, \ldots, m-1 \}.
\]

The sample entropy (SampEn) [24] is different from the energy-based method, which is expressed as:

\[
\text{SampEn}_n = \ln \left( \frac{\sum_{j=1}^{N-m} D_n^m(j)}{N-m+1} - \frac{\sum_{j=1}^{N-m(n+1)} D_n^m(j)}{N-m+1} \right)
\]

where \( D_n^m(j) = \frac{N_k^m(j)}{N-m+1} \) is the probability that \( U_k^m(t) \) matches \( F_m(t) \), and \( N_k^m(j) \) is defined as the number of template matching matches, i.e., the number of \( d[F_m(t), U_k^m(t)] \) or. In [23], Pincus suggested that the value of the threshold \( r \) should be selected between 0.1 and 0.25 and multiplied by the standard deviation of the raw
signal and that $m$ should be equal to 1 or 2. The IMFs with values higher than a preset threshold are chosen as the sensitive IMFs to reconstruct the denoised signal.

**Remark 1.** The above selection algorithms are used to determine the sensitive subcomponents from all IMFs, and the sensitive IMFs reflect the knock features. The main pure signal is then reconstructed from the selected IMFs, i.e., $\hat{f}(t) = \sum_{i=1}^{K} u_i(t)$, where $u_i(t)$ is the $i$th sensitive IMF decomposed by VMD, and $K$ is the number of sensitive IMFs.

### 3.3 Feature Extraction

In this section, a brief description of the three main feature sets used in the proposed multiple feature learning system is given.

**Time Domain Statistical Analysis** Traditionally, machinery signals were usually extracted by time domain statistical analysis (TDSA) [29]. These statistical features describe the characteristics of a signal by a direct calculation with simple computation. The features such as the standard deviation, root mean square, peak, skewness, kurtosis, crest factor, shape factor and impulse factor are employed in this work.

**Alpha Stable Distribution** Alpha stable distribution (ASD) is suitable for describing random signals having heavy tails [33]. In ASD, the probability density function (PDF), which is utilized for describing the statistical characteristics of data, can be determined by the four parameters $\alpha$, $\beta$, $\gamma$ and $\delta$. These parameters are usually expressed by their characteristic functions,

$$\phi(t) = \exp\left\{i\theta(t) + \gamma(t) + i\delta(t)\right\},$$

where $\theta(t) = \begin{cases} \tan\left(\frac{\pi\alpha}{2}\right) & \alpha \neq 1 \\ \frac{2}{\log|t|} & \alpha = 1 \end{cases}$. In this work, the four parameters ($\alpha$, $\beta$, $\gamma$ and $\delta$) are used to describe the different characteristics as the features for the further classification.

**Multifractal Detrended Analysis** Fluctuation analysis detrended (DFA) is a fractal scaling method for perceiving long-range correlations in noisy and nonstationary time sequences. However, DFA is a monofractal method and is barely able to deal with multifractality nonstationary time series in dynamical mechanisms. Therefore, multifractal detrended fluctuation analysis (MFDFA) was proposed for the multifractality nonstationary time series analysis by extending the theory of DFA [18]. MFDFA has been verified in revealing the dynamic behavior hidden in multifractal nonstationary signals, which is described as follows.
The processed bounded time series \( \{ \hat{f}(1), \ldots, \hat{f}(t) \} \) is converted into an unbounded time series \( \{ \mathcal{F}(1), \ldots, \mathcal{F}(t) \} \) by a cumulative sum as follows:

\[
\mathcal{F}(t) = \sum_{i=1}^{t} (\hat{f}(i) - \hat{f}(0))
\]

where \( \hat{f}(t) \) is the mean of the time series \( \{ \hat{f}(1), \ldots, \hat{f}(t) \} \). Then, \( \mathcal{F}(t) \) is divided into \( N_p \) non-overlapping segments with equivalent lengths \( p \), where \( N_p = \text{int}(N/p) \). If \( N \) cannot be divided by \( p \), the remaining part of the profile may be left off. To retain with this unused part, the same process is implemented from the opposite end, and \( 2N_p \) segments are derived. For segment \( l=1, \ldots, N_p \), the least-square of \( \mathcal{F}(p, l) \) is calculated as:

\[
\mathcal{F}_2(p, l) = \frac{1}{p} \sum_{i=1}^{p} \left( \mathcal{F}(i) - \mathcal{F}_l \right)^2
\]

where \( f_l(i) \) is a fitting polynomial in the \( l \)th segment. Different orders of the polynomial results in are obtained by different eliminating trends from the profile. The \( q \)th order fluctuation function can be obtained by the average over all segments

\[
F_q(p) = \left( \frac{1}{2N_p} \sum_{l=1}^{2N_p} \left( \mathcal{F}_2(p, l) \right)^{1/2} \right)^{1/2}
\]

where \( q \) is any real value except zero. Using different time scales of \( p \), the scaling behavior of the fluctuation functions can be determined by analyzing the logarithmic relationship of \( F_q(p) \) versus \( p \) for each \( q \).

The relationship between the generalized Hurst exponent \( H(q) \) and the scaling exponent \( \tau(q) \), is as follows:

\[
\tau(q) = qH(q) - 1
\]

The singularity exponent \( h_q \) and the multifractal singularity spectrum \( D_q \) are selected as the features and expressed as,

\[
h_q = \tau(q) = H(q) + qH'(q)
\]

\[
D_q = h_q - \tau(q) = q[h_q - H(q)] + 1
\]

where \( H'(q) \) represents the derivative of \( H(q) \) with respect to \( q \). The Holder exponent \( h_q \) characterizes the strength of the singularity, and \( D_q \) represents the Hausdorff dimension of the fractal subset with the exponent \( h_q \), which are utilized to describe the different characteristics.
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Remark 2. The three feature extractors describe the features from three aspects, and have multiple forms of arrangements and compositions. Time domain features have been proven to be effective for degradation monitoring and failure prognostics in the existing literature. MFDFA is able to characterize the internal dynamics mechanism of fault signals and to detect slight changes in complex environments. The widely used ASD method has good robustness in the modeling of pulse shape in non-Gauss signals.

Remark 3. The above feature extraction techniques, including the TDSA, MFDFA and ASD methods, and their possible arrangements (i.e., combinations), as shown in Fig. 3, are tested to describe the distinguishable characteristics of the denoised signals, respectively. The optimal arrangement for finalizing the design of the feature extraction approach, as shown in Fig. 4, is determined according to the optimal classification results obtained through the SBELM classifiers, which are described in the following section.

3.4 Sparse Bayesian Extreme Learning Machine for Engine Knock Detection

The sparse Bayesian extreme learning machine (SBELM) classifier is trained only on data \( \{x,T\} \), which contains characteristics of any one arrangement and the known knock label, respectively. It is well-known that neural network methods have been used successfully for fault diagnoses, among recently, a family of ELMs has been developed for training an SLFN with fast learning speed and high-good generation performance. However, the execution time of ELM is quite unstable and, depending on the number of hidden neurons (network size). Although a kernel-based ELM (KELM) has been proposed that does not require hidden neurons and tends to provide better accuracy than basic ELM has been proposed, it suffers from
the issues of a large size of model when the size of the training dataset increases large. Before the development of ELM, RVM was also available. RVM can train the kernel machine and automatically prune the irrelevant basis elements to gain sparsity. To reduce the reduction of sensitivity of the number of hidden neurons in conventional ELM, SBELM was proposed combined, and it combines the advantages of the low computational load of ELM and the small weight together with good prediction posterior probability of RVM. Reference [17] showed that when the number of hidden nodes is over 50, the classification accuracy could remain stable. This feature makes it more suitable as a large-scale fault classifier. The SBELM algorithm can be explained as follows.

The output weight of SBELM is learned by the Bayesian method instead of using the Moore-Penrose generalized inverse of the matrix [2]. The hidden layer output \( H = [h_1, ..., h_r, ..., h_N]^T \) becomes the input of SBELM, where \( h_i \in \mathbb{R} \) is the hidden feature mapping with respect to input \( x_i \in \mathbb{R} \), \( L \) is the number of characteristics of the optimal arrangement, and \( N \) is the number of classifier outputs. Each training sample \( x_i \) from the extracted features can be treated as an independent Bernoulli case. Using iterative reweighted least squares to find the Laplace mode \( \hat{W} \) is efficient; hence, so that the gradient \( \nabla E \) and Hessian matrix \( \phi \) must be computed:

\[
\nabla E = V_W \ln P(T|W,H)P(W|\alpha) = H^T(T - Y) - AW \\
\phi = \nabla_W \nabla_W \ln P(T|W,H)P(W|\alpha) = -(H^T B H + A)^{-1} 
\]

where \( W = [w_1, ..., w_m, ..., w_L]^T \) is the hidden layer matrix. \( T = [T_1, ..., T_N]^T, T_j \in \{0,1\} \) is a target output vector, \( \alpha = [\alpha_1, ..., \alpha_L]^T \) is the independent prior in relation to each \( w_m \), and some values of \( w_m \) are regulated to zero by adaptive rectangular decomposition (ARD) to select important hidden neurons. \( Y = [y_1, ..., y_N]^T \) with \( y_j = y_{j1}, ..., y_{jL} \) and \( B \) is a diagonal matrix, where \( b_j = y_j(1 - y_j) \). Subsequently, \( \hat{W} \) can be obtained by

\[
W_{new} = W_{old} - \phi^{-1} \nabla E = (H^T B H + A)^{-1} H^T B \hat{T} 
\]

where \( \hat{T} = H W + B^{-1}(T - Y) \). The center \( W \) and covariance matrix \( \Sigma \) of the Gaussian distribution are

\[
\Sigma = (H^T B H + A)^{-1} \quad \text{and} \quad \hat{W} = \Sigma H^T B \hat{T} 
\]

As a result, \( \ln P(T|W,H)P(W|\alpha) = n(\hat{W}, \Sigma) \) is formed, and the log marginal likelihood \( L(\alpha) = \ln P(T|\alpha, \hat{H}) \) can be computed by setting \( \frac{\partial L(\alpha)}{\partial \alpha_m} = 0 \), as the following expression:

\[
\frac{\partial L(\alpha)}{\partial \alpha_m} = \frac{1}{2\alpha_m} - \frac{1}{2} \sigma_{m,m}^2 \Rightarrow 0 \Rightarrow \sigma_{m,m}^2 = \frac{1 - \alpha_m \sigma_{m,m}}{\alpha_m^2} 
\]
By setting the initial values of $w_m$ and $\alpha_m$, $\hat{W}$ and $I$ are updated by Eq. (24), and the values of $\alpha_m$ are updated by substituting $\alpha_m$ and $I$ into Eq. (25). The marginal likelihood function is iterated to the maximum value until the convergence criterion is met.

In summary, the whole learning procedure of the fault diagnosis scheme is given below. Given the knock label $T_t$ and the training denoised signal $\hat{f}(t)$, the training procedure is shown as follows.

**Training procedure**

1. Extract the characteristic data $c^{x_r}$ via generating all possible arrangements of three feature extraction methods from the denoised training signal $\hat{f}(t), r = 1, \ldots, 7$.
2. For each arrangement, initialize: randomly generate input weights and calculate the output of hidden layer $H$, $W = 0$, $n = 10^{-5}$.
   - Set the initial value $S = 0$, and define an intermediate variable $g = 0$.
   - Sequentially calculate the mapping of every input $c^{x_r}$ to $h$, with random ELM hidden weights $W$ for $t = 1, \ldots, N$:
     - $c = f_t(1 - y_t)w_t$,
     - $g = f_t(-1)(y_t - n_t)$,
   - End for.
4. $S = (c + \text{diag}(g))^\top V_E = f + \text{diag}(g)W$.
5. Find step size $\lambda$ with line search method, $W = W - \lambda S^{-1}V_E$.
6. If norm($V_E$) is under a predefined gradient tolerance, then go to Step 2. Otherwise, go to Step 1.
7. Estimation of hyperparameter $\alpha$.
8. For every $\alpha_m$:
   - $\alpha_m = (1 - e_{t+1}^{(m)})/w^2_t$.
   - End for
   - If $\alpha_m >$ predefined maximum
     - $\alpha_m = \min(\alpha_m, \lambda^{(m)}, L = L - 1)$.
   - End if.
10. (b) If the absolute difference between two successive logarithm values of $\alpha_m$ is lower than given tolerance, then stop. Otherwise, repeat Step 1 to Step 3.
11. Calculate the classifier results of each arrangement, and select the optimal arrangement.

**Testing procedure**

For each denoised signal $\hat{f}(t)$,
4 Experiment and Evaluation

4.1 Experimental Setup

In order to test and train the proposed framework, a test rig is designed to collect the raw engine data and it is presented as below.

A Honda K20A Type-R engine, which is a four-stroke, four-cylinder spark-ignition engine, is utilized as the test rig, as shown in Fig. 5. The research octane number of the fuel is 98, which was purchased from a regular gas station. The experimental setup as shown in Fig. 6 can be divided into three main sections. The first section contains the ECU electronic control unit, the engine and relative peripheral sensors, where the raw data were collected via a knock sensor. The second section contains the dynamometer and its control system for varying the loading condition of the engine. The third section contains the combustion analyzer with an in-cylinder pressure sensor, which is used to detect whether knock exists in the experiment. The data collected by the in-cylinder pressure can validate the result of the proposed system. The main components are as follows:

![Fig. 6 Test rig setup](image)

**Electronic Control Unit** A MoTeC M800 programmable ECU can control the engine by monitoring sensor signals and adjusting the outputs based on the look-up tables. The ECU can control the spark timing, fuel injection time and engine temperature, etc. In this work, the injection time and ignition timing are important for ECU control. During the experiment, the injection time and ignition timing at different engine speeds and loads can be adjusted through the fuel map and ignition map in the ECU, respectively. The fuel map mainly controls the air-fuel ratio or air-fuel ratio. To measure the air-fuel
ratio/air ratio, a lambda sensor/oxygen sensor is installed in the exhaust pipe and used for measurement.

**Dynamometer and Control System** A DW160 eddy-current dynamometer is used to apply the engine load and control the engine throttle for simulating different driving conditions. The dynamometer is coupled to the test engine.

**Combustion Analyzer** A MA3001 combustion analyzer, which was produced by PowerMAC Co., Ltd, is used to analyze the in-cylinder pressure and corresponding crank angle. The analyzer consists of two parts: (i) The crank angle sensor, which is mounted on the engine crankshaft terminal to measure the engine crank angle in the engine cycle. The sensor is used to convert the rotational speed and phase position of the crankshaft into a digital angle signal, which helps monitor the pressure wave for knock detection. (ii) A piezoelectric in-cylinder pressure sensor is employed to measure the in-cylinder combustion pressure for validation. The signal from the cylinder pressure sensor is then amplified by a charge amplifier. The crank angle signal and the amplified in-cylinder pressure signal are sent to the analyzer for pressure wave analysis. Before starting the experiment, the devices had to be calibrated. The calibrated range and sensitivity charge of the amplifier were set to 150 bar and −22 pC/bar to match the in-cylinder pressure sensor. The mode of the amplifier is set to 0–10 V according to the specification of the combustion analyzer. The voltage-pressure conversion coefficient of the combustion analyzer is set to 15, depending on the amplifier and the test engine torque. It is worth noting that the top dead center position needs to be calibrated when the crank angle sensor is installed on the test engine.

**Data Collection and Analysis** A software called GoldWave is installed on a computer to record the engine signals from the knock sensor. The signal is then passed to MATLAB to conduct signal filtering, feature extraction and classification.

### 4.2 Operating Conditions for Experiment

To verify the proposed scheme, real engine data were recorded and analyzed. Since the fuel used in the experiment has a high-octane number, engine knock does not easily occur. In order to produce a knock condition under different driving conditions without damaging the engine in the laboratory, the engine is operated under two working conditions: i) low speed with high load conditions and ii) high speed with low load conditions. The engine load is provided by the dynamometer by applying an opposite torque to the engine. The ignition timing is advanced gradually. The initial engine temperature before knocking is held at 85°C ± 5°C. The engine load, speed, and air-fuel ratio are changed within a certain range. The combustion analyzer records the pressure wave pattern to determine the presence of engine knock so that the training and test data can be obtained. A total of 1800 sets of data are recorded according to different driving conditions as shown in Table 1.
Table 1. Experimental data

<table>
<thead>
<tr>
<th>Condition</th>
<th>Speed (rpm)</th>
<th>Load (bar)</th>
<th>Air-fuel</th>
<th>Ignition Timing (BTDC)</th>
<th>Number of samples</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-knock</td>
<td>1000</td>
<td>0.0 ± 0.5</td>
<td>10:1 ± 0.5</td>
<td>10° 23° to 10° 25°</td>
<td>320</td>
<td>Simulate low speed and high load driving condition</td>
</tr>
<tr>
<td>Knock</td>
<td>4000</td>
<td>12.5 ± 0.5</td>
<td>10:2.5 ± 0.5</td>
<td>10° 25° to 10° 45°</td>
<td>900</td>
<td>Simulate high speed and low load driving condition</td>
</tr>
<tr>
<td>Knock</td>
<td>3000</td>
<td>22.5 ± 0.5</td>
<td>10:2.5 ± 0.5</td>
<td>10° 25° to 10° 45°</td>
<td>400</td>
<td>Simulate high speed and low load driving condition</td>
</tr>
</tbody>
</table>

At the beginning of the experiment, knock does not occur easily at idle speed due to the high anti-knock quality of the fuel, even if the ignition timing is substantially advanced and the air-fuel ratio is enriched. Under this condition, the cylinder pressure wave pattern in the combustion analyzer is still smooth, as shown in the left-hand side of Fig. 7. When the ignition advance and the engine load increase, the shape of the pressure wave sharply increases. Therefore, it is not easy to generate a knock when the ignition timing and engine load are increased to a certain range, an obviously high and sharp pressure wave appears, indicating the existence of knock, as shown in the right-hand side of Fig. 7. Therefore, it is not easy to generate a knock at a low engine speed with a high-octane fuel unless the engine load is high. Certainly, engines operating at a high engine speed under a high-octane fuel can generate a knock easily under a low engine load. It is noteworthy that the combustion analyzer and in-cylinder pressure signal are not suitable for in-use vehicles due to their high costs, so they are used only for validation and labeling. The actual knock detection signal is the engine vibration signal captured by the knock sensor.
The vibration signal collected by the knock sensor converts the shock of cylinder pressure into an electronic signal. For each driving condition, the raw signals are recorded for 0.15 second with a sampling rate of 48000 Hz. Therefore, each sample contains a time series with 7200 sampling points. Six randomly selected vibration signals from the 1800 sets of data shown in Table 2 are illustrated in Fig. 8, where half of the signals are non-knock labeled signals and half are knock labeled signals. They are used as training datasets to train the classifiers. It can be observed from Fig. 8 that the non-knock knock signals \( s_1, s_2, s_3 \) are very difficult to manually distinguish from the knock signals \( s_4, s_5, s_6 \). Therefore, the proposed framework is applied to remove the noise from the signals.
vibration signals and detects knock. The experimental data and program code in Matlab are available at https://github.com/wangdai11/EKDS.

4.3 Results and Evaluation

**Signal Filtering** Signal filtering is the first step of the proposed framework, and it reduces noise from the raw vibration signals. VMD converts the raw signals into a series of IMFs. Sample entropy is employed in the proposed signal processing methods to remove the insensitive IMFs. For comparison, signal s6 is used as an example in this section, to evaluate the filtering ability of the proposed GA-VMD.

IMFs of VMD depend on the adjustable parameters α and K, which are inaccurate when the parameters are set inappropriately. Therefore, GA is proposed to obtain the appropriate values for α and K. The parameters of GA are set as follows: population size=50, number of generations=200, mutation rate=0.01, mutation percentage of the population=0.2, and crossover percentage of the population=0.8. The input ranges of α and K are set to [100,10000] and [2,20], respectively. Taking the average of each optimal value of α and K after 50 runs of GA, the average values are α=1463 and K=9.9, respectively. Therefore, α and K are set to 1500 and 10.

Fig. 9 illustrates an example that shows the influence of setting different values of α and K on signal filtering. When α is set too large or when K is set inappropriately, some knock resonant frequencies (Fig. 9f, 9h, 9j, and 9l) cannot displayed clearly compared with Fig. 9b. Choosing sample entropy as the IMF selection method due to the best noise reduction ability, Fig. 9c and Fig. 9d show the GA-VMD results. Fig. 9c, Fig. 9d and Appendix A show that only the GA-VMD can clearly reflect all the resonant frequencies.

The results of using VMD and different IMF selection methods for signal s6 are shown in Fig. 10 and Table 3. Each method takes the threshold \( T = \frac{\Sigma I_M F_K - 1}{K} \) and K is the total number of IMFs. Those IMFs with values higher than the threshold are chosen and highlighted in red in Table 3. Those selected IMFs are reconstructed into a denoising signal, and the envelope spectrum of the filtered signals is used to identify the knock resonant frequency. Fig. 11 shows the envelope spectrum of the GA-VMD noise reduction under different IMF selected methods. Fig. 11h and Appendix B show that only the sample entropy approach can reflect the knock resonant frequencies, as shown in Fig. 11e. This further indicates that the sample entropy approach has a good noise reduction and signal reconstruction abilities.
Table 3. Results of GA-VMD with different IMF selection methods

<table>
<thead>
<tr>
<th>IMF</th>
<th>Correlation Coefficient</th>
<th>Energy Rate</th>
<th>Sample Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF1</td>
<td>0.7930</td>
<td>0.5632</td>
<td>0.0645</td>
</tr>
<tr>
<td>IMF2</td>
<td>0.3963</td>
<td>0.0344</td>
<td>0.5238</td>
</tr>
<tr>
<td>IMF3</td>
<td>0.1051</td>
<td>0.0356</td>
<td>0.6686</td>
</tr>
<tr>
<td>IMF4</td>
<td>0.2555</td>
<td>0.0256</td>
<td>0.5841</td>
</tr>
<tr>
<td>IMF5</td>
<td>0.2538</td>
<td>0.0215</td>
<td>0.3723</td>
</tr>
<tr>
<td>IMF6</td>
<td>0.3066</td>
<td>0.0162</td>
<td>0.5748</td>
</tr>
<tr>
<td>IMF7</td>
<td>0.1954</td>
<td>0.0147</td>
<td>0.5562</td>
</tr>
<tr>
<td>IMF8</td>
<td>0.1973</td>
<td>0.0128</td>
<td>0.5954</td>
</tr>
<tr>
<td>IMF9</td>
<td>0.1934</td>
<td>0.0103</td>
<td>0.5411</td>
</tr>
<tr>
<td>IMF10</td>
<td>0.1421</td>
<td>0.0084</td>
<td>0.5979</td>
</tr>
<tr>
<td>T</td>
<td>0.2897</td>
<td>0.0790</td>
<td>0.5260</td>
</tr>
</tbody>
</table>

Feature Extraction Feature extraction, a pretreatment for machine learning methods, is the second step of the proposed knock detection method. The applications of TDSA, ASD and MFDFA are used for extracting cognizable features from the filtered signals. Each extracted feature can compress a large number of time series data into specific numbers. These specific numbers representing meaningful features are then used to establish a classification model for knock detection.
Table 4 shows the TDSA features of 24 randomly selected engine vibration signals under different conditions, including mean $y_{\text{mean}}$, standard deviation $y_{\text{std}}$, root mean square $y_{\text{rms}}$, peak $y_{\text{peak}}$, skewness $y_{\text{skew}}$, kurtosis $y_{\text{kurt}}$, crest factors $y_{\text{crf}}$ and $y_{\text{clf}}$, shape factor $y_{\text{sf}}$ and impulse factor $y_{\text{if}}$, which are created under different ignition timing and loading conditions. In Table 4, the sample signals $A_1$ to $A_4$ are at 1000 rpm, $B_1$ to $B_4$ at 2000 rpm and $C_1$ to $C_4$ at 3000 rpm. These statistical features can be used to separate knock data from non-knock data. Therefore, these statistical features are kept for the inputs of the classifiers.

The ASD algorithm is a feature extraction method that emphasizes the characteristic parameters $\alpha$, $\beta$, $\gamma$, and $\delta$. The values of these parameters are self-generated by the wave patterns of the signal. The ASD characteristic parameters and the magnitudes of the PDF are different under knock and non-knock conditions, as shown in Fig. 12. Therefore, the parameter parameters $\alpha$, $\beta$, $\gamma$, $\delta$. 

![Fig. 1 IMFs obtained based on GA-VMD](image-url)
δ and h are selected as the inputs of the classifiers. Table 6 shows the five ASD parameters of the same 24 vibration samples (A₁ to A₈, B₁ to B₈ and C₁ to C₈) in Table 4.

Fig. 13 depicts that the knock data mainly lay between the large values of γ and α, but the nonknock knock data are dispersive. Most of the nonknock knock data have higher values of h and α than the knock data. In this case, most of knock data can be separated from the nonknock knock data with this method.

MFDFA is another feature extraction approach which emphasizes the 3 points in the multifractal spectrum: i) the first points of the multifractal curves (hₐ, Dₐ); ii) the end points of the multifractal curves (hᵃ, Dᵃ); and iii) the peaks of the multifractal curves (h₀,1). The signal under various working conditions provide different spectra, as shown in Fig. 14. Table 7 shows the five multifractal parameters (hₐ, Dₐ, hᵃ, Dᵃ and h₀) of the same 24 vibration samples (A₁ to A₈, B₁ to B₈ and C₁ to C₈). The distribution results of the multifractal parameters in Fig. 15 show that most of the knock data in Table 4 can also be separated from the nonknock knock data under GA-VMD. Therefore, MFDFA is also considered in this work.

Table 4. Example of the TDSA result of GA-VMD+Sample entropy

![Envelope spectrum of GA-VMD under different IMF selection methods](image-url)

**Fig 11.** Envelope spectrum of GA-VMD under different IMF selection methods
Fig. 1. PDF spectrum of different signals

Fig. 1.3. ASD parameters
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The above three feature extraction methods are feasible and produce different separable features, so they are used in different combinations. In total, 20 features based on the TDSA, ASD, and MFDFA methods are obtained, as shown in Table 5. The different characteristics of the knock data and non-knock data are then entered into the machine learning methods for building classifiers for diagnosis.

Table 5. Extracted features

<table>
<thead>
<tr>
<th>Methods</th>
<th>Features</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean, standard deviation, root-mean-square, TDSA</td>
<td>peak, skewness, kurtosis, crest factor, clearance factor, shape factor, impulse factor</td>
<td>10</td>
</tr>
<tr>
<td>ASD</td>
<td>$\alpha, \beta, \gamma, k$</td>
<td>5</td>
</tr>
<tr>
<td>MFDFA</td>
<td>$h_\alpha, D_{\alpha}, D_{\beta}, D_{\gamma}, h_\beta$</td>
<td>5</td>
</tr>
</tbody>
</table>
Classification
Classification is the last step of the proposed framework. The extracted features are learned using two other two machine learning algorithms, where ELM and kernel-based ELM (KELM) are applied for comparison. To verify the statistical performance of the test results, we use the bootstrapping for the dataset. Bootstrapping is a test or metric that relies on random sampling with replacement. The dataset is separated into two groups, non-knock data and knock data, wherein 900 sets are randomly selected as training data and the remaining 900 sets are used as test data. The division of the training and test dataset is presented in Table 8. The mean results are achieved by repeating after 10 repetitions and are shown in Table 9.

Table 6. ASD results with GA-VMD+Sample entropy

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.000</td>
<td>3.000</td>
<td>1.90 x 10^{-7}</td>
</tr>
<tr>
<td>B</td>
<td>1.972</td>
<td>1.202</td>
<td>1.10 x 10^{-3}</td>
</tr>
<tr>
<td>C</td>
<td>1.876</td>
<td>3.084</td>
<td>2.90 x 10^{-7}</td>
</tr>
<tr>
<td>D</td>
<td>2.111</td>
<td>1.872</td>
<td>1.10 x 10^{-3}</td>
</tr>
</tbody>
</table>

Table 7. MFDFA results with GA-VMD+Sample entropy

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.900</td>
<td>3.000</td>
<td>1.30 x 10^{-7}</td>
</tr>
<tr>
<td>B</td>
<td>1.972</td>
<td>1.202</td>
<td>1.10 x 10^{-3}</td>
</tr>
<tr>
<td>C</td>
<td>1.876</td>
<td>3.084</td>
<td>2.90 x 10^{-7}</td>
</tr>
<tr>
<td>D</td>
<td>2.111</td>
<td>1.872</td>
<td>1.10 x 10^{-3}</td>
</tr>
</tbody>
</table>
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Table 8 shows that this knock detection problem is a binary classification problem. In order to select an appropriate classification method, the accuracies of the three machine learning methods are compared. For ELM and SBELM, the number of initial hidden neurons must be defined. The initial hidden neurons for ELM and SBELM are set to 200. For KELM, the kernel is introduced to the model, thus, the regularization parameter and kernel parameter have to be set. The kernel function of KELM is a radial basis function. The regularized parameter and the kernel parameter of KELM are set to be 1.0. The test accuracies are shown in Table 9, and the best accuracy is highlighted in red. Table 9 shows that the average accuracy of SBELM is slightly higher than those of KELM and ELM because the parameters of SBELM are not sensitive to its hyperparameters.

Table 9 reveals that the integrated features of GA-VMD integrated with sample entropy, TDSA, ASD and SBELM have the best accuracy of 98.27%, which is highlighted in red in this text. It is noted that ASD and TDSA produce high classification accuracies, whereas MFDFA shows poor performance. Even though combining MFDFA with other feature extraction methods can improve the overall precision a little bit, MFDFA does not contribute too much to the system accuracy. It also appears that MFDFA is not compatible with GA-VMD because it has the worst accuracy. In summary, Table 9 shows that the integration of SBELM with GA-VMD, sample entropy, ASD and TDSA is an accurate classification method for automatic knock detection.
5 Conclusion

In this paper, a novel intelligence engine knock detection system using a multiple feature-based-based SBELM algorithm (sparse Bayesian extreme learning machine) is successfully developed. GA-VMD is used to filter the unavoidable noises, in which GA is applied to obtain the optimal parameters to enhance the noise reduction ability. When the original time domain signals are decomposed into a series of IMFs, IMFs with sample entropy higher than the mean are selected as sensitive subcomponents for signal reconstruction. Multiple feature methods, including the TDSA, MFDA and ASD methods, are applied together to extract features from the denoised signals. The extracted features from the reconstructed signals are then classified by SBELM. The experimental results show that the accuracy of the knock detection system built by SBELM is superior to the accuracies of those built by ELM and KELM. Therefore, the integration of GA-VMD, with sample entropy, combined with TDSA, and ASD, and SBELM is effective for building automatic engine knock detection systems. Although the proposed method is successfully applied to real engines for engine knock detection, the dataset is recorded from a specific engine model. It will be appealing to apply to different engine models to further prove the reliability of the proposed method in the future work. Moreover, the training and test data for the proposed system can be expanded to cover more engine speeds, engine loads, air-fuel ratios, fuel octane numbers and engine temperatures in order to enhance the system generalization. In our current work, the proposed GA-VMD method has the limitation of eliminating non-Gaussian noise under heavy noise disturbances. Non-Gaussian noise always exists in the automotive propulsion system and usually leads to inconsistency and the divergence of the detection system. Therefore, the future work should...
consider the noise rejection capacity by using the correntropy to cope with the issue of non-Gaussian noise.
A Novel Multiple Feature-based Engine Knock Detection System using Sparse Bayesian Extreme Learning Machine
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Abstract.

Background Automotive engine knock is an abnormal combustion phenomenon that affects engine performance and lifetime expectancy, but it is difficult to detect. Collecting engine vibration signals from an engine cylinder block is an effective way to detect engine knock.

Methods This paper proposes an intelligent engine knock detection system based on engine vibration signals. First, filtered signals are obtained by utilizing variational mode decomposition (VMD), which decomposes the original time domain signals into a series of intrinsic mode functions (IMFs). Moreover, the values of the balancing parameter and the number of IMF modes are optimized using genetic algorithm (GA). IMFs with sample entropy higher than the mean are then selected as sensitive subcomponents for signal reconstruction and subsequently removed. A multiple feature learning approach that considers time domain statistical analysis (TDSA), multi-fractal detrended fluctuation analysis (MFDFA) and alpha stable distribution (ASD) simultaneously, is utilized to extract features from the denoised signals. Finally, the extracted features are trained by sparse Bayesian extreme learning machine (SBELM) to overcome the sensitivity of hyperparameters in conventional machine learning algorithms.

Results A test rig is designed to collect the raw engine data. Compared with other technology combinations, the optimal scheme from signal processing to feature classification is obtained, and the classification accuracy of the proposed integrated engine knock detection method can achieve 98.27%.

Conclusions We successfully propose and test a universal intelligence solution for the detection task.
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1 Introduction

In a spark-ignition automotive engine, engine knock is defined as an abnormal combustion phenomenon that is observed as a noise and can even indicate a major engine fault. Engine knock is an essential factor that constrains further improvements in thermal efficiency and causes serious engine damage, such as piston or cylinder breakage. During heavy knock, much extra heat is transferred to the combustion chamber wall, resulting in a rapid rise in the temperature of the piston and cylinder head. The overheating of these parts makes the intensity of the knock continue to increase. This consequential runaway phenomenon may trigger engine failure within a few minutes. Moreover, an excessively high pressure pulse due to heavy knock may occur in the end gas area. The interaction between this high local pressure and high local surface temperature inevitably weakens or corrodes the engine material.

On the premise of the accurate identification of signals associated with engine knock, some preventive measures should be performed, such as delaying the ignition timing. These signals can be monitored and collected by pressure wave amplitude analysis, exhaust gas temperature analysis, heat transfer analysis, etc. However, the high cost of in-cylinder pressure sensors, as well as the decreased lifetime expectancy resulting from high temperatures and high pressure, make the pressure wave amplitude method difficult to apply extensively. Exhaust gas temperature analysis suffers from low precision, and heat transfer analysis is difficult to apply in real time.

Massive pressure waves occur inside of an ignition chamber, and can emit an audible sound, and the resulting vibrations create the perceptible knock signal. Therefore, engine vibration signals are widely used for engine knock detection, which is a compromised solution for resolving conflicts between measuring precision and cost. When vibrations are detected in the cylinder wall, the knock sensor, which is a piezoelectric crystal placed on an engine cylinder block, creates a low voltage signal that is fed back to the electronic control unit (ECU). Knock can be determined when the resonant frequency is close to or beyond the frequency range of the knock frequency. However, engine vibrations include not only the in-cylinder pressure pulse but also piston slaps, valve train motion, fuel injector pulses and other engine structural vibrations, which have little influence on knock characteristics, but they easily conceal slight knock. Even though an advanced knock module can be installed to reduce background noise, the knock module requires expertise to tune the frequency band, central frequency and gains. In addition, it is difficult for experts to determine the optimal parameters of the knock module to filter out background noise under difficult time-varying conditions.

The vibration signal detection method uses an accelerometer to detect knock characteristics by measuring the vibration acceleration of the cylinder block. Since this method has the advantages of easy installation, high reliability and low cost, it is commonly employed in real-time engine knock detection. Although using vibration signals to determine engine knock is more practical, a cylinder block vibration signal has a substantial
amount of noise and signals from other vibration sources. Engine vibration signals cannot be applied to detect knock directly, and the original signals need to be processed using an accurate and effective signal denoising technique. Therefore, utilizing vibration signals for engine knock detection is still a challenging task.

Engine knock detection is a complicated problem that includes signal denoising, feature extraction, and feature classification. In signal denoising, although signals using variational mode decomposition (VMD) [35] are separated into a series of intrinsic mode functions (IMFs), IMFs depend on the values of the balancing parameter and the number of modes that are adjustable, and the results may be inaccurate when the parameters are not set in place. Therefore, there is an urgent need to obtain the optimal values of the VMD parameters. To reduce the computational burden in the later stage, some nonlinear dynamic parameters, such as energy ratio and correlation coefficient, should be used to extract the IMFs that represent prominent features. However, they are dependent on the record length, which is usually difficult or even impossible to acquire, especially in online condition monitoring and diagnosis. An appropriate indicator is also needed to determine sensitive subcomponents to select and reconstruct important IMFs. During feature extraction, each feature extraction method extracts different independent and complementary information from the signals. Therefore, an ensemble system using multiple feature learning is proposed to achieve high classification accuracy. Many experiments are usually needed to test the availability and performance of an optimal feature combination in specific applications. In feature classification, machine learning methods play an important role in the performance of the final classification results. Traditional neural networks and support vector machines have been applied to fault classification [17, 30]. However, they suffer from issues, including the computational burden of the large-scale fault classifier and the sensitivity of hyperparameters.

The main motivation of this research is to find the best solution in theory and application. In this paper, a novel intelligence engine knock detection system using multiple feature based sparse Bayesian extreme learning machine (SBELM), genetic algorithm-based VMD (GA-VMD) and sample entropy is proposed, and the salient contributions of this paper are organized as follows:

1) The traditional engine knock detection system usually relies on one kind of feature extracted from engine vibrations. Considering that the combination of different feature spaces from the observations would achieve better performance than any base classifier, an ensemble system using multiple feature learning is proposed to achieve high classification accuracy.

2) To overcome the dependency of the appropriate values of the balancing parameter and the number of modes, GA-VMD is used to filter unavoidable noise, in which the genetic algorithm (GA) is applied to obtain the optimal parameters to enhance the noise reduction ability. When the original time domain signals are decomposed into a series of IMFs, IMFs with sample entropy higher than the mean are selected as sensitive subcomponents for signal reconstruction.

3) This work is the first to attempt applying multiple features captured from engine vibration signals and SBELM together for engine knock detection. In addition to addressing the computational burden issue of the large-scale fault classifier, the ex-
tracted features are trained by SBELM to overcome the sensitivity of hyperparameters in conventional machine learning algorithms.

4) A universal intelligence solution for the detection task and the integration of GA-VMD with sample entropy, time domain statistical analysis (TDSA), alpha stable distribution (ASD), and SBELM are also proposed to build an effective engine knock detection system.

This paper is organized as follows. The related work is briefly reviewed in Section 2. Section 3.1 introduces the outline of the engine knock detection system. The design procedure of the detection system and the signal filtering method are presented in Section 3.2. The feature extraction technique is presented in Section 3.3 and the classification procedure, which involves multiple techniques, is presented in Section 3.4. The performance evaluations of the proposed detection system are given in Section 4. Finally, a conclusion is summarized in Section 5.

2 Related Work

We briefly review previous approaches related to engine knock detection.

2.1 Signal Denoising

Engine knock detection can be viewed as an engine fault detection problem that relies on the features captured from a signal. The signal may contain noise or it can be affected by other component vibrations, so the knock-related information contained therein is not easy to observe. Therefore, many efforts have been made to develop signal processing techniques [32], such as fast Fourier transform [15], short-time Fourier transform [27], continuous wavelet transform [7,39], discrete wavelet transform [6,34] and nonlinear wavelet transform [16]. The fast Fourier transform method converts a time domain signal into a frequency domain signal quickly, but it is not suitable for non-stationary signals, such as the knock signal, which experiences rapid changes in both time and frequency. The short-time Fourier transform is an alternative transform method for time-frequency analysis, but it has not been extensively used due to its low time resolution with a fixed window under high frequencies. The resolution issue has been solved by wavelet transforms. However, the application of a wavelet transform has been bound by its inherent defect, which is the limitation of the selection of a mother wavelet, and it is a nonadaptive transformation. Empirical mode decomposition (EMD) [31] is self-adaptable and decomposes a signal directly into several IMFs, which are defined as amplitude-modulated-frequency-modulated signals whose number of local extrema and zero-crossings differ at most by one [13]. For the phenomenon that mode mixing occurs repeatedly in EMD, ensemble EMD (EEMD), which decreases the chance of undue mode mixing to a certain extent, was proposed [5]. The IMF in EEMD is characterized as the mean of an ensemble of trials whereby a finite-amplitude white noise signal is added to the decomposed data in each trial; this approach increases the computational burden since the data size of IMF is equal to that of the raw data. In recent years, VMD has been introduced for noise analyses of rotating machines and as
a fault diagnosis method that has shown very promising results [8, 28, 35]. Although signals are separated into a series of IMFs, IMFs depend on the values of the balancing parameter and the number of modes that are adjustable, and the results may be inaccurate when they are not set in place [3]. Therefore, an optimization method utilizing GA is proposed in this work to solve the problem of parameter optimization.

To reduce the computational burden in the later stages, some nonlinear dynamic parameters, such as energy ratio [38] and correlation coefficient, should be taken to extract the IMFs that represent prominent features. However, the reliable estimation of both parameters depends on very long datasets, which are usually difficult or even impossible to acquire, especially during online condition monitoring and diagnosis. Entropy is defined as the loss of information in a time series or signal, such that approximate entropy [36] and sample entropy [24] are created to measure the repeatability or predictability within a time series. Due to its self-matching problem, approximate entropy is heavily dependent on the record length, and its value is uniformly lower than expected for short records and lacks relative coherence. Sample entropy is less dependent on the time series length and is utilized in this work to select and reconstruct important IMFs.

2.2 Feature Extraction

The selection of the feature extraction algorithm is known to play an important role in determining the performance of the classification system. An ensemble system using multiple feature learning is proposed to achieve high classification accuracy. This is made by combining the classifiers that are trained on different feature sets. The idea of combining different feature spaces from the observations made, that is, the combination of classifiers in different feature spaces, is the most effective way of combining classifiers and usually presents better results than any base classifier [9]. This occurs because each feature extraction method extracts different independent and complementary information from the signal. For this purpose, a diverse set of feature extraction methods using different approaches, such as TDSA, ASD and multi-fractal detrended fluctuation analysis (MFDFA), are selected.

2.3 Feature Classification

After feature extraction, machine learning methods play an important role in the performance of the final classification results. Traditional neural networks and support vector machines have been applied to fault classification [10, 14]. Much practical evidence shows that the long training time has greatly restricted the efficiency of these algorithms. In recent years, extreme learning machines (ELMs) have been utilized for multi-class classification based on a single hidden layer feed-forward network (SLFN) [12]. Recent studies show that the learning speed of ELM is faster than that of traditional learning algorithms [17, 26], so ELM can be suitable for large-scale problems. The dependent parameter of ELM is the number of hidden neuron nodes, but the initial hidden node parameters are random. Considering the susceptibility caused by the number of hidden neurons in conventional ELM, there might be a large number of hidden neurons selected in the trained model due to the minimization of the training error while ranking
neurons, resulting in a high computational cost. Instead of explicitly adding/deleting hidden neurons in the conventional sparse ELMs, SBELM automatically tunes most of the output weights to zeros with an assumed prior distribution, thus gaining sparsity and achieving very high generalization. Hence, SBELM requires less calculation and is more suitable as a large-scale fault classifier.

2.4 Previous Schemes

Knock detection is usually a complicated problem that requires a combination of multiple techniques. Some previous schemes provided effective solutions by exploiting different technologies and ensured the reliability of knock detection. Sound vibration signal processing was proposed in [25]. In [25], a combination of methods, such as pass high-frequency filter, normalized envelope function and regression, was used to describe knock patterns, and then, the Euclidean distance was used to determine the existence of a detonation and achieved an accuracy of approximately 95%. However, the linear filter and distance-based classifier have limited noise reduction and feature classification abilities, respectively. A knock characteristic detection method based on wavelet denoising and EMD was proposed in [4]. The results indicated that the knock detection accuracy was 97%. An approach for detecting engine knocks of various intensities based on the vibration signal of an engine block using VMD and semi-supervised local Fisher discriminant analysis was proposed in [3], and the classification rate for strong knocks was over 95%. As mentioned above, there is much room for improvement in the denoising performance and accuracy.

![Fig. 1. Engine knock detection framework and project workflow](image-url)
3 Designed of the Engine Knock Detection System

3.1 Outline of the Detection System

Motivated by the above general engine fault diagnostic requirements, a novel practical engine knock detection framework and project workflow are proposed in Fig. 1. The proposed framework contains three main sections: signal filtering, feature extraction and classification. The GA-VMD method is developed to separate noise from the raw signal with a low computational burden compared with EEMD, where VMD is integrated with GA to achieve appropriate values of the balancing parameter and the number of modes. While the VMD converts the original signal into a series of IMFs, sensitive IMFs are then selected by sample entropy for further filtered signal reconstruction, and the unconsidered IMFs are removed. In terms of candidate feature extraction techniques before fault classification, TDSA, MFDFA, ASD and their possible combinations are tested to describe the distinguishable characteristics of the denoised signals. These features are trained by SBELM to establish a precision classifier. After the features of an unseen signal are fed to the trained classifier, a universal detection scheme is achieved to accurately identify engine knock online, such that the ECU can perform some actions, such as the retardation of the ignition in advance, to protect the engine.

3.2 Signal Filtering

GA-VMD For nonlinear and non-stationary time-frequency characteristics, GA-VMD is considered for signal filtering in the following work.

The goal of VMD is to decompose a real valued input signal \( f \) into a discrete number of sub-signals (i.e., IMFs) \( u_k \) that have specific sparsity properties while reproducing the input. Here, the sparsity property of each mode is chosen to be its bandwidth in the spectral domain. In other words, we assume the \( k \)th mode to be mostly compact around a center pulsation \( \omega_k \), which is to be determined along with the decomposition.

To assess the bandwidth of a mode, the following scheme is proposed. (i) For each mode \( u_k \), the associated analytic signal is computed by means of the Hilbert transform to obtain a unilateral frequency spectrum. (ii) For each mode, the frequency spectrum of the mode is shifted to the “baseband” by mixing an exponentially tuned value with the respective estimated center frequency. (iii) The bandwidth is now estimated through the Gaussian smoothness of the demodulated signal, i.e., the squared \( L_2 \)-norm of the gradient. The resulting constrained variational problem is given as follows,

\[
\min_{\{u_k, \omega_k\}} \sum_{k=1}^{K} \left\| \partial_t \left( \delta(t) + \frac{j}{\pi t} \right) \ast u_k(t) \exp(-j\omega_k t) \right\|_2^2
\]

s.t. \( \sum_{k=1}^{K} u_k(t) = f(t) \) (1)

where \( t \) is the time script, \( \delta \) is the Dirac distribution and \( \ast \) denotes convolution. \( \{u_k\} := \{u_1, \ldots, u_K\} \) and \( \{\omega_k\} := \{\omega_1, \ldots, \omega_K\} \) are shorthand notations for the sets of all modes and their center frequencies, respectively. \( k = 1, 2, \ldots, K \) and \( K \) is the number of modes of the intrinsic mode components.
The solution to Eq. (1) can be easily achieved via an unstrained optimization problem using the augmented Lagrangian method

\[ L(u_k, \omega_k, \lambda) := a \sum_{k=1}^{K} \left\| \hat{h}_k \left( \hat{f}(t) + \frac{j}{\pi} \right) u_k(t) \exp(-j\omega_k t) \right\|_2^2 + \left\| f(t) - \sum_{k=1}^{K} u_k(t) \right\|_2^2 + \left\langle \lambda(t), f(t) - \sum_{k=1}^{K} u_k(t) \right\rangle \]  

(2)

where \( a \) is the balancing parameter of the data-fidelity constraint, and \( \lambda \) is the Lagrange multiplier. An alternating direction method of multipliers is adopted to solve Eq. (2). The estimated modes \( u_k \) and the corresponding updated center frequency \( \omega_k \) in the frequency domain can be achieved as follows:

\[ u_k^{n+1}(\omega) = \frac{\hat{f}(\omega) - \sum_{j=1}^{K} u_k^{n+1}(\omega) - \sum_{i=1}^{K} u_i^{n}(\omega) + \lambda^n(\omega)/2}{1 + 2a(\omega - \omega_k^n)^2} \]  

(3)

\[ \omega_k^{n+1} = \frac{\int_0^\infty \omega |u_k^{n+1}(\omega)|^2 d\omega}{\int_0^\infty |u_k^{n+1}(\omega)|^2 d\omega} \]  

(4)

where \( \hat{f}(\omega) := 1/\sqrt{2\pi} \int_0^\infty f(t) \exp(-j\omega t) dt \) with \( j^2 = -1 \), is the Fourier transform of the signal \( f(t) \). The Lagrangian multiplier is updated as:

\[ \lambda^{n+1}(\omega) = \lambda^n(\omega) + \tau_0 \left( \hat{f}(\omega) - \sum_k u_k^{n+1}(\omega) \right) \]  

(5)

where \( \tau_0 \) is the update parameter.

However, the values of the balancing parameter \( a \) and the number of modes \( K \) in Eq. (2) need to be predefined based on experience. For small values of \( a \), one or more additional modes comprise noise. For large values of \( a \), the essential parts of the signal are shared by at least two distinct modes, and their center frequencies overlap resulting in mode duplication. In addition, when the value of \( K \) is set too large, tampering features impede the accuracy of signal filtering, and essential intrinsic mode components are missed when the value of \( K \) is set too small. Additionally, the computational load can also be large due to the size of the data and a large mode number. Therefore, it is necessary to optimize those values to achieve satisfactory performance.

In the existing optimization techniques, many sequential search techniques are based on greedy methods. They are not suitable for global optimality but acceptable for local optimality. For instance, orderly searches consist of forward and backward selection. However, orderly forward and backward search techniques are not only more computationally expensive but also cannot perform undo processes, such as deleting or inserting features. In recent years, a novel memetic GA method for solving the traveling salesman problem was proposed in [1]. An application of GA and fuzzy goal programming to solve congestion management problems was proposed in [22]. The GA technique is based on evolutionary theory and the random search method. In this case, randomness is added to the search process to avoid local optima. GA is reliable and widely
used in the optimization of artificial neural network parameters or signal processing algorithm parameters \[28,37\]. Therefore, GA is introduced in this work to obtain the optimal values of the VMD parameters. For the optimization of signal processing parameters, the entropy concept is applied to the GA-VMD algorithm. In theory, a smaller entropy value leads to stronger properties and a clear signal distribution. The minimum envelope spectrum entropy value (MESEV) is proposed as the fitness function of the optimization and is obtained by the following steps:

(i) The Hilbert transform of an IMF signal, which is further described as a time series \[u_k(t)\], can be expressed by

\[ h_k(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{u_k(t)}{t-\tau} d\tau \]  

where \(t = 1, 2, \ldots, N\), and \(N\) is the length of the signal.

(ii) The envelope of the signal \(u_k(t)\) is:

\[ E_k(t) = \sqrt{u_k^2(t) + h_k^2(t)} \]  

(iii) The envelope \(E(t)\) is normalized as follows:

\[ N_k(t) = \frac{E_k(t)}{\sum_{i=1}^{N} E_i(t)} \]  

(iv) The envelope spectrum entropy value after normalization is:

\[ V_k = -\sum_{i=1}^{N} N_k(t) \ln N_k(t) \]  

(v) The MESEV is:

\[ (a, K) = \arg \min \{V_k\} \]  

The proposed GA-VMD method is summarized in Fig. 2. The initial ranges for parameters \(a\) and \(K\) are assigned according to the actual situation at the beginning of the process. Then, GA-VMD initializes the population of GA and calculates the MESEV of each IMF. The operators in GA are compared to determine whether the current MESEV is the minimum. If not, the population is updated by new individuals until the minimum is reached. MESEV is used as a fitness function so that the iteration is stopped when the minimum MESEV converges to a stable constant or reaches the preset number of iterations. The values of \(a\) and \(K\) at the minimum MESEV are the optimal values.

**Sample Entropy** IMF selection methods that are commonly used in VMD are presented in this work to select and reconstruct important IMFs. Sample entropy is investigated to determine sensitive subcomponents.

Even though a higher energy ratio can reflect the fault-related information, faults usually appear at a low energy ratio. Noise always exists in raw signals and may cause incorrect IMF selections. By defining \(N - m + 1\) templates, each of size \(m\), which are
Fig. 2. Flowchart of the GA-VMD method
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Pincus suggested that the value of the threshold $r$ should be selected between 0.1 and 0.25 and multiplied by the standard deviation of the raw signal and that $m$ should be equal to 1 or 2. The IMFs with values higher than a preset threshold are chosen as the sensitive IMFs to reconstruct the denoised signal.

**Remark 1.** The above selection algorithms are used to determine the sensitive subcomponents from all IMFs, and the sensitive IMFs can reflect the knock features. The main pure signal is then reconstructed from the selected IMFs, i.e., $\hat{f}(t) = \sum_{P=1}^{K} u_P(t)$, where $u_P(t)$ is the $P$th sensitive IMF decomposed by VMD, and $K$ is the number of sensitive IMFs.

### 3.3 Feature Extraction

In this section, a brief description of the three main feature sets used in the proposed multiple feature learning system is given.

**Time Domain Statistical Analysis** Traditionally, machinery signals were usually extracted by TDSA \[29\]. These statistical features describe the characteristics of a signal by a direct calculation with simple computations. Features such as standard deviation, root mean square, peak, skewness, kurtosis, crest factor, shape factor and impulse factor are employed in this work.

**Alpha Stable Distribution** ASD is suitable for describing random signals that have highly non-Gaussian distributions and heavy tails \[33\]. In ASD, the probability density function (PDF), which is utilized for describing the statistical characteristics of data, can be determined by the four parameters $\alpha$, $\beta$, $\gamma$ and $\delta$. These parameters are usually expressed by their characteristic functions,

$$
\phi(t) = \exp\left( j\delta t - \gamma |t|^\alpha \right) \left[ 1 + j\beta \text{sign}(t) \theta(t, \alpha) \right]
$$

where $\theta(t, \alpha) = \begin{cases} \tan \left( \frac{\alpha \pi}{2} \right) & \alpha \neq 1 \\ \frac{\delta}{\beta} \log |t| & \alpha = 1 \end{cases}$. In this work, four parameters ($\alpha, \beta, \gamma$ and $\delta$) are used to describe the different characteristics as features for further classification.

**Multi-Fractal Detrended Fluctuation Analysis** Detrended fluctuation analysis (DFA) is a fractal scaling method for perceiving long-range correlations in noisy and non-stationary time sequences. However, DFA is a mono-fractality method and is barely able to deal with multi-fractality nonlinear time series in dynamical mechanisms. Therefore, MFDDA was proposed for multi-fractality non-stationary time series analysis by extending the theory of DFA \[18\]. MFDDA has been verified in revealing the dynamic behavior hidden in multi-scale non-stationary signals and is described as follows.

The processed bounded time series $\{\tilde{f}(1), \ldots, \tilde{f}(t)\}$ is converted into an unbounded time series $\{\mathcal{F}(1), \ldots, \mathcal{F}(t)\}$ by a cumulative sum as follows:

$$
\mathcal{F}(t) = \sum_{i=1}^{t} (\tilde{f}(i) - \bar{f}(t))
$$
where \( \hat{f}(t) \) is the mean of the time series \( \{ f(1), \ldots, f(t) \} \). Then, \( F(t) \) is divided into \( N_p \) non-overlapping segments with equivalent lengths \( p \), where \( N_p \equiv \text{int}(N/p) \). If \( N \) cannot be divided by \( p \), the remaining part of the profile may be truncated. To retain with this unused part, the same process is implemented from the opposite end, and \( 2N_p \) segments are derived. For segment \( l = 1, \ldots, N_p \), the least square of \( F^2(p, l) \) is calculated as

\[
F^2(p, l) = \frac{1}{p} \sum_{i=1}^{p} (F((l-1)p + i) - f_i)^2
\]

For segment \( l = N_p + 1, \ldots, 2N_p \),

\[
F^2(p, l) = \frac{1}{p} \sum_{i=1}^{p} (F(N - (l - N_p)p + i) - f_i)^2
\]

where \( f_i \) is a fitting polynomial in the \( l \)th segment. Different orders of the polynomial result in different eliminating trends from the profile. The \( q \)th order fluctuation function can be obtained by the average over all segments

\[
F_q(p) = \left( \frac{1}{2N_p} \sum_{l=1}^{2N_p} (F^2(l, p))^{q/2} \right)^{1/q}
\]

where \( q \) is any real value except zero. Using different time scales of \( p \), the scaling behavior of the fluctuation functions can be determined by analyzing the logarithmic relationship of \( F_q(p) \) versus \( p \) for each \( q \).

\[
F_q(p) \propto p^{H(q)}
\]

The relationship between the generalized Hurst exponent \( H(q) \) and the scaling exponent \( \tau(q) \) is as follows:

\[
\tau(q) = qH(q) - 1
\]

The singularity exponent \( h_q \) and the multi-fractal singularity spectrum \( D_q \) are selected as the features and expressed as

\[
h_q = \tau'(q) = H(q) + qH'(q)
\]

\[
D_q = qh_q - \tau(q) = q[h_q - H(q)] + 1
\]

where \( H'(q) \) represents the derivative of \( H(q) \) with respect to \( q \). The Hölder exponent \( h_q \) characterizes the strength of the singularity, and \( D_q \) represents the Hausdorff dimension of the fractal subset with the exponent \( h_q \), which are utilized to describe the different characteristics.

**Remark 2.** The three feature extractors describe the features from three aspects, and have multiple forms of arrangements and compositions. Time domain features have been proven to be effective for degradation monitoring and failure prognostics in the existing literatures. MFDFA is able to characterize the internal dynamics mechanism of fault signals and to detect slight changes in complex environments. The widely used ASD method has good robustness in the modeling of pulse shape in non-Gauss signals.
Remark 3. The above feature extraction techniques, including TDSA, MFDFA, ASD, and their possible arrangements (i.e., combinations), as shown in Fig.3, are tested to describe the distinguishable characteristics of the denoised signals. The optimal arrangement for finalizing the design of the feature extraction approach, as shown in Fig.4, is determined according to the optimal classification results obtained through the SBELM classifiers, which are described in the following section.

3.4 Sparse Bayesian Extreme Learning Machine for Engine Knock Detection

The SBELM classifier is trained on data \((x, T)\), which contain the above characteristics of any one arrangement and the known knock label. It is well known that neural network methods have been used successfully for fault diagnoses, and recently, a family of ELMs have been developed for training an SLFN with fast learning speeds and good generation performance. However, the execution time of ELM is quite unstable and depends on the number of hidden neurons (network size). Although a kernel-based ELM (KELM) that does not require hidden neurons and tends to provide better accuracy than basic ELM has been proposed, it suffers from large model size issues when the size of the training dataset is large. Before the development of ELM, relevance vector machine (RVM) was also available. RVM can train the kernel machine on a dataset and
automatically prune the irrelevant basis elements to gain sparsity. To reduce the sensitivity of the number of hidden neurons in conventional ELM, SBELM was proposed, and it combines the advantages of the low computational load of ELM and the small weight and good prediction posterior probability of RVM. Reference [17] showed that when the number of hidden nodes is over 50, the classification accuracy could remain stable. This feature makes it more suitable as a large-scale fault classifier. The SBELM algorithm can be explained as follows.

The output weight of SBELM is learned by the Bayesian method instead of using the Moore-Penrose generalized inverse of the matrix [2]. The hidden layer output \( H = [h_1, \ldots, h_l, \ldots, h_N]^T \) becomes the input of SBELM, where \( h_i \in \mathbb{R}^p \) is the hidden feature mapping with respect to input \( x_i \in \mathbb{R}^p \). \( L \) is the number of characteristics of the optimal arrangement, and \( N \) is the number of classifier outputs. Each training sample \( x_i \) from the extracted features can be treated as an independent Bernoulli case.

Using iterative reweighted least squares to find the Laplace mode \( \hat{W} \) is efficient; hence the gradient \( \nabla E \) must be computed:

\[
\nabla E = \nabla_w \ln[P(T|W, H)P(W|\alpha)] = H^T(T - Y) - AW
\]

\[
\phi = \nabla_w \nabla_w \ln[P(T|W, H)P(W|\alpha)] = -(H^T B H + A)
\]

where \( W = (w_1, \ldots, w_m, \ldots, w_L)^T \) is the hidden layer matrix. \( T = (T_1, \ldots, T_t, \ldots, T_N)^T \), \( T_i \in [0, 1] \) is a target output vector. \( \alpha = [\alpha_1, \ldots, \alpha_L]^T \) is the independent prior in relation to each \( w_m \), and some values of \( w_m \) are regulated to zero by adaptive rectangular decomposition (ARD) to select important hidden neurons. \( Y = (y_1, \ldots, y_N)^T \), where \( y_i = \sigma(h_i, w_i) \). \( A = \text{diag}(\alpha) \) and \( B \) is a diagonal matrix, where \( b_i = y_i(1 - y_i) \). Subsequently, \( \hat{W} \) can be obtained by

\[
W_{\text{new}} = W_{\text{old}} - \phi^{-1} \nabla E = (H^T B H + A)^{-1}H^T B \hat{T}
\]

where \( \hat{T} = HW + B^{-1}(T - Y) \). The center \( \hat{W} \) and covariance matrix \( \Sigma \) of the Gaussian distribution are

\[
\Sigma = (H^T B H + A)^{-1} \quad \text{and} \quad \hat{W} = \Sigma H^T B \hat{T}
\]

As a result, \( \ln[P(T|W, H)P(W|\alpha)] \propto N(\hat{W}, \Sigma) \) is formed and the log marginal likelihood \( L(\alpha) = \ln P(T|\alpha, H) \) can be computed by setting \( L(\alpha) \) to zero as follows:

\[
\frac{\partial L(\alpha)}{\partial \alpha_m} = \frac{1}{2 \sigma_m} - \frac{1}{2} \frac{\Sigma_{mm}}{\sigma_m} - \frac{1}{2} \frac{\hat{\alpha}_m^2}{\sigma_m^2} = 0 \rightarrow \alpha_m^{\text{new}} = \frac{1 - \alpha_m \Sigma_{mm}}{\hat{w}_m^2}
\]

By setting the initial values of \( w_m \) and \( \sigma_m \), \( \hat{W} \) and \( \Sigma \) are updated by Eq. (24) and the values of \( \alpha_m \) are updated by substituting \( \alpha_m \) and \( \Sigma \) into Eq. (25). The marginal likelihood function is iterated to the maximum value until the convergence criterion is met.

In summary, the whole learning procedure of the fault diagnosis scheme is given below. Given the knock label \( T_i \) and the training denoised signal \( f(t) \), the training procedure is shown as follows:

1. Initialize the hidden layer parameters \( w_m \) and \( \sigma_m \).
2. Compute the output weights \( \hat{W} \) using Eq. (25).
3. Update the hidden layer covariance matrix \( \Sigma \) using Eq. (24).
4. Repeat steps 2 and 3 until the convergence criterion is met.

The learning procedure is iterated to the maximum value until the convergence criterion is met.
Training procedure

(i) Extract the characteristic data $x_t^{(r)}$ via generating all possible arrangements of three feature extraction methods from the denoised training signal $\hat{f}(t), r = 1, \ldots, 7$

(ii) For each arrangement,

**Initialization**: randomly generate input weights and calculate the output of hidden layer $H, W = 0, \alpha = 10^{-5}I$

**Step 1**: Estimation of output weights $W$

(a) Set the initial value $\Sigma = 0$, and define an intermediate variable $g = 0$

(b) Sequentially calculate the mapping of every input $x_t^{(r)}$ to $h_t$ with random ELM hidden weights

For $t = 1 : N$

$\epsilon = \epsilon + y_t(1 - y_t)h_tT_h$

$g = g + (-1)(T_t - y_t)h_tT_h$

End for

(c) $\Sigma = (\epsilon + \text{diag}(\alpha))^{-1}, \nabla E = g + \text{diag}(\alpha)W$

(d) Find step size $\lambda$ with line search method, $W = W - \lambda \Sigma^{-1} \nabla E$

(e) If $\text{norm}(\nabla E)$ is under a predefined gradient tolerance, then go to Step 2. Otherwise, go to Step 1.

**Step 2**: Estimation of hyperparameter $\alpha$.

(f) For every $\alpha_m$

$\alpha_m = (1 - \alpha_m \Sigma^{-1})/w_k^2$

End for

**Step 3**: Pruning nodes

(g) If $\alpha_m >$ predefined maximum

prune $\alpha_m, w_m, H(:, m), L = L - 1$

End if

(h) If the absolute difference between two successive logarithm values of $\alpha_m$ is lower than given tolerance, then stop. Otherwise, repeat **Step 1 to Step 3**.

(iii) Calculate the classifier results of each arrangement, and select the optimal arrangement.

Testing procedure For each denoised signal $\hat{f}(t)$,

(i) Extract the characteristic data $x_t$ via selected optimal arrangement from the denoised signal $\hat{f}(t)$.

(ii) Calculate the output of the related classifier, whose parameters are inherited from training procedure.

4 Experiment and Evaluation

4.1 Experimental Setup

To test and train the proposed framework, a test rig is designed to collect the raw engine data and is presented below.
A Honda K20A Type-R engine, which is a four-stroke, four-cylinder spark-ignition engine, is utilized as the test rig as shown in Fig. 5. The research octane number of the fuel is 98, which was purchased from a regular gas station. The experimental setup as shown in Fig. 6 can be divided into three main sections. The first section contains the ECU, the engine and relative peripheral sensors, where the raw data are collected via a knock sensor. The second section contains the dynamometer and its control system for varying the loading condition of the engine. The third section contains the combustion analyzer with an in-cylinder pressure sensor, which is used to detect whether knock exists in the experiment. The data collected by the in-cylinder pressure can validate the result of the proposed system. The main components are as follows:

Electronic Control Unit A MoTeC M800 programmable ECU controls the engine by monitoring sensor signals and adjusting the outputs based on the look-up tables. The ECU can control the spark timing, fuel injection time and engine temperature. In this work, the injection time and ignition timing are important for ECU control. During the experiment, the injection time and ignition timing at different engine speeds and loads can be adjusted through the fuel map and ignition map in the ECU, respectively. The fuel map mainly controls the air-fuel ratio or air ratio. To measure the air-fuel ratio/air ratio, a lambda sensor/oxygen sensor is installed in the exhaust pipe and used for measurement.

Dynamometer and Control System A DW160 eddy-current dynamometer is used to apply the engine load and control the engine throttle for simulating different driving conditions. The dynamometer is coupled to the test engine.
**Combustion Analyzer** An MA3001 combustion analyzer, which was produced by PowerMAC Co., Ltd., is used to analyze the in-cylinder pressure and corresponding crank angle. The analyzer consists of two parts: (i) The crank angle sensor, which is mounted on the engine crankshaft terminal to measure the engine crank angle in the engine cycle. The sensor is used to convert the rotational speed and phase position of the crankshaft into a digital angle signal, which helps monitor the pressure wave for knock detection. (ii) A piezoelectric in-cylinder pressure sensor is employed to measure the in-cylinder combustion pressure for validation. The signal from the cylinder pressure sensor is then amplified by a charge amplifier. The crank angle signal and the amplified in-cylinder pressure signal are sent to the analyzer for pressure wave analysis. Before starting the experiment, the devices had to be calibrated. The calibrated range and sensitivity charge of the amplifier are set to 150 bar and $-10.22 \text{ pC/bar}$ to match the in-cylinder pressure sensor. The mode of the amplifier is set to 0 – 10 V according to the specification of the combustion analyzer. The voltage-pressure conversion coefficient of the combustion analyzer is set to 15, depending on the amplifier and the test engine torque. It is worth noting that the top dead center position needs to be calibrated when the crank angle sensor is installed on the test engine.

**Data Collection and Analysis** A software called GoldWave is installed on a computer to record the engine signals from the knock sensor. The signal is then passed to MATLAB to conduct signal filtering, feature extraction and classification.

### 4.2 Operating Conditions for Experiment Data Collection

To verify the proposed scheme, real engine data are recorded and analyzed. Since the fuel used in the experiment has a high-octane number, engine knock does not easily occur. To produce knock conditions under different driving conditions without damaging
the engine in the laboratory, the engine is operated under two working conditions: i) low speed with high load conditions and ii) high speed with low load conditions. The engine load is provided by the dynamometer by applying opposite torque to the engine. The ignition timing is advanced gradually. The initial engine temperature before knocking is held at 85°C ± 5°C. The engine load, speed and air-fuel ratio are changed within a certain range. The combustion analyzer records the pressure wave pattern to determine the presence of engine knock so that the training and test data can be obtained. A total of 1800 sets of data are recorded according to different driving conditions, as shown in Table 1.

<table>
<thead>
<tr>
<th>Operation condition</th>
<th>Number of samples</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed (rpm) Load (Nm) Air-fuel Ignition Timing (°BTDC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000±300 60±5 1±0.5 10°±2.5 to 45°±2.5</td>
<td>320</td>
<td>Simulate a low-speed and high-load driving condition</td>
</tr>
<tr>
<td>2000±300 12±5 1±0.5 10°±2.5 to 45°±2.5</td>
<td>990</td>
<td>Simulate a high-speed and low-load driving condition</td>
</tr>
<tr>
<td>3000±300 12±5 1±0.5 10°±2.5 to 45°±2.5</td>
<td>490</td>
<td>Simulate a high-speed and low-load driving condition</td>
</tr>
</tbody>
</table>

Fig. 7. Pressure versus crank angle under (left) non-knock and (right) knock conditions

At the beginning of the experiment, knock does not occur easily at idle speeds due to the high anti-knock quality of the fuel, even when the ignition timing is substantially advanced and the air-fuel ratio is enriched. Under this condition, the cylinder pressure wave pattern in the combustion analyzer is still smooth, as shown on the left-hand side of Fig. 7. When the ignition advances and the engine load continues to increase, the shape of the pressure wave sharply increases. When the ignition timing and engine load are increased to a certain range, an obviously high and sharp pressure wave appears, indicating the existence of knock, as shown on the right-hand side of Fig. 7. Therefore, it is not easy to generate a knock at a low engine speed with a high-octane fuel unless the engine load is high. Certainly, engine operating at a high engine speed under a high-octane fuel can generate knock easily under a low engine load. It is noteworthy that the combustion analyzer and in-cylinder pressure signal are not suitable for in-use vehicles
due to their high costs, so they are used only for validation and labeling only. The actual knock detection signal is the engine vibration signal captured by the knock sensor.

The vibration signal collected by the knock sensor converts the shock of cylinder pressure into an electronic signal. For each driving condition, the raw signals are recorded for 0.15 seconds with a sampling rate of 48000 Hz. Therefore, each sample contains a time series with 7200 sampling points. Six randomly selected vibration signals from the 1800 sets of data shown in Table 2 are illustrated in Fig.8, where half of the signals are non-knock labeled signals and half are knock labeled signals. They are used as training dataset to train the classifiers. It can be observed from Fig.8 that the non-knock signals ($s_1, s_2, s_3$) are very difficult to manually distinguish from the knock signals ($s_4, s_5, s_6$). Therefore, the proposed framework is applied to remove noise from
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**Fig. 8.** Time domain engine vibration signals
Table 2. Experimental setup of the sample vibration signals

<table>
<thead>
<tr>
<th>Vibration</th>
<th>Speed (rpm)</th>
<th>Load (Nm)</th>
<th>Air-fuel ratio</th>
<th>Ignition timing (° BTDC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-knock</td>
<td>s₁ 1000</td>
<td>58.1</td>
<td>0.9</td>
<td>20</td>
</tr>
<tr>
<td>knock</td>
<td>s₂ 2000</td>
<td>7</td>
<td>0.9</td>
<td>20</td>
</tr>
<tr>
<td>s₃ 3000</td>
<td>9</td>
<td>0.9</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Knock</td>
<td>s₄ 1000</td>
<td>58.1</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>s₅ 2000</td>
<td>12</td>
<td>0.9</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>s₆ 3000</td>
<td>15</td>
<td>0.7</td>
<td>42</td>
<td></td>
</tr>
</tbody>
</table>

vibration signals and detect knock. The experimental data and program code in MATLAB are available at https://github.com/wangdai11/EKDS

4.3 Results and Evaluation

Signal Filtering Signal filtering is the first step of the proposed framework, and it reduces noise from the raw vibration signals. VMD converts the raw signals into a series of IMFs. Sample entropy is employed in the proposed signal processing methods to remove the insensitive IMFs. For comparison, signal s₆ is used as an example in this section to evaluate the filtering ability of the proposed GA-VMD.

IMFs of VMD depend on the adjustable parameters a and K, which are inaccurate when the parameters are set inappropriately. Therefore, GA is proposed to obtain the appropriate values for a and K. The parameters of GA are set as follows: population size=50, number of generations=200, mutation rate=0.01, mutation percentage of the population=0.8. The input ranges of a and K are set to [100, 10000] and [2, 20] respectively. After 50 runs of GA, the average values are a = 1463 and K = 9.9 respectively. Therefore, a and K are set to 1500 and 10.

Fig. 9 illustrates an example that shows the influence of different values of a and K on signal filtering. When a is set too large or when K is set inappropriately, some knock resonant frequencies (Fig. 9f, 9h, 9j, and 9l) cannot be clearly displayed compared with Fig. 9b. Choosing sample entropy as the IMF selection method due to the best noise reduction ability, Fig. 9c and Fig. 9d show the GA-VMD results. Fig. 9c, Fig. 9d and Appendix A show that only GA-VMD can clearly reflect all the resonant frequencies.

The results of using VMD and different IMF selection methods for signal s₆ are shown in Fig. 10 and Table 3. Each method takes the threshold T to select the appropriate IMFs for signal reconstruction, where \( T = \frac{\sum_{i=1}^{K} \text{IMF}_i}{K} \) and K is the total number of IMFs. The IMFs with values higher than the threshold are chosen and highlighted in red in Table 3. The selected IMFs are reconstructed into a denoising signal and the envelope spectrum of the filtered signals is used to identify the knock resonant frequency. Fig. 11 shows the envelope spectrum of the GA-VMD noise reduction under different IMF selection methods. Fig. 11c and Appendix B show that only the sample entropy can reflect the knock resonant frequencies as shown in Fig. 11f. This further indicates that the sample entropy approach has good noise reduction and signal reconstruction abilities.
Feature Extraction Feature extraction, a pretreatment for machine learning methods, is the second step of the proposed knock detection method. The applications of TDSA, ASD and MFDFA are used for extracting cognizable features from the filtered signals.
Fig. 10. IMFs obtained based on GA-VMD
Table 3. Results of GA-VMD with different IMF selection methods

<table>
<thead>
<tr>
<th>$a_0$</th>
<th>Correlation Coefficient</th>
<th>Energy Ratio</th>
<th>Sample Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMF1</td>
<td>0.7790</td>
<td>0.5632</td>
<td>0.0645</td>
</tr>
<tr>
<td>IMF2</td>
<td>0.3963</td>
<td>0.0744</td>
<td>0.5218</td>
</tr>
<tr>
<td>IMF3</td>
<td>0.3051</td>
<td>0.0356</td>
<td>0.6086</td>
</tr>
<tr>
<td>IMF4</td>
<td>0.2835</td>
<td>0.0236</td>
<td>0.5841</td>
</tr>
<tr>
<td>IMF5</td>
<td>0.2338</td>
<td>0.0215</td>
<td>0.5775</td>
</tr>
<tr>
<td>IMF6</td>
<td>0.2886</td>
<td>0.0162</td>
<td>0.5748</td>
</tr>
<tr>
<td>IMF7</td>
<td>0.1954</td>
<td>0.0147</td>
<td>0.5362</td>
</tr>
<tr>
<td>IMF8</td>
<td>0.1875</td>
<td>0.0128</td>
<td>0.5934</td>
</tr>
<tr>
<td>IMF9</td>
<td>0.1934</td>
<td>0.019</td>
<td>0.5911</td>
</tr>
<tr>
<td>IMF10</td>
<td>0.1442</td>
<td>0.0084</td>
<td>0.5979</td>
</tr>
<tr>
<td>$T$</td>
<td>0.2897</td>
<td>0.0790</td>
<td>0.5260</td>
</tr>
</tbody>
</table>

Each extracted feature can compress a large number of time series data into specific numbers. These specific numbers representing meaningful features are then used to establish a classification model for knock detection.

Table 4 shows the TDSA features of 24 randomly selected engine vibration signals under different conditions, including mean $y_{mean}$, standard deviation $y_{std}$, root mean square $y_{rms}$, peak $y_{peak}$, skewness $y_{skew}$, kurtosis $y_{kurt}$, crest factor $y_{crf}$ and $y_{crf}$, shape factor $y_{sf}$ and impulse factor $y_{if}$, which are created under different ignition timing and loading conditions. In Table 4, the sample signals $A_1$ to $A_8$ are at 1000 rpm, $B_1$ to $B_8$ are at 2000 rpm and $C_1$ to $C_8$ are at 3000 rpm. These statistical features can be used to separate knock data from non-knock data. Therefore, these statistical features are kept for the inputs of the classifiers.

The ASD algorithm is a feature extraction method that emphasizes the characteristic parameters $\alpha$, $\beta$, $\gamma$, and $\delta$. The values of these parameters are self-generated by the wave patterns of the signal. The ASD characteristic parameters and the magnitudes of the PDF are different under knock and non-knock conditions as shown in Fig. 12. Therefore, the parameters $\alpha$, $\beta$, $\gamma$, $\delta$ and $h$ are selected as the inputs of the classifiers.

Table 5 shows the five ASD parameters of the same 24 vibration samples ($A_1$ to $A_8$, $B_1$ to $B_8$ and $C_1$ to $C_8$) in Table 4.

Fig. 13 depicts that the knock data mainly lay between the large values of $\gamma$ and $\alpha$, but the non-knock data are dispersive. Most of the non-knock data have higher values of $h$ and $\alpha$ than the knock data. In this case, most knock data can be separated from the non-knock data with this method.

MFDFA is another feature extraction approach that emphasizes the 3 points in the multi-fractal spectrum: i) the first points of the multi-fractal curves ($h_{b1}, D_{b1}$); and ii) the end points of the multi-fractal curves ($h_{b6}, D_{b6}$); and iii) the peaks of the multi-fractal curves ($h_{b1}$). The signal under various working conditions provides different spectra, as shown in Fig. 14. Table 7 shows the five multi-fractal parameters ($h_{b1}, D_{b1}, h_{b6}, D_{b6}$, and $h_{b1}$) of the same 24 vibration samples ($A_1$ to $A_8$, $B_1$ to $B_8$ and $C_1$ to $C_8$).

The distribution results of the multi-fractal parameters in Fig. 15 show that most of the knock data in Table 4 can also be separated from the non-knock data under GA-VMD. Therefore, MFDFA is also considered in this work.

The above three feature extraction methods are feasible and produce different separable features, so they are used in different combinations. In total, 20 features based
on TDSA, ASD and MF DFA methods are obtained, as shown in Table 5. The different characteristics of the knock data and non-knock data are then entered into the machine learning methods for building classifiers for diagnosis.
Classification  Classification is the last step of the proposed framework. The extracted features are learned using two other machine learning algorithms, where ELM and
Fig. 13. ASD parameters

Fig. 14. Multi-fractal spectra of different signals

Table 5. Extracted features

<table>
<thead>
<tr>
<th>Methods</th>
<th>Features</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDSA</td>
<td>Mean, standard deviation, root mean square, peak, skewness, kurtosis, crest factor, clearance factor, shape factor, impulse factor</td>
<td>10</td>
</tr>
<tr>
<td>ASD</td>
<td>$a$, $\beta$, $\gamma$, $h$</td>
<td>5</td>
</tr>
<tr>
<td>MFDFA</td>
<td>$h_q$, $h_6$, $h_8$, $h_9$, $h_{10}$</td>
<td>5</td>
</tr>
</tbody>
</table>

KELM are applied for comparison. To verify the statistical performance of the test results, we use bootstrapping for the dataset. Bootstrapping is a test or metric that relies on random sampling with replacement. The dataset is separated into two groups, non-knock data and knock data, wherein 900 sets are randomly selected as training data and the remaining 900 sets are used as test data. The division of the training and test
datasets is presented in Table 8. The mean results are achieved after 10 repetitions and are shown in Table 9.

Table 8 shows that this knock detection problem is a binary classification problem. To select an appropriate classification method, the accuracies of the three machine learning methods are compared. For ELM and SBELM, the number of initial hidden neurons must be defined. The initial hidden neurons for ELM and SBELM are set to 200. For KELM, the kernel is introduced to the model; thus, the regularization parameter and kernel parameter have to be set. The kernel function of KELM is a radial basis function. The regularized parameter and the kernel parameter of KELM are set to 1.0. The test accuracies are shown in Table 9, and the best accuracy is highlighted in red. Ta-
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Table 7. MFDFA results with GA-VMD+Sample entropy

<table>
<thead>
<tr>
<th>Group</th>
<th>Label</th>
<th>(k_h)</th>
<th>(k_a)</th>
<th>(D_{ha})</th>
<th>(D_{ha})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Knock</td>
<td>A</td>
<td>0.098</td>
<td>-0.090</td>
<td>0.599</td>
<td>0.370</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.215</td>
<td>0.012</td>
<td>0.602</td>
<td>0.584</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.317</td>
<td>0.078</td>
<td>0.548</td>
<td>0.692</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.230</td>
<td>0.019</td>
<td>0.590</td>
<td>1.099</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.050</td>
<td>-0.042</td>
<td>0.793</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.058</td>
<td>-0.064</td>
<td>0.713</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.202</td>
<td>0.010</td>
<td>0.593</td>
<td>0.439</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.278</td>
<td>0.048</td>
<td>0.454</td>
<td>0.547</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.048</td>
<td>-0.077</td>
<td>0.702</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.062</td>
<td>-0.070</td>
<td>0.699</td>
<td>0.235</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.244</td>
<td>0.061</td>
<td>0.579</td>
<td>0.443</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.263</td>
<td>0.035</td>
<td>0.506</td>
<td>0.563</td>
</tr>
<tr>
<td>Knock</td>
<td>A</td>
<td>0.119</td>
<td>-0.070</td>
<td>0.600</td>
<td>0.455</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.243</td>
<td>0.035</td>
<td>0.599</td>
<td>0.561</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.340</td>
<td>0.105</td>
<td>0.520</td>
<td>0.693</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0.429</td>
<td>0.181</td>
<td>0.517</td>
<td>1.316</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.049</td>
<td>-0.065</td>
<td>0.735</td>
<td>0.159</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.204</td>
<td>0.015</td>
<td>0.575</td>
<td>0.386</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.237</td>
<td>0.060</td>
<td>0.609</td>
<td>0.468</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.258</td>
<td>0.041</td>
<td>0.539</td>
<td>0.559</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.044</td>
<td>-0.063</td>
<td>0.738</td>
<td>0.151</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.071</td>
<td>-0.067</td>
<td>0.687</td>
<td>0.222</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.241</td>
<td>0.047</td>
<td>0.570</td>
<td>0.447</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.273</td>
<td>0.088</td>
<td>0.607</td>
<td>0.523</td>
</tr>
</tbody>
</table>

Table 8. Details of training and testing datasets

<table>
<thead>
<tr>
<th>Group</th>
<th>Label</th>
<th>Number of the training data</th>
<th>Number of test data</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Non-knock</td>
<td>550</td>
<td>550</td>
<td>1100</td>
</tr>
<tr>
<td>2</td>
<td>Knock</td>
<td>350</td>
<td>350</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>900</td>
<td>900</td>
<td>1800</td>
</tr>
</tbody>
</table>

Table 8 shows that the average accuracy of SBELM is slightly higher than those of KELM and ELM because the parameters of SBELM are not sensitive to its hyperparameters. Table 9 reveals that the features of GA-VMD integrated with sample entropy, TDSA, ASD and SBELM have the best accuracy of 98.27%, which is highlighted in red in the table. It is noted that ASD and TDSA have high classification accuracies, whereas MFDFA has poor performance. Even though combining MFDFA with other feature extraction methods can improve the overall precision slightly, MFDFA does not contribute too much to the system accuracy. It also appears that MFDFA is not compatible with GA-VMD because it has the worst accuracy. In summary, Table 9 shows that the integration of SBELM with GA-VMD, sample entropy, ASD and TDSA is an accurate classification method for automatic knock detection.

5 Conclusion

In this paper, a novel intelligence engine knock detection system using multiple feature based SBELM algorithm is successfully developed. GA-VMD is used to filter the unavoidable noises, in which GA is applied to obtain the optimal parameters to enhance
Table 9. Accuracies of various combinations of technologies based on the test dataset

<table>
<thead>
<tr>
<th>Feature extraction</th>
<th>Signal filtering method</th>
<th>ELM</th>
<th>KELM</th>
<th>SBELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDSA</td>
<td>Raw data</td>
<td>93.17%</td>
<td>93.71%</td>
<td>93.50%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>94.36%</td>
<td>95.12%</td>
<td>95.23%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>95.66%</td>
<td>97.72%</td>
<td>97.62%</td>
</tr>
<tr>
<td></td>
<td>Raw data</td>
<td>87.43%</td>
<td>91.76%</td>
<td>91.44%</td>
</tr>
<tr>
<td>ASD</td>
<td>Raw data</td>
<td>87.43%</td>
<td>91.76%</td>
<td>91.44%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>88.94%</td>
<td>91.87%</td>
<td>92.63%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>89.24%</td>
<td>92.52%</td>
<td>95.88%</td>
</tr>
<tr>
<td></td>
<td>Raw data</td>
<td>72.80%</td>
<td>75.40%</td>
<td>74.65%</td>
</tr>
<tr>
<td>MF DFA</td>
<td>Raw data</td>
<td>70.63%</td>
<td>73.23%</td>
<td>73.56%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>63.59%</td>
<td>64.78%</td>
<td>63.92%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>64.91%</td>
<td>63.71%</td>
<td>63.50%</td>
</tr>
<tr>
<td>TDSA + ASD</td>
<td>Raw data</td>
<td>96.09%</td>
<td>97.72%</td>
<td>98.27%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>94.47%</td>
<td>95.44%</td>
<td>94.58%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>96.09%</td>
<td>97.72%</td>
<td>98.27%</td>
</tr>
<tr>
<td></td>
<td>Raw data</td>
<td>92.84%</td>
<td>94.04%</td>
<td>93.72%</td>
</tr>
<tr>
<td>TDSA + MF DFA</td>
<td>Raw data</td>
<td>94.61%</td>
<td>95.34%</td>
<td>95.12%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>94.69%</td>
<td>95.34%</td>
<td>95.12%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>95.23%</td>
<td>97.39%</td>
<td>96.86%</td>
</tr>
<tr>
<td></td>
<td>Raw data</td>
<td>94.25%</td>
<td>94.36%</td>
<td>93.72%</td>
</tr>
<tr>
<td>ASD + MF DFA</td>
<td>Raw data</td>
<td>94.04%</td>
<td>95.88%</td>
<td>96.66%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>91.65%</td>
<td>95.44%</td>
<td>94.37%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>94.04%</td>
<td>95.88%</td>
<td>96.66%</td>
</tr>
<tr>
<td>TDSA + ASD + MF DFA</td>
<td>Raw data</td>
<td>93.82%</td>
<td>93.71%</td>
<td>94.37%</td>
</tr>
<tr>
<td></td>
<td>EEMD + sample entropy</td>
<td>93.82%</td>
<td>93.71%</td>
<td>94.37%</td>
</tr>
<tr>
<td></td>
<td>GA-VMD + sample entropy</td>
<td>95.44%</td>
<td>97.18%</td>
<td>97.40%</td>
</tr>
</tbody>
</table>

the noise reduction ability. When the original time domain signals are decomposed into a series of IMFs, IMFs with sample entropy higher than the mean are selected as sensitive subcomponents for signal reconstruction. Multiple methods, including TDSA, MFDFA and ASD, are applied together to extract features from the denoised signals. The features extracted from the reconstructed signals are then classified by SBELM. The experimental results show that the accuracy of the knock detection system built by SBELM is superior to the accuracies of those built by ELM and KELM. Therefore, the integration of GA-VMD with sample entropy, TDSA, ASD, and SBELM is effective for building automatic engine knock detection systems. Although the proposed method is successfully applied to real engines for engine knock detection, the dataset is recorded from a specific engine model. It will be appealing to apply different engine models to further prove the reliability of the proposed method in future work. Moreover, the training and test data for the proposed system can be expanded to cover more engine speeds, engine loads, air-fuel ratios, fuel octane numbers and engine temperatures to enhance the system generalization. In our current work, the proposed GA-VMD method has the limitation of eliminating non-Gaussian noise under heavy noise disturbances. Non-Gaussian noise always exists in automotive propulsion systems, and usually leads to inconsistences and divergence of the detection system. Therefore, future work should consider the noise rejection capacity by using correntropy to cope with the issue of non-Gaussian noise.
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## Appendix A  Result of knock resonant frequencies affected by VMD parameters

Table A1. Result of knock resonant frequencies affected by VMD parameters

<table>
<thead>
<tr>
<th>Signal</th>
<th>Raw signal</th>
<th>VMD+sample entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K=10$ $K=10$,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K=5$, $K=20$,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a=1500$, $a=5000$,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a=10000$, $a=1500$</td>
</tr>
<tr>
<td>$f_0$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$f_1$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$f_2$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$f_3$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$2f_0$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$2f_1$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$2f_2$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$2f_3$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$3f_0$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$3f_1$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$3f_2$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$3f_3$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$4f_0$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$4f_1$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$4f_2$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$4f_3$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$5f_0$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$5f_1$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$5f_2$</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$5f_3$</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

✓ is used to mark the resonant frequency which appears in the different processed signals.
Appendix B  Noise reduction ability of GA-VMD under different IMF selection methods

Table B1. Noise reduction ability of GA-VMD under different IMF selection methods

<table>
<thead>
<tr>
<th>Signal</th>
<th>Raw signal</th>
<th>GA-VMD+ Correlation Coefficient</th>
<th>GA-VMD+ Energy Ratio</th>
<th>GA-VMD+ Sample Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$f_1$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$f_3$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$2f_0$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$2f_1$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$2f_2$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$2f_3$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$3f_0$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$3f_1$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$3f_2$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$3f_3$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$4f_0$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$4f_1$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$4f_2$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$4f_3$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$5f_0$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$5f_1$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$5f_2$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>$5f_3$</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>