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Abstract

Over the last decade, we have seen a shift in the focus of cyber attacks, moving from traditional IT systems to
include more specialized Industrial Control Systems (ICS), often found within Critical National Infrastructure (CNI).
Despite a push from governments to introduce appropriate legislation and guidance for such systems, operators of
ICS and CNI still face multiple challenges in their cyber incident response and recovery capabilities, a theme that
is often viewed as a last line of defence in minimizing the impact of cyber attacks. This paper provides the follow-
ing contributions: Firstly, we analyze existing standards and guidelines within cyber incident response and recovery.
This analysis provides a structure on key response and recovery phases, a foundational understanding of associated
requirements for these, and identifies challenges that could affect the quality of in-practice response and recovery
capabilities. Using this analysis as a baseline, we examine how response and recovery processes are currently un-
dertaken in practice through engagement with UK-based CNI operators and regulators. Secondly, as a starting point
towards improving identified challenges in existing standards and guidelines and their use in practice, we propose a
framework, built using the outputs identified from the document analysis and the stakeholder engagement, for use by
operators to support them in assessing and improving their response and recovery capabilities.
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1. Introduction

Critical National Infrastructure (CNI) is defined as
“facilities, systems, sites, information, people, networks
and processes, necessary for a country to function and
upon which daily life depends” [26]. Examples sec-
tors include water, energy, and civil nuclear, the ma-
jority of which are underpinned by Industrial Control
Systems (ICS). These systems can be defined at a high-
level through the Purdue Reference Architecture (Pur-
due Model) [31] shown in Figure 1. This model breaks
ICS down into a set of zones and layers, each of which
harbouring a set of sub-systems/devices responsible for
the monitoring, control, and automation of operational
processes (e.g. water treatment and distribution). More
recently, the term Operational Technology (OT) has also
been used to provide a high-level demarcation between
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Figure 1: Purdue Enterprise Reference Architecture [31]

conventional IT systems, found mainly within the En-
terprize Zone, and bespoke ICS found within the Man-
ufacturing and Safety Zones.

Over the last decade, a series of attack targeting ICS
have been observed [36]. With one notable attack (Tri-
ton) even targeting safety level systems [37]. These at-
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tacks have acted as a catalyst for change in how we con-
sider cyber defence within an industrial context. With
organizational drivers and ever-evolving technical capa-
bilities pushing the boundaries of safety and security to
meet end-user goals, adoption, and increasing maturing
of cyber security as a whole is becoming essential.

The importance of cyber security in CNI has not
gone unnoticed by governments on an international
level, many of whom have introduced strategies to drive
change. For example, in 2016, European Union (EU)
member states introduced the Network and Information
Systems Directive (NIS-D) [44]. In the United King-
dom (UK), this was followed in 2016 by the creation of
a National Cyber Security Centre (NCSC) [106], whose
core role is to provide cyber security advice and support
for public and private sector organizations, including fo-
cused advice on NIS-D compliance for CNI [107]. Sim-
ilarly, in 2013 the United States of America assigned
the National Institute of Standards and Technologies
(NIST) the task of providing guidance on cyber security
for CNI [119] Guidance from organizations such as the
NCSC and NIST, primarily focus on five key principles;
identify, protect, detect, respond, and recover [108].
The latter of which (respond and recover) can be con-
sidered as the last line of defence, designed to limit the
impact of a cyber incident and promote a prompt recov-
ery.

Although cyber incident response and recovery is
crucial in most cyber security strategies, it is less ex-
plored than other areas. Given its last line of defence
status, it presents a critical component that must be well
understood by CNI operators. This paper provides an
analysis of existing ICS focused standards and guide-
lines to identify the construct of response and recovery
processes, their level of coverage, and potential chal-
lenges faced when using these documents. This analy-
sis acts as a foundation in a set of semi-structured inter-
views with CNI operators and regulators to better under-
stand current response and recovery practices, the use
of existing standards and guidelines, and any associated
challenges. These two studies then form a set of re-
quirements from which a framework has been designed
to support CNI operators in developing response and re-
covery capabilities through better use of standards and
guidelines.

The core contributions of this paper are:

• An analysis of thirty-one international standards
and guidelines

• An overarching construct of cyber security re-
sponse and recovery processes

• An analysis of cyber security response and recov-
ery process coverage

• Insight into operator/regular cyber security re-
sponse and recovery processes

• A cyber security response and recovery framework

The remainder of this paper is structured as follow.
Section 2 covers related work. Section 3 provides an
analysis existing cyber security standards and guide-
lines. Section 4 describes the processes applied to the
development of synthetic cyber attack scenarios, used
within Section 5 to support a set of semi-structured in-
terviews with UK-based CNI operators and regulators.
Section 6 presents a discussion on key findings from the
analysis of standards and guidelines and stakeholder en-
gagement. Section 7 introduces our supportive cyber
security response and recovery framework. Section 8
concludes the paper and offers areas for future work.

2. Related Work

Over the last decade, there has been an increasing
volume of research activity targeted towards the holis-
tic improvement of cyber security deficiencies within an
ICS context. However, the field of cyber incident re-
sponse and recovery has seen less focus [79], compared
with risk assessment, for example. Here we provide a
summary and review of literature spanning multiple as-
pects of response and recovery. The objective of this is
to answer the following research questions:

• RQ1.1: How extensive is existing research on the
improvement of ICS incident response and recov-
ery?

• RQ1.2: How is literature on different topics related
to ICS response and recovery (incident detection
with cyber exercising for example) connected?

• RQ1.3: How does existing literature take into
consideration industry recognised standards and
guidelines?

Several works [57, 36, 167, 140] have explored his-
toric cyber attacks against ICS. The work of Hassan-
zadeh et al., [57], for example, includes coverage of re-
sponse, remediation, and lessons learnt. This can be
used to better understand adversaries, their actions, and
the actions of targeted organisations. All of which can
support operators in the development of their own cyber
security capabilities.
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There exists a broad range of work on intrusion detec-
tion for ICS, all of which contribute towards the infor-
mation set available to operators during initial incident
response activities. For example, Jardin et al., [77] pro-
pose a non-invasive active monitoring approach, in con-
trast to more traditional passive techniques [50]. Tak-
ing an alternative approach, Urbina et al., [158] ex-
plore physics-based attack detection as a mechanism by
which the impact of stealthy attacks can be minimised.
A new metric is introduced to measure the impact of
stealthy attacks, followed by a proposed combination
and configuration of detection schemes towards stealthy
attack mitigation. While Casalicchio and Gualandi [25]
focus on the detection of changes to control logic. This
is described as a self-protecting architecture for cyber-
physical systems.

Going one step further from baseline detection tech-
niques, Piedrahita et al., [125] apply software define
networking into their detection and response system.
This allows for automated network reconfiguration as
a means of mitigation during an incident. With simi-
lar motivations, Ullah et al., [157] model an intrusion
response system through the consideration of diverse
attacker strategies. This model explores potential at-
tack pathways, from which a response mechanism is de-
signed to restrict attacker opportunities. Similarly, Cook
et al., [33] define a seven-stage triage process to deter-
mine areas of priority where an attack’s impact would
be most significant.

Practical applied recovery work is also well covered.
The work of Khalili et al., [83] for example, presents
a recovery scheme for ICS, focusing on reducing the
Mean Time To Recovery (MTTR). This work describes
the use of physical backup hardware in recovering a sys-
tem to its pre-attack state. Sesaki et al., [134] also ex-
plore system recovery and propose a novel approach by
using a fallback and recovery ICS, the Fallback Con-
trol System (FCS). The FCS is not networked, and iso-
lates controlled objected away from networked devices
to manage them safely in isolation.

Butts and Glover [20] explore and describe limita-
tions in current ICS security training. As part of this dis-
cussion, they describe the need for training to carry out
response activities, develop training facilities with real-
world environments, multiple interconnected systems,
etc. An example of a response coordination syllabus is
also outlined. Hirai et al., [61] begin to address these
challenges by exploring incident response roles and re-
sponsibilities and introducing a framework for cyber in-
cident response training. Further, Antonioli et al., [10]
explore gamifying security training.

Cyber exercising is seen as a form of training, with

the work of Asai et al., [12] proposing a framework that
discusses exercise design, evaluation, and management.
A practical exercise is provided as a means of validating
the proposed framework. This is a theme explored by
others in the creation of exercise platforms/testbeds for
a variety of related activities [85, 129, 8].

ICS forensics has also been explored, including
forensic readiness spanning data sources and tool-
ing [42, 7, 16], case studies [160], and overarching
forensic architectures [163].

Line at al., [98] engage with industry stakeholders to
explore cyber situation awareness. This work focuses
on comprehension of the current situation and under-
standing impact, situation evolution, attacker behaviour,
and cause. From this, the authors provide a set of
five recommendations (exercise, prepare for social en-
gineering attacks, physical network separation, deploy
anomaly detection, and use regulation as a means of
ensuring improvements) focused on detection and re-
sponse.

The work of He et al., [59] propose an ICS incident
response decision framework across three phases (De-
scriptive, Predictive, and prescriptive).

In the closest work to ours, Jaatun et al., [76] pro-
pose a framework for incident response management in
the petroleum industry. This work also includes engage-
ment with industry stakeholders across multiple studies
on incident response, risk and vulnerability assessment,
security challenges at an installation, overall project
findings, etc. These provide motivation and input into
the resulting framework. The framework provides a
high-level overview of factors one should consider as
part of their overall response and recovery capabilities.
However, it is a combination of just two (now outdated)
standards and guidelines “with increased emphasis on
proactive preparation and reactive learning”. Line et
al., [97] also interview industry stakeholders within an
industrial context to better understand security incident
management. This is focused on comparing small to
large organisations but offers valuable insight into key
challenges. Finally, our existing work in progress pa-
per [145] forms a base for the work presented herein.
This paper outlines existing standards and guidelines,
then posits a set of objectives for future work, includ-
ing stakeholder engagement and a holistic cyber secu-
rity incident response and recovery framework. These
objectives have been met throughout the remainder of
this paper.

To summarise, concerning RQ1.1 and RQ1.2, cy-
ber incident response and recovery has received lim-
ited attention from a holistic perspective, a critical gap
noted by others [79]. While, collectively, existing litera-

3



ture spanning intrusion detection, historic attack analy-
sis, training, exercising, etc., all contribute towards im-
provements in cyber incident response and recovery ca-
pabilities, a higher-level understanding of core require-
ments is still required. Furthermore, additional engage-
ment with industry stakeholders and further understand-
ing of challenges faced when using official standards
and guidelines could add further towards understanding
and addressing key challenges.

Industry standards and guidelines currently offer the
most holistic and well-established view on response and
recovery requirements. However, regarding RQ1.3, no
comprehensive analysis of these has been undertaken
to explore commonality in approach, coverage of key
themes, use of technical vs non-technical content, etc.
The following section therefore provides an analysis of
these standards and guidelines to better understand each
fundamental response and recovery phase and associ-
ated sub-phases; as well as to identify gaps in these doc-
uments that could negatively affect in-practice response
and recovery capabilities.

3. Standards and Guidelines

3.1. Document Selection
The following subsections provide an analysis of se-

lected government and industry standards and guide-
lines to support the development and delivery of cyber
incident response and recovery capability used for our
analysis. This guidance is primarily targeted at those
responsible for the continued safe operation of ICS. Ini-
tial exploration focuses on UK-centric guidance and any
supplementary documentation (i.e. referenced materi-
als). International guidance is then investigated with a
focus on North America and France, selected based on
their accessibility (i.e. Open to the public and written
in English), and their global nuclear energy presence,
acting as an indicator of required cyber security guid-
ance for one of the most critical elements of CNI [70].
The objective of this analysis is to answer the following
research questions:

• RQ2.1: Which topics do standards and guidelines
covering ICS incident response and recovery dis-
cuss?

• RQ2.2: How does using a subset of standards and
guidelines affect the quality of guidance on ICS in-
cident response and recovery?

• RQ2.3: What challenges can operators of ICS be
faced with when consulting standards and guide-
lines?

A high level summary of the selected guidance doc-
uments can be found in Tables 1, 2, and 3 (UK
guidance, supplementary/reference guidance and inter-
national guidance respectively). For more detail on the
specific contents of each resource, a detailed summary
of each document has been provided in Appendix A.

3.2. Critical Analysis

Across the aforementioned thirty-one standards and
guidelines, a range of cyber incident response and re-
covery phases/sub-phases can be identified. While as a
collective, the thirty-one standards and guidelines pro-
vide a comprehensive guidance base, should individual
resources be used in isolation, a less than complete pic-
ture of requirements could be formed and, therefore,
misused in practice. Consequently, The following sec-
tions provide an analysis of key phases and sub-phases
and their coverage across each independent resource.

3.2.1. Methodology
When assessing the effectiveness of current guidance

for ICS cyber security response and recovery, relevant
requirements must first be identified. During our ini-
tial read-through of the selected documents, we iden-
tified and extracted response and recovery phases/sub-
phases pertaining to RQ2.1 and used them as a base
for our analysis. Table 4 takes each of these identi-
fied phase/sub-phase and aligns it to a criteria set. Ad-
ditional criteria of technical and non-technical factors
are also included, allowing for a clearer understanding
of each resource’s target audience. The resources from
Tables 1, 2, and 3 were then independently compared
against this criteria set, ensuring a structured analysis
could be undertaken.

3.2.2. Results
Our analysis results have been compiled into Tables 5

and 6, offering a high-level snapshot of criteria cover-
age within each resource. In addition, key findings can
be broken down across the four primary phases (Plan-
ning, Preparation, Mid-Incident, and Post-Incident) as
follows:

• Planning - The majority of investigated guid-
ance (∼80%) discusses the importance of response
plan documenting and role and responsibility as-
signment. There is, however, minimal discussion
on Criticality Assessment and Threat Assessment
(∼53% and ∼63% respectively). Also, Risk Man-
agement is inconsistently discussed (∼53%).
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Guidance/Standard Organisation References

NCSC Cyber Assessment Framework NCSC [110]
DWI Cyber Assesment Framework DWI [40, 39]
10 Steps: Incident Management NCSC [109]
Security Assessment Principles (SyAPs) ONR [118]
Preparation for and Response to Cyber Security Events Technical Assessment Guide ONR [120]
HMG Security Policy Framework HMG [62]
Operational Guidance 86 HSE [62]

Table 1: Overview of Selected UK Guidance and Standards

Guidance/Standard Organisation References

Nuclear Security Fundamentals IAEA [65]
Nuclear Security Series 17 IAEA [64]
Nuclear Security Series 23-G IAEA [66]
Good Practice Guide for Incident Management ENISA [66]
Computer Security Incident Response Team FAQ Carnegie Mellon University [24]
Incident Handler’s Handbook SANS [88]
Security Consensus Operational Readiness Evaluation SANS [147]
CIS Critical Security Controls CIS [30]
SP 800-61 NIST [29]
SP 800-53 NIST [116]
Cyber Security Incident Response Guide CREST [35]
ISO/IEC 27001/27002 ISO/IEC [73, 74]
ISO/IEC 27035:2016 ISO/IEC [71, 72]
IEC 62443 Series IEC [67, 68]

Table 2: Overview of Selected Supplementary Guidance and Standards

Guidance/Standard Organisation Country References

ISO/IEC 27019:2017 ISO/IEC N/A [75]
RG 5.71 NRC USA [117]
NEI 08.09 NEI USA [112]
Framework for Improving Critical Infrastructure NIST USA [108]
SP 800-82 NIST USA [146]
SP 800-83 NIST USA [143]
SP 800-100 NIST USA [18]
CIP-008-06 NERC USA [113]
REGDOC-2.5.2 CNSC Canada [32]
Managing Cyber Security for Industrial Control Systems ANSSI France [9]

Table 3: Overview of Selected International Guidance and Standards
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Requirement Type/Phase Requirement Criteria

Type Non-Technical (NT) Information provided is non-technical.
Technical (Tec) Information provided is technical.

Planning

Roles and Responsibilities (RR) Contains information on assign-
ing/defining roles and responsibilities.

Response Planning (RP) Contains information on response plan
documenting.

Criticality Assessment (CA) Contains information on identifying and
assessing key assets and infrastructure in
terms of criticality.

Threat Analysis (TA) Contains information on conducting a
continuous threat analysis for remedi-
ating identified vulnerabilities and min-
imising attack vectors.

Risk Management (RM) Contains information on creating and
consulting risk management documents.

Preparation
Training (Tra) Contains information on personnel train-

ing - including response team train-
ing/awareness training.

Regular Testing and Auditing (RTA) Contains information on testing and
auditing- this includes red team exer-
cises, penetration tests, and automatic
testing.

Incident Detection (ID) Contains information on incident detec-
tion mechanisms.

Mid-Incident

Resource Availability (RA) Contains information on resource alloca-
tion and accessibility in the event of a cy-
ber incident (physical and non-physical
resources).

Incident Reporting (IRep) Contains information on reporting inci-
dents to the appropriate personnel (inter-
nal/external).

Incident Containment (IC) Contains information on procedures that
should be implemented for containing
the damage caused by an incident.

Incident Eradication (IE) Contains information on procedures that
should be implemented for eradicating
incidents.

Incident Recovery (IRec) Contains information on procedures that
should be implemented for recovering
from an incident.

Evidence Collection/Handling (EC) Contains information on evidence col-
lection for use by external authorities.

Public Relations Management (PRM) Contains information on public informa-
tion disclosure management.

Post-Incident Root Cause Analysis (RCA) Contains information on post-incident
analysis; used to determine the root
cause of the incident.

Lessons Learnt (LL) Contains information on lessons learnt
from past incidents for improving cur-
rent defensive capabilities.

Table 4: Requirements and Criteria for Document Analysis
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• Preparation - The need for training is well cov-
ered (71%). However, discussion on testing and
auditing, in addition to incident detection, is in-
consistent (∼59% and ∼66%, respectively). This
may be due to its inclusion within a larger series.
For example, The NCSC CAF Objective D does
not cover incident detection, as this is covered in
Objective C [111].

• Mid-Incident - Incident Reporting, Containment,
Eradication and Recovery are well covered (∼88%,
∼69%, ∼72%, and ∼81% respectively). How-
ever, Resource Availability guidance is limited
(∼34%). This level of coverage is surprising, as
most post-incident activities are highly dependent
on resource availability. If resources (human and
non-human) are incorrectly allocated or unavail-
able, this can adversely affect an incident’s im-
pact. Additionally, Evidence Collection/Handling
and Public Relations Management coverage is lim-
ited (∼31%, and ∼19%, respectively). This also is
a cause for concern, especially considering the im-
portance of these activities. For serious incidents,
the collection and preservation of evidence for au-
thorities is essential. Any accidental tampering of
evidence during response and recovery activities
could seriously affect the corresponding investiga-
tion. Similarly, maintaining an honest and trust-
worthy reputation with the general public is cru-
cial, as this can affect operations in the long term.

• Post-Incident - Although Lessons Learnt are well
covered (∼66%), phases that directly impact the
quality of this remain inconsistently discussed.
Without consistent discussion of Root Cause Anal-
ysis (∼31%), limited guidance is, in reality, avail-
able for ensuring that the output from Lessons
Learnt is thorough enough.

3.3. Summary

The majority of analysed resources contain high-level
details, with only ∼54% providing technical guidance.
Since ICS implementations can differ between envi-
ronments, hardware-specific technical guidance is not
always recommended. However, due to the subject
area’s technical nature, a lack of technical guidance may
present a challenge for operators during practical imple-
mentation.

Through the analysis of our selected resources, and
with respect to RQ2.2 and RQ2.3, a lack of consis-
tency has been highlighted. Although the core topics

surrounding cyber security response and recovery ac-
tivities are discussed in most, including Roles and Re-
sponsibility assignment and Response Plan Document-
ing, less-common topic areas, Evidence Collection or
Public Relations Management, for example, appear ir-
regularly. Concerns arise where operators are recom-
mended to consult guidance that does not discuss these
topics, leading to overlooked critical activities. While
our analysis of standards and guidelines allows for op-
erators and researchers alike to better understand the re-
quirements needed to develop a comprehensive ICS cy-
ber incident response and recovery plan as well as iden-
tify which publications cover specific topics, the lack
of consistency throughout available guidance highlights
the need for amalgamation into a single resource, which
operators can consult; ensuring complete coverage.

Having provided an analysis of a broad literature base
to identify the current state of the art guidance for cyber
incident response and recovery, the following sections
detail the creation of synthetic cyber attack scenarios
applied to a set of interviews with industry stakeholders.
This provides a picture of current real-world practices
and how the gaps identified in the resources discussed
here can affect incident response and recovery capabil-
ities in practice. Our goal for this is to establish a base
from both theory (standards and guidelines) and prac-
tice (stakeholder interviews) for use in the creation of
our framework; detailed in Section 7.

4. Synthetic Scenario Development

To support engagement with industry stakeholders
(see Section 5) and avoid findings being tied directly
to real-world infrastructure, creating realistic synthetic
attack scenarios is required. This presents a general-
isable foundation on which all participants can openly
discuss their approaches to cyber incident response and
recover while ensuring neither the research team nor the
participant cross sensitive information boundaries. Dis-
cussion of these scenarios also enables interview partic-
ipants to discuss how specific guidance and guidelines,
discussed in Section 3, could positively or negatively af-
fect ICS cyber incident response and recovery activities.
The construction of these scenarios is outlined over the
following subsections.

4.1. Overview of Historical Attacks

A set of historical attacks was reviewed to contextu-
alise better the risk posed to ICSs and create realistic
synthetic cyber attack scenarios for use in our stake-
holder engagement. These ranged from simplistic co-
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Type Planning Preparation
Guidance/Standard NT Tec RR RP CA TA RM Tra RTA ID
SyAPs (ONR) 3 3 3 3 3 3 3 3 3

TAG (ONR) 3 3 3 3 3 3 3 3

CAF - Objective D (NCSC) 3 3 3 3 3 3 3

10 Steps: Incident Management (NCSC) 3 3 3 3 3 3

OG 86 (HSE) 3 3 3 3 3

Security Policy Framework (HMG) 3 3 3 3 3

CAF (DWI) 3 3 3 3 3 3 3

Cyber-Security Incident Response Guide
(CREST)

3 3 3 3 3 3

Good Practice Guide for Incident Manage-
ment (ENISA)

3 3 3 3

Nuclear Security Fundamentals (IAEA) 3 3 3 3 3 3 3

NSS 17 (IAEA) 3 3 3 3 3 3 3 3

NSS 23-G (IAEA) 3 3 3 3 3 3 3

IEC 62443 (Parts 2-1 and 4-2) 3 3 3 3 3 3 3

ISO/IEC 27001/27002 3 3 3 3 3

ISO/IEC 27035 3 3 3 3 3 3 3

ISO/IEC 27019 3 3 3 3 3

RG 5.71 (NRC) 3 3 3 3 3 3 3 3 3 3

NEI 08.09 3 3 3 3 3 3 3 3 3

NIST Framework 3 3 3 3 3 3 3 3 3

NIST SP 800-53 3 3 3 3 3 3 3 3 3

NIST SP 800-82 3 3 3 3

NIST SP 800-83 3 3 3 3 3 3

NIST SP 800-61 3 3 3 3 3 3

NIST SP 800-100 3 3 3 3 3 3 3 3 3 3

CIP-008-06 (NERC) 3 3 3 3 3 3

CSIRT FAQ (Carnegie Mellon University) 3 3 3 3 3 3

Incident Handler’s Handbook (SANS) 3 3 3 3 3 3 3

SCORE (SANS) 3 3 3 3 3 3

Critical Security Controls (SANS) 3 3 3 3 3 3 3

REGDOC-2.5.2 (CNSC) 3 3 3 3 3 3 3 3 3

Managing Cyber Security for ICS (ANSSI) 3 3 3 3 3 3 3 3 3

Table 5: Document Analysis Results (Part One)

incidental malware infections to more sophisticated tar-
geted attacks. While there exist many a discussion
across media outlets concerning cyber attacks targeting
ICSs, many of these describe generic scanning tool traf-
fic seen on the Internet. For this reason, the attacks
listed here were more focused, with evidence of wit-
nessed impact. Each contains a common name, year of
occurrence, confirmed/suspected threat actor, and high-
level method/s of attack and have been detailed in Ta-
ble 7. In some instances, insufficient information is
available to suggest attribution.

Using our investigation of these historical attacks, we

derive the following key attributes, setting out areas for
exploration in the development of synthetic scenarios.

4.1.1. Nation State

As nation-states appeared across sixteen of the
twenty-nine historical attacks, including a level of so-
phistication into the proposed scenarios accounting for
the complexity achievable by a nation-state is of great
importance. Their potential ties across historical events
demonstrate motivation in the targeting of ICSs.
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Mid-Incident Post-Incident
Guidance/Standard RA IRep IC IE IRec ECH ERM RCA LL
SyAPs (ONR) 3 3

TAG (ONR) 3 3 3 3 3

CAF - Objective D (NCSC) 3 3 3 3 3 3 3

10 Steps: Incident Management (NCSC) 3 3 3 3

OG 86 (HSE) 3 3 3 3 3 3 3

Security Policy Framework (HMG) 3 3

CAF (DWI) 3 3 3 3 3 3

Cyber-Security Incident Response Guide
(CREST)

3 3 3 3 3 3 3

Good Practice Guide for Incident Manage-
ment (ENISA)

3

Nuclear Security Fundamentals (IAEA) 3

NSS 17 (IAEA) 3

NSS 23-G (IAEA) 3 3 3 3 3

IEC 62443 (Parts 2-1 and 4-2) 3 3 3 3 3

ISO/IEC 27001/27002 3 3 3 3 3 3

ISO/IEC 27035 3 3 3 3 3

ISO/IEC 27019 3 3 3 3 3 3

RG 5.71 (NRC) 3 3 3 3 3 3 3

NEI 08.09 3 3 3 3 3

NIST Framework 3 3 3 3 3 3 3 3

NIST SP 800-53 3 3 3 3 3

NIST SP 800-82 3 3 3

NIST SP 800-83 3 3 3 3 3 3 3

NIST SP 800-61 3 3 3 3 3 3 3

NIST SP 800-100) 3 3 3 3 3

CIP-008-06 (NERC) 3 3 3 3

CSIRT FAQ (Carnegie Mellon University) 3 3 3 3 3 3 3

Incident Handler’s Handbook (SANS) 3 3 3 3 3 3 3

SCORE (SANS) 3 3 3 3 3 3 3 3

Critical Security Controls (SANS) 3 3 3 3

REGDOC-2.5.2 (CNSC) 3 3 3

Managing Cyber Security for ICS (ANSSI) 3

Table 6: Document Analysis Results (Part Two)

4.1.2. Insider Threat

- While insider threats appeared in just seven of the
twenty-nine historical attacks, their ability to allow for
the circumvention of security controls and value from
a process comprehension perspective (i.e. “the under-
standing of system characteristics and components re-
sponsible for the safe delivery of service (e.g. treat-
ment of water). This includes all relevant physical and
computational attributes.”) [52], makes them a signifi-
cant threat in even the most complex and secure envi-
ronments. Therefore, accounting for their ability to aid
an attack should be considered within the proposed sce-

narios.

4.1.3. Purely Technical and Socio-Technical
- All attacks contain a technical component. This

could be the exploration of a system vulnerability, ex-
filtration of data, etc. However, the prevalence of at-
tacks containing social components (i.e. social engi-
neering) has increased over recent years. In a similar
way to insider threats, the exploitation of individuals
can be used to circumvent technical controls, particu-
larly a system’s perimeter. Therefore, social vulnerabil-
ities, alongside purely technical vulnerabilities, should
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Attack Name Year Threat Actor Attack Method Reference(s)

Gazprom 1999 Insider Technical [103, 105, 115]
Maroochy Water System 2000 Insider Technical [139, 103, 15, 114]
California Independent System 2001 Nation State/Criminal Organization Technical [49, 153, 103, 104]
Red Worm Controller Crash 2002-2003 Unknown Technical [156, 152, 102, 93]
Slammer Worm 2003 Insider Technical [82, 103, 105, 114, 45, 27]
SoBig Virus 2003 Spammers Email/Technical [2, 103, 126]
Nachi (Welchia) Virus 2003 Unknown Technical [156, 142]
Zotob Worm 2005 Criminal Organisation Technical [14, 17, 56, 17]
Browns Ferry Nuclear Plant 2006 Unknown Technical [114, 82, 94]
Tehama-Colusa Canal Authority 2007 Insider Technical [103, 154, 114]
City Tram Attack 2008 Prankster Technical [13, 3]
Spies in US Power Grid 2009 Nation State Technical [114]
Dallas Hospital HVAC 2009 Insider Technical [114, 4, 159]
Night Dragon 2009 Nation State/Criminal Organization Email/Technical [101, 114]
Stuxnet 2010 Nation State/Insider USB/Technical [103, 46, 95, 144]
Duqu 2011 Nation State Technical [103, 28]
Flame 2012 Nation State USB/Technical [103, 164, 21, 5]
Shamoon 2012 Nation State/Hacktivist Technical [166, 123, 19]
Havex 2013 Nation State Email/Technical [60, 115, 148, 161]
Blackenergy 2014 Criminal Organization Email/Technical [84, 81, 84]
German Steel Mill 2014 Unknown Email/Technical [100, 92, 91]
Ukraine Energy 2015 Nation State Email/Technical [96, 165, 41]
CrashOverride 2016 Nation State Email/Technical [54, 38]
Shamoon 2 2016 Nation State/Hacktivist Email/Technical [80, 150]
Wolf Creek 2017 Criminal Organization/Nation State Email/Technical [99, 124, 132, 58]
Triton/Petro Rabigh 2017 Criminal organization/Nation state Technical [78, 6, 87]
U.S. Utility Sectors 2018 Criminal Organization/Nation State Email/Technical [141, 149]
Norsk Hydro 2019 Unknown Technical [1, 155, 151]
Triton 2019 Criminal Organization/Nation State Technical [55, 6]

Table 7: Overview of Historical Attacks
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be included within the proposed scenarios.
There were at least one or more intended attack ef-

fects that the attacker, or attack group, was pursuing
within each attack. Here the chosen effect terms are
aligned with those provided by Rid [131].

4.1.4. Espionage: Data Exfiltration
- Across many of the historical attacks, there exists

an element of espionage, that is, to extract useful in-
formation. Information acquisition might be the ulti-
mate desired effect of the attacker or act as a precursor
to other attacks. There is considerable value to the in-
formation held on ICS networks. For example, chemi-
cal process information for the manufacture of complex
compounds.

4.1.5. Sabotage: Denial of Service (DoS)
- While often considered simplistic in execution, the

impact of denial of service (DoS) attacks can be signif-
icant. As the level of knowledge required to execute a
successful DoS is lower than operational process ma-
nipulation, it becomes obtainable to a broader range of
threat actors (i.e. low and high skilled). Here, sabo-
tage is defined as an observable destructive act that pre-
vents ICSs from functioning as intended. Additionally,
acts of sabotage have a lower barrier to enact than acts
of subversion. Therefore, its inclusion within the pro-
posed scenarios presents an alternate, widely applicable
objective.

4.1.6. Subversion: Operational Process Manipulation
- Subversion is the act of subtle process disruption

(operational process manipulation), which is difficult to
detect and may not result in the ultimate destruction of
operational equipment. The level of process compre-
hension required to achieve targeted operational process
manipulation is high [52]. However, where historical
attacks highlighted the inclusion of nation-state or in-
sider threat actors, the ability to achieve this can be re-
alised. The proposed scenarios should, where possible,
also look at options for the manipulation of operational
processes by lower-skilled threat actors. This would
allow for a broader perspective to be obtained around
more strategic, targeted attack objectives.

The baseline requirements derived through this inves-
tigation of historical cyber attacks form a key starting
point in developing synthetic scenarios. However, to
ensure they remain valid at a practical level and to bet-
ter understand their technical construct and execution,
they must be developed in a safe/controlled environ-
ment. This is discussed in the following section.

Techniques Used Tools Used

Brute Forcing Wireshark
Enumeration Nmap
Exploitation Metasploit
Lateral Movement Snap7 (Python Library)
Social Engineering Custom Scripts
Data Injection Burp Suite
DoS
Command and Control
Device Reconfiguration
Data Exfiltration

Table 8: Techniques and Tools Used for Scenario Development

4.2. Testbed Proof of Concept

Over the last eight years, Lancaster University has de-
veloped a comprehensive ICS testbed environment [53,
51]. To summarise, it has been constructed through
the procurement and implementation of physical, real-
world hardware and software produced by major ICS
vendors, including Siemens, Schneider, Allen Bradley,
and ABB. This has been leveraged in the physical test-
ing and subsequent construction of our synthetic scenar-
ios outlined in Section 4.3, achieved through the prac-
tical development and deployment of each attack. This
activity was undertaken to solidify our synthetic scenar-
ios’ realism further and develop a better understanding
of their practical end-to-end execution should it be ques-
tioned during the interview process. Table 8 presents, at
a high-level, the fundamental techniques applied across
the development of our synthetic attack scenarios and
the tools used to deliver these techniques.

During the practical development of each attack, we
explored the devices in use to identify new vulnerability
which could be exploited to achieve an impact similar to
those observed in historical attacks. This resulted in the
discovery of two Zero-Day vulnerabilities. These have
been appropriately disclosed to the vendors in question.
In addition, for ethical reasons, we will not opensource
the attack code developed as part of this exercise.

4.3. Synthetic Scenarios

The following diagrams and supporting text provide
an overview of our baseline synthetic system architec-
ture, onto which the attack scenarios are applied, in-
cluding the core operational functionality delivered at
a device level. Each attack scenarios is broken down
into stages, depicted through the use of high-level at-
tack paths.
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4.3.1. Baseline Infrastructure
Figure 2 presents our simplified ICS baseline infras-

tructure. This includes a set of devices and mapped to
the Purdue model colour scheme (see Figure 1).

The Sensors and Actuators within our baseline in-
frastructure are hardwired to the Programmable Logic
Controller (PLC), operating using traditional electronic
signalling (i.e. current/voltage based). We exclude
the use of protocol-based sensors (e.g. Profibus, Wire-
lessHART, EthernetIP) to simplify this layer of the in-
frastructure, as it does not form a core component of our
attack scenarios.

The PLC is a Siemens ET200S [137]. This device
interacts with the sensors and actuators autonomously
through pre-defined control logic and manually via hu-
man interaction with the Human Machine Interface
(HMI) and centralised Supervisory Control and Data
Acquisition (SCADA) system.

The HMI is a Siemens KTP700F [138]. This device
is responsible for the localised monitoring and control
of operational processes via the PLC.

The Remote Terminal Unit (RTU) is a Schneider
SCADAPack32 [136]. This device is responsible for
collecting and forwarding critical sensor data to the cen-
tralised SCADA system from the PLC.

The Data Historian is a Windows 7 workstation run-
ning Kepware [128]. This device is responsible for col-
lecting and forwarding operational data from the PLC
to the Data Analytics system.

The router is a PEPWave [122], and the switch is a
Westermo Lynx [162]. These devices are responsible
for passing data between each of the Cell/Area Zone
devices and the data-centre. While the switch acts pas-
sively, the router enforces basic security controls by fil-
tering traffic between its local and remote interfaces.
This filtering comes in the form of a rule-set allow-
ing the Centralised SCADA and Data Analytics systems
to communicate with any device across the Cell/Area
Zone. All other communications are blocked.

The centralised SCADA is a Windows Server 2016
based system running Schneider’s ClearSCADA [135].
This application collects and depicts data from the RTU.
Its primary purpose is operational alarm generation.

The data analytics systems operate on Ubuntu Server
18.04, running ThingWorx [69]. This application col-
lects, augments, and depicts data from the Data His-
torian. Its primary purpose is the delivery of in-depth
analytical and processing capability of operational data.

The two workstations run Windows 7 and have access
to the Data Analytics and Centralised SCADA systems
via their web interfaces. One of the two workstations

(lighter shade of blue) also operates a client application
(ViewX [135]), allowing for a greater level of interac-
tion with the Centralised SCADA system. There are no
network-level security controls between these four sys-
tems.

4.3.2. Synthetic Reference Scenario One: Technical -
Espionage and Sabotage

The following points describe each stage of attack
scenario one. These have been developed and tested
within our testbed environment, harnessing tooling de-
scribed within section 4.2:

• Stage 1: Compromise router through the use of
password brute-forcing. Once accessed, leverage
existing VPN configuration functions and recon-
nect as a trusted user.

• Stage 2: Enumerate devices on the Cell/Area Zone
network. Where possible, extract relevant data
(e.g. device configuration and process control
logic) for offline analysis.

• Stage 3: Take external monitoring systems offline
(i.e. RTU and Data Historian).

• Stage 4: Take the PLC offline.

4.3.3. Synthetic Reference Scenario Two: Socio-
Technical - Subversion

The following points describe each stage of attack
scenario three. Each stage has been developed and
tested within our testbed environment, harnessing tool-
ing described within section 4.2:

• Stage 1: Setup an HTTPS listener on a public-
facing system. Send an email to a workstation
user containing a malicious file. Once opened, an
HTTPS session back to the attacker will be estab-
lished.

• Stage 2: Via the HTTPS session, leverage the com-
promised user’s access to interact with the Cen-
tralised SCADA system using its associated client
application.

• Stage 3: Via the HTTPS session and access to the
Centralised SCADA system, use the inbuilt capa-
bility to control the PLC, resulting in operational
impact.
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Figure 2: Core Infrastructure

Figure 3: Scenario 1

4.4. Summary

The synthetic attack scenarios described across the
previous sections were presented at an abstract level.
When transforming these for inclusion in the subse-
quent interviews, the level of detail required may in-
crease supporting participant understanding. In addi-
tion, it may be appropriate to provide evidence of the
tooling used during our testbed proof of concept ac-
tivities, to further participant’s depth of understanding
around each stage of an attack’s execution.

While the testbed itself has been reviewed to ensure
it accurately represents a real-world system through the
practical development of each scenario affords a high
degree of confidence in applicability to a real-world
context, we sought additional validation through infor-
mal engagement with industry experts. We approached
five experts with experience in the field of cyber secu-
rity consultancy. Each expert was presented with the
synthetic scenarios and asked to provide comments on
their practical applicability to real-world systems. We
explained how these had been tested using real-world
hardware and software in our testbed environment and
how the use of exploits targeting Zero-Day vulnerabil-
ities had been appropriately disclosed. Besides minor

changes to the terminology used to describe each sce-
nario, they were accepted as good working examples of
attacks that could be executed against an ICS environ-
ment.

The following section describes how the developed
synthetic scenarios have been utilised in a series of in-
terview with industry stakeholders to stimulate discus-
sion on cyber incident response and recovery processes
and the use of standards and guidelines in practice; dis-
cussed in Section 3.

5. Stakeholder Engagement

The following subsections provide an overview of
an empirical study with industry stakeholders operat-
ing/regulating elements of European CNI. Using semi-
structured interviews and synthetic cyber attack scenar-
ios, this study explores current cyber incident response
and recovery practices, the adoption of existing stan-
dards and guidelines, and challenges in their use. The
goal of these interviews is to further investigate the find-
ings from Section 3 and to assess whether the challenges
from using standards and guidelines are observable in
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Figure 4: Scenario 2

practice. Our research questions reflect this, and are as
follows:

• RQ3.1: How extensive is the use of standards and
guidelines in practice?

• RQ3.2: How do operators use standards and guide-
lines in their incident response and recovery capa-
bilities?

• RQ3.3: What challenges do operators face when
making use of standards and guidelines in their in-
cident response and recovery processes?

5.1. Methodology

In search of appropriate research techniques, inter-
viewing key stakeholders working across the topic area
was applied. A simple ethnographic observation would
prove extremely challenging and time-consuming, par-
ticularly when considering the sensitive nature of sys-
tems and processes being evaluated and the requirement
to seek approval from both participants and the organi-
sation in which they work. Interviewing was selected as
an appropriate alternative [121], enabling each partic-
ipant to discuss response and recovery activities with-
out direct reference to a specific organisation or system.
The ability to explore meanings, routines, behaviours,
etc. [133] all adds towards appropriate focusing, partic-
ularly when discussing complex topics, and confirma-
tion of meaning from both parties (the interviewer and
interviewee) may also be required [23].

Interviewing typically falls within three core cate-
gories, viz. structured, semi-structured, and unstruc-
tured. Here a semi-structured approach has been
adopted, often seen as the most common form of qual-
itative research methods. This approach provides ad-
equate flexibility with a pre-defined core question set,
options to include improvised follow-up questions, and

explore meanings should they be required [11]. Where
existing cyber incident response and recovery guidance
discussed across Section 3 highlighted deviations in
provided detail, the possibility of a repeat scenario was
considered in the selection of an interviewing technique.
The flexibility offered through a semi-structured ap-
proach presents significant benefits, allowing for addi-
tional probing where little detail is provided and further
exploration of more comprehensive approaches where
required. The following sub-sections break down points
considered through the application of this approach.

5.1.1. Sample
In selecting an appropriate participant sample, the

aim is to understand the topic area from all relevant
perspectives. To achieve this, a broad approach to the
targeting of participants was applied. This resulted in
a diverse collection of role-profiles. More specifically,
those engaging in cyber incident response and recov-
ery processes across multiple systems, with varying lev-
els of responsibility. This sampling approach provides
multiple perspectives, building a broader picture of how
cyber incident response and recovery activities are con-
ducted.

To summarise, we selected eight participants holding
the following roles:

• Chief Information Security Office (x2)

• Operational Technology Manager

• Information Technology Manager

• Information Assurance Manager

• Engineering Delivery Manager

• Emergency Arrangements Coordinator

• Operational Technology Software Engineer
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• Operational Technology Cyber Security Inspector

The levels of experience varied amongst participants
within each of the defined roles. The majority of which,
however, had been working with industrial systems for
over ten years.

5.1.2. Threats to Validity
The work of Campbell & Stanley [22] discusses com-

mon threats to the validity of the collected data. To ad-
dress these issues, attention was initially focused on the
participant sample, as previously discussed. From this,
interviewing techniques applied to build rapport, trust,
and openness were adopted, with questions covering all
relevant topics and those topics alone (i.e., no irrelevant
questioning). As this set of interviews is designed to
complete orientation on cyber incident response and re-
covery, included questions were drawn from initial un-
derstandings achieved through the analysis of standards
and guidelines in Section 3.

Where Powney & Watts [127] discuss the emergence
of interesting content upon completion of interviews
(i.e., when the recorder is switched off), notes were
taken and added to the interview protocol/guide. Sub-
sequently, additional prompts were included for poten-
tial re-interviews of the same interviewee, for inclu-
sion within other interviews, or simply as salient con-
tent worth exploring as part of further focusing efforts.
This approach allowed the interview process to evolve
in a structured and managed way while eliciting perti-
nent information.

5.1.3. Reliability
Of primary concern to the reliability of collected data

is interviewer bias. This is the ability to trust that find-
ings are not derived from research instruments or as
a result of an interviewer’s quirks and improvisations.
Concerning this is the perspective of “insiders”. Insid-
ers can be defined as interviewers who share similar
cultural, ethnic, linguistic, national, and religious her-
itage to interviewees [47]. More simply, where the in-
terviewer and interviewee are part of the same organisa-
tion (i.e., work colleagues) [11]. This can prove highly
valuable when seeking additional participants, under-
standing organisational structures, etc. [11]. However,
it can also increase the risk of data reliability issues,
with a higher probability of assumptions and general in-
terviewer bias, based on an interviewer’s perspective of
“the way things are”. While the research team may or
may not be considered insiders by these standardised
definitions, having collectively spent over thirty years

working for CNI operators, we too have our perspec-
tive on “the way things are”, from organisational cul-
ture to policies, power relationships, etc. The positive
attributes of these experiences were utilised in the in-
terview protocol/guide design. However, to account for
the possibility of negative attribute inclusion, this guide
was read and understood by all project members prior
to the start of interviews.

Rubin & Rubin [133] refers to transparency and con-
sistency; this accounts for consistency and evidence of
inevitable inconsistencies in data. These were appropri-
ately handled and included within the analysis phase.

Neutrality beyond the aforementioned “insider” bias
was also considered throughout the interview proto-
col/guide design process and during each interview.
As an interviewer, acknowledgement of personal back-
ground, age, class, etc., can all influence an interview’s
direction and output.

5.1.4. Primary Practical Technique (In-Person Inter-
viewing)

In-person interviewing provided the mechanism for
engagement, as this allowed for clear and in-depth
data collection. This interviewing technique provides
additional information compared to remote interview-
ing, mainly due to facial expressions and visual cues.
In-person interviews can also be considerably longer
than remote interviews since participants have provided
greater commitment to participate and are less likely to
be distracted during the interview process [11].

5.1.5. Interview Protocol/Guide
Each interview was broken down into the following

six stages, providing a logical structure to the interview
protocol/guide:

• Preface

• Establishing Demographics

• Scenario Familiarization

• Response and Recovery Analysis

• Guidance Analysis

• Conclusion

The core focus of these interviews was to build upon
Section 3, providing a broader understanding of cyber
incident response and recovery practices within an
ICS context. More specifically, how key stakeholders
broach cyber incidents. Taking direction from Sec-
tion 3, the questions aligned to these interview stages
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are aided through the inclusion of probes and defini-
tions. Due to time limitations, additional probes were
only used to provide a greater depth of understanding
to directly-related, salient points of discussion. The
following provides a summary of primary interview
questions. Our complete protocol/guide can be found
on Github [90].

Establishing Demographics
The following question-set was applied to the demo-
graphics phase.

• Please can you tell us your job title and provide a
very brief overview of your core roles and respon-
sibilities?

• How many years of experience do you have work-
ing in this role?

• At a high level, please can you explain to us what
you understand the term Response and Recovery
to mean within the context of an Operational Tech-
nology (Industrial Control Systems) cyber security
incident?

Response and Recovery Analysis
The following question-set was applied during the re-
sponse and recovery analysis phase, once the participant
had been shown the first synthetic cyber attack scenario.
Upon completing these questions, the participant was
then shown the second scenario and asked if anything
would be done differently.

• Given your role in the organisation, at a high level,
what are the core steps you would go through as
part of response and recovery operations in the ex-
ample scenario?

• How many individuals within the organisation
would work directly with you on these steps, so
performing the same role as you?

• Who else would you have direct engagement with
during response and recovery processes?

• How many individuals across the organisation
would be involved in response and recovery oper-
ations more generally speaking?

• When undertaking a response and recovery opera-
tion to this scenario, what do you consider the pri-
mary goal to be?

• When you are undertaking individual response and
recovery actions, how do you factor in risk evalua-
tion as part of the decision-making process?

• Typically, what are the expected outputs post-
incident, once you have appropriately recovered
from an incident and everything is back to normal?

Guidance Analysis
The following question-set was applied during the ex-
ternal guidance analysis phase.

• In your opinion, which standards or guidelines best
cover response and recovery in relation to Opera-
tional Technology cyber-attacks?

• As a final question, what is your opinion on cur-
rently available standards and guidelines within the
context of cyber incident response and recovery?

Conclude
The following question was applied during the conclu-
sion phase.

• Would you like to add anything which may be rel-
evant?

5.1.6. Analysis
In search of an appropriate methodology by which

captured interview data could be analysed, template
analysis was selected. Also referred to as “codebook
analysis” and “thematic coding”, template analysis of-
fers a highly flexible method to the analysis of qual-
itative data [86]. Sitting between the relatively rigid
approach of content analysis in which analytical codes
are all pre-defined [130], and the opposite approach of
grounded theory in which all analytical codes must be
derived from the data [48]. This approach was ini-
tially conceived by Crabtree & Miller [34], and was
later adopted by King et al., [86], from which it saw
an increase in adoption across a variety of fields. Con-
sidering participant numbers and their diverse roles, the
flexibility offered through template analysis provided
significant value over alternative approaches, allowing
us to create an initial code-set aligned to core areas of
interest, with relevant additional codes added as they
emerged.

While template analysis has fewer specified proce-
dures, offering greater flexibility to statistical and quali-
tative analysis of the same data, recommendations are
proposed by King et al., [86], these were followed
within the analysis of interview data here. For exam-
ple, through the use of the previously described inter-
view protocol/guide, an initial code-set was constructed
but was limited to allow for further granularity or ab-
straction if required. Where too many pre-defined codes
may constrain/confuse analysis, too few may cause a
lack of direction. Undertaking a brief review of initial
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transcripts allowed additional codes to be added. This
helped us build confidence in the code-set before start-
ing the complete data codification.

5.2. Results
Key findings from the interviews with stakeholders

are summarised here. These have been grouped based
on identified themes and key points of interest. It is
worth emphasising that all of the points discussed here
have been identified from the contents of the interviews.
These, therefore, reflect the generalised opinions of par-
ticipants but may differ from person to person. A de-
tailed narrative of these key points can be found in Ap-
pendix B.

1. Primary Goals of R&R:

• Make the system safe.

• Preserve evidence during response and re-
covery actions.

• Establish communications between relevant
parties.

• Make appropriate decisions for providing
safety, security and business continuity based
on the specifics of the incident.

2. Key Phases and Tasks:

• Incident identification (system error, or cyber
attack ..?).

• Escalate the incident to management.

• Form an Incident Response Team.

• Log response decisions and actions.

• Collect evidence while preserving safety.

• Engage in response actions such as examin-
ing logs, isolating impacted systems, remov-
ing external connectivity etc.

• Review logs and forensic data after the inci-
dent.

• Conduct internal review for lessons learned
and communication with legal or regulating
organisations.

3. Risk Evaluation:

• Ensure decisions are made quickly.

• Engage with subject-matter experts with full
understanding of the associated risks.

• Use formal risk evaluation procedures for
specific scenarios; and semi-formal decision
making based on collective agreement other-
wise.

• Follow formal processes for dangerous ac-
tions.
• Exercise regularly to pre-emptively capture

as much as possible of the risk that could
arise.

4. Human Capital:
• Organisation structure adjusted and ac-

counted for loss of coverage.
• Every individual on site should be at the dis-

posal of the response team during an incident.
• Possibility to pull in additional resources

from external organisations.
• If an incident is critical enough to affect mul-

tiple sectors, regulatory bodies and govern-
ment could convene to decide upon the best
course of action.

5. Use of Standards and Guidelines:
• There are generally mixed opinions on this

topic.
• Some considered them to have matured over

recent years, while others believe they are too
focused on one specific domain and are inef-
ficient.
• Prevalence of existing standards and guide-

lines felt to be limited.
• Organisations responsible for providing guid-

ance (NIST for example) were generally
mentioned, as opposed to specific standards
and resources.
• No approaches were identified from aca-

demic work.
• Awareness of standards and guidance was

limited prior to the period 2011-2021.
• Reluctance to reinvent from the ground up

when resources already exist.
• No single resource was deemed appropriate

for all aspects of incident response and recov-
ery.
• OT-based participants believed that existing

resources lack tooling and frameworks to ad-
equately cover OT.
• Participants with an IT background raised

questions around the requirement for inde-
pendent guidance, stating similarities that ex-
ist between concepts from both IT and OT
domains. This led to an unnecessary separa-
tion and isolation of guidance, resulting in a
counter-productive use of time and resources.
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• Volume and depth of existing resources
raised concerns from a usability perspective
and could result in inconsistencies.

• Training derived from standards and guide-
lines could be of benefit.

5.3. Summary

Across the previous sections, we have outlined the
methodology applied to a set of interviews with indi-
viduals working in and around ICS from both IT and
OT backgrounds. This included a pre-defined question-
set, allowing for a degree of flexibility through semi-
structured in-person interviews. The output of which
was analysed using template analysis, a suitable tech-
nique given the nature of our research objectives.

During each interview, several themes emerged, cov-
ering key topics from existing response and recovery
practices to the level of internal and external person-
nel engagement and opinions/use of existing standards
and guidelines within a response and recovery context.
These, along with findings from our initial analysis of
existing standards and guidelines in Section 3, will be
discussed in more detail across the following section.

6. Discussion

The following discussion is broken down into exist-
ing standards and guidelines and engagement with in-
dustry stakeholders. These two studies, the former fo-
cusing on the theory behind incident response and re-
covery and the latter focusing on its implementation in
practice, offer input into improving ICS cyber incident
response and recovery capabilities. The goal of these
studies was to identify the challenges faced when using
standards and guidelines documents to improve and/or
assess ICS cyber incident response and recovery capa-
bilities. These findings are summarised here.

6.1. Guidance

The analysis of existing guidance across Section 2
captured thirty-one resources in total. This was made up
of both UK and International standards and guidelines
from governmental organisations (NCSC, NIST, HSE,
DWI, NRC, CNSC and ANSSI); non-statutory organ-
isations (ONR and NERC); international organisations
(ISO/IEC, ENISA and IAEA); educational institutions
(Carnegie Mellon University and SANS); and industry
institutions (NEI and CREST).

This vast array of material demonstrates an abun-
dance of guidance ICS operators can consult towards

developing their own internal processes and overall ca-
pability. Furthermore, it was found that these resources
are often interwoven with one another, acting as key
multi-directional reference points.

Our analysis of the thirty-one identified resources
found a lack of consistency in the breadth of content
when aligned to a holistic criteria set (See Tables 4, 5,
and 6). While consulting a single resource could lead
operators to review multiple additional cited resources,
this may not always be possible. Paywalls, for exam-
ple, can impact accessibility to cited resources. Further-
more, where baseline information is included around
a specific cyber incident response and recovery phase,
it may be misunderstood as complete, with additional
cited materials considered optional.

The adoption of processes supporting cyber incident
response and recovery can be both technical and/or pro-
cedural in nature. While guidance must adapt to its in-
tended audience (e.g. non-technical managerial posi-
tions versus engineer-level security specialists), it is also
vital that topics are covered at an appropriate level of de-
tail to enact meaningful paths of progression. In review-
ing existing resources for technical versus non-technical
content, we found several instances where the required
level of technical detail was limited or not present. We
acknowledge the value of non-technical discussion in
conveying critical concepts; however, implementation
can be challenging without supporting technical speci-
fications and direction.

A wealth of information can be found across the re-
sources reviewed here. However, the isolated selection
of a single resource to drive change within an organi-
sation will likely result in a less than complete picture.
The quantity of available resources also presents a chal-
lenge for operators. How does an operator know they
have selected the most comprehensive resource or set
of resources? Beyond regulatory interaction, how does
an operator know they have implemented cyber incident
response and recovery processes at an appropriate level
of technical depth? Without a clear overview and un-
derstanding of a broad resource pool, as provided here,
answering these questions can present a significant chal-
lenge.

6.2. Stakeholder Engagement
During our initial demographic question base, it was

established that most participants had only ever worked
in an industrial sector. Career opportunities to develop
pathways into specific technical and managerial roles
were commonplace. The in-house/in-sector develop-
ment of personnel is logical; however, it can lead to iso-
lated viewpoints without external engagement. While
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external engagement can be a challenge due to the jus-
tifiably closed nature of operational facilities, engage-
ment with relevant third parties can prove to be highly
valuable when developing holistic cyber security capa-
bility.

Some participants described the in-house develop-
ment of tailored cyber incident response and recovery
approaches. It is unclear on the level of external en-
gagement being undertaken to obtain a third-party view-
point. However, it was noted by several participants
that reinventing the wheel is undesirable, and taking
input from existing standards and guidelines is a pre-
ferred approach, with internally developed approaches
using well-known materials (e.g. from NIST). This pro-
vides confidence and credibility to the development of
tailored internal guidance.

The processes outline towards a central incident re-
sponse team’s formation, and operations were well un-
derstood by all participants. The ability to leverage all
internal, and bespoke external resources where neces-
sary, appeared almost limitless, with contracts in place
to support every eventuality. Given the cause-agnostic
nature of central incident response team processes,
a clear understanding of procedures/requirements al-
lowed for a smooth, well-orchestrated establishment
process. The level of internal resources to support cyber
incidents from an OT perspective was unclear with all
participants; this could cause delays in identifying an
attack’s progression and maturity but would not cause
significant challenges in reacquiring control and, there-
fore, the integrity of systems from a safety perspective.

During response and recovery activities, the docu-
mentation of system state, decision-making processes,
actions, and their subsequent effect, were well described
by all participants. The value of documenting actions
during an incident was clearly articulated, from fu-
ture use during legal or regularity challenges, to root
cause analysis/the technical understanding of how an
event occurred. Having such a comprehensive approach
supports not only an understating of how something
happened but what can be done to mitigate a simi-
lar event occurring in the future and what decisions
helped/hindered response and recovery efforts. Find-
ings of this nature can be fed into future hypothetical
exercises and overarching processes to enhance skill-
sets and an organisation’s overall ability to effectively
respond and recover to previously unseen incidents.

When considering the evaluation of risk during re-
sponse and recovery decision making, a semi-formal ap-
proach based on input from a broad range of experts was
adopted. While this was focused mainly on the implica-
tion actions could have on safety, they also considered

environmental impact, forensic data integrity, and repu-
tational damage. Formal evaluation techniques were ap-
plied to specific scenarios, where a situation dictates a
requirement for personnel to enter potentially hazardous
areas, for example. However, it was deemed impracti-
cal in a time-critical situation to cover every eventual-
ity, thus opting for a semi-formal, cause agnostic, expert
input-based approach.

Regarding the research questions posed in Section 5,
there existed some conflicting views on standards and
guidelines, with IT-focused participants stating that they
could see direct similarities between IT and OT tai-
lored resources, whereas OT focused participants be-
lieved them to be too information focused (as opposed
to function-focused), their value was considered signifi-
cant towards maturing existing cyber security processes.
This was echoed throughout with a desire to take exist-
ing, proven approaches rather than reinvent them from
the ground up.

Lessons learnt from an OT cyber security perspective
appeared less mature than other areas. This is unsurpris-
ing due to its relatively recent formation when compared
with conventional engineering and safety-focused cases.
The involvement of individuals with a broad range of
skill-sets within central incident response teams, and
subsequent follow-up lessons learnt, is currently the
closest way to comprehend OT focused aspects, with
input from security and engineering personnel. The use
of lessons learnt reports within cyber exercising could
also be seen as a pathway to the overall development
and understanding of cyber security challenges across
an organisation.

The engagement from participants in internal and
national-level cyber incident exercising can be seen as
a positive step in developing capability and overall pre-
paredness. Although some operators are mandated to
perform exercising, some of the participants engaged
voluntarily. This commitment forms the most practical
route to test new cyber-focused response and recovery
practices, whether derived from standards and guide-
lines or lessons learnt.

6.3. Summary
Sections 3 and 5 have provided a window into cy-

ber security incident response and recovery guidance,
alongside a high-level overview of processes adopted by
operators. In extending the scope of Section 5 to cap-
ture opinions on existing guidance, an understanding of
how they are currently viewed and used in practice has
been provided.

While significant effort has been invested by rep-
utable organisations in the creation and continued evo-
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lution of guidance to support operators develop cyber
security incident response and recovery capabilities, its
uptake could be improved. The volume of guidance, its
intertwined nature, and varying levels of scope present
three primary challenges in its adoption. Selecting a
guidance set that provides only high-level non-technical
information, coupled with the exclusion of supplemen-
tary cited materials and limited coverage across our
defined criteria-set, could leave operators lacking core
skills, implementing under-developed supporting tech-
nologies, and operating limited overarching processes.

When we consider the internal growth of talent within
industrial organisations, it becomes critical to provide
comprehensive guidance allowing for new roles and ca-
reer paths to form. The use of existing standards and
guidelines to develop internal processes provides a pri-
mary conduit towards identifying required skills, and
general human capital, further highlighting their impor-
tance.

Based on our findings, providing a framework that
could be used to identify/assess an organisation’s ex-
isting overarching cyber security incident response and
recovery process coverage would directly benefit oper-
ators. Where gaps are identified in existing practices,
it becomes vital to better understand how they can be
developed. In the interest of avoiding the recreation of
existing material, a framework’s coverage of response
and recovery phases should be based on those detailed
in existing standards and guidelines. Furthermore, spe-
cific section numbers from within each of the references
standards and guideline should be highlighted to avoid
the requirements for a comprehensive and resource-
heavy review by each framework user. A framework
of this nature would complement existing processes, of-
fering a high degree of credibility, instilling confidence
in its use.

As all personnel can be used during an incident, in-
cluding the involvement of third parties, through an en-
hanced cyber security understanding, gaps in human
capital may be identified. For example, during exercis-
ing, an organisation will be able to identify that while
key response and recovery phases would significantly
benefit decision-making processes within central inci-
dent teams, increasing the efficiency of activities, pre-
serve forensic data, etc., they require additional person-
nel to be recruited, or existing personnel to undergo ad-
ditional training.

Initial framework concepts were discussed with in-
terview participants and received a positive response.
Therefore, the following section introduces our frame-
work, acting as a starting point towards supporting op-
erators in developing their cyber incident response and

recovery capabilities.

7. Response and Recovery Framework

The following cyber incident response and recovery
framework has been created based on the findings of
our two subsequent studies discussed across the pre-
vious sections. From these studies, we identified two
key points, (1) existing guidance lacks consistency in
the breadth and depth of information provided, and (2)
a single resource by which existing cyber incident re-
sponse and recovery processes could be reviewed for
completeness and further developed, would offer signif-
icant value to ICS operators. In the interest of avoid-
ing the recreation of existing material, an undesirable
option raised during our stakeholder engagement, the
framework presented here focuses on aggregating infor-
mation across the previously investigated thirty-one in-
ternational standards and guidelines. The core output
of which provides a centralized, credible resource used
to review, support, and enhance an organization’s cyber
incident response and recovery capabilities.

7.1. The Framework

From our analysis of thirty-one international stan-
dards and guidelines, we were able to identify four
high-level cyber incident response and recovery phases,
aligned to seventeen sub-phases. These were summa-
rized in Table 4, and are used as a base for expan-
sion in our framework. Our second study, the stake-
holder engagements, discussed in Section 5, provided us
with an in-depth practical understanding for developing
the process-flow and contents of the framework. Due
to the size of this framework (See Figure 6), we have
turned it into an interactive HTML resource available
on Github [89]. The following subsections provide a
breakdown of the information aligned to each sub-phase
within the framework and its overarching modes of op-
eration.

7.1.1. Overview
A high-level description of each sub-phase, allowing

framework users to view their core functions. This helps
in the selection of sub-phases for further development.

7.1.2. Dependencies
While each sub-phase has its own unique set of out-

puts, those outputs may feed directly into subsequent
sub-phases as pre-requisites. The high-level view of
such dependencies ensures framework users account for
sub-phase interplays.
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Figure 5: Cyber Incident Response and Recovery Framework [89]

Figure 6: Resource Availability sub-phase of R&R Framework [89]
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7.1.3. Example Checklist
Sub-phases can be highly detailed, taking time to un-

derstand and develop. However, the inclusion of exam-
ple checklists offers an initial starting point for frame-
work users to explore their existing capability.

7.1.4. Additional Resources
Providing the most critical element of the frame-

work are additional resources. Here, each sub-phase is
mapped to specific sections of the thirty-one standards
and guidelines, saving framework users time in their in-
ception/continued development.

7.1.5. Framework Operation
Our framework provides a light-weight, highly acces-

sible resource that can be used in two primary ways:
(1) to review each of the identified cyber incident re-
sponse and recovery phases/sub-phases against existing
capabilities, supporting the identification and develop-
ment of existing gaps, and (2) as a quick reference guide
to understand, assess, and develop, specific phases/sub-
phases.

While the framework does not provide a quantifiable
methodology towards assessing existing capability, its
use as defined within this section offers a high-level,
flexible approach to identify gaps and deficiencies in
existing practices. More importantly, it provides highly-
focused direction to credible resources allowing for the
continued development of cyber incident response and
recovery capability. These resources provide guidance
on the creation of policies and process, including those
directly associated with practical security controls, af-
fording framework users not only with comprehensive
scoping coverage but depth in practical detail. We are
confident that the framework can be of significant added
value to CNI operators in carrying out their everyday
tasks and can guide them and their managers in select-
ing the suitable implementation for their environment.
As such, to not be prescriptive, the framework is defined
as a means to guide operators towards the appropriate
tools rather than to define specific rules and processes.

Figure 7 has been created to support user under-
standing of the framework’s operation. This figure de-
picts a process flow aligned to the two primary meth-
ods of use. The first of which would see a cyclic flow
from the initial cyber incident response and recovery
phase (Roles and Responsibilities) to the last (Lessons
Learnt), whereas the second would involve a single pass
on the relevant sub-phase of particular interest to the
user (i.e. to further develop know issues in related cur-
rent practices). The stages of this process flow are as
follows:

• To begin, the relevant cyber incident response and
recovery sub-phase should be selected from the
framework using its associated title. This action
can be supported by using the high-level overview,
included as part of each sub-phases supporting
text. Where an initial sub-phase has been identified
but does not match the user’s requirements (a pos-
sibility with the second method of framework use),
a step back to re-review alternative sub-phases will
be required.

• Using the provided checklist aligned to the sub-
phase under review, the user should conduct an as-
sessment of current capabilities. This activity pro-
vides a high-level view of current capabilities vs
sub-phase requirements and acts as a starting point
to better understand the associated sub-phase and
whether it has been considered within existing cy-
ber incident response and recovery processes.

• From the initial baseline checklist, associated de-
pendencies should be reviewed. This begins to
build a more comprehensive picture of the sub-
phase under review, its key characteristic, and how
it fits within the broader cyber incident response
and recovery life-cycle. If they are met and under-
stood, no further action is required. Alternatively,
a loop back to review each dependency within the
framework could be conducted.

• Where the information provided within the frame-
work is sufficient, the sub-phase review process
may end. However, it is strongly recommended
that the highlighted sections within external re-
sources (extracted from our initial pool of thirty-
one standards and guidelines) are used to better
understand the interplay between the current sub-
phase and its dependencies, low-level implementa-
tion details, etc. Without this, only a high-level un-
derstanding of sub-phase requirements is formed;
this is insufficient to practically develop cyber in-
cident response and recovery capability.

8. Conclusion and Future Work

Section 3 and Appendix A provide an analysis of
thirty-one individual standards and guidelines to bet-
ter understand the current state-of-the-art for cyber inci-
dent response and recovery. As seen in Tables 5 and 6,
the level of information coverage across these resources
varies, leaving users exposed to potentially incomplete
processes. This presents a significant challenge when
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Figure 7: Framework Process Flow

developing cyber incident response and recovery capa-
bilities, compounded by the technical vs non-technical
nature of available resources.

Engagement with key industry stakeholders in Sec-
tion 5 and Appendix B introduced additional chal-
lenges, with a focused view on the applicability of stan-
dards and guidelines in practice, discussed in Section 3.
In taking a concentrated approach to using specific stan-
dards and guidelines, an appreciation of discrepancies
in the quantity and type of information available across
a broader set of resources may be lacking. Where time
limitations prevent broader reviews from being under-
taken, it is clear why focused approaches are adopted.
However, in discussing initial framework concepts with
industry stakeholder, positive feedback was received,
affording those in industry with a short-cut/lower barrier
to entry when reviewing resources outside their current
scope.

A key output from the stakeholder engagement noted
that any framework developed to support cyber inci-

dent response and recovery processes should not seek
to “reinvent the wheel”. This viewpoint, and the afore-
mentioned challenges, provided a driving force behind
our framework’s design. While Tables 5 and 6 pro-
vide a snapshot of standard and guideline coverage, in-
cluded domains, and a technical vs non-technical fo-
cus, industry stakeholders would still be required to
identify key characteristic aligned to each sub-phase,
relevant sections within each resource, dependencies,
etc. Therefore, while these tables provide a valuable
resource in identifying standard and guideline content,
when used in parallel with our framework, a lower bar-
rier to adoption and thus an increased likelihood of up-
take is achieved.

When designing the foundational base upon which
our framework sits, it was essential to avoid obstacles
in its use while still offering value in the development
of existing and new practices. The framework’s light-
weight construct presents a clear and meaningful way
for its users to map existing practices to key cyber in-
cident response and recovery phases/sub-phases and as-
sess their completeness using base-line overviews and
example checklists before progressing into granular de-
tails via specific sections of additional related resources.
However, more importantly, the framework does not
mandate each sub-phases’ inclusion but offers a clear
view of their holistic benefits derived through depen-
dency mapping. This allows users to pick and choose
sub-phases based on their existing practices and objec-
tives (i.e. improve existing practices or introduce new
practices).

A key characteristic of our framework is the inclu-
sion of dependencies between sub-phases. This is cur-
rently presented at a high-level, with limited descrip-
tive details outlining dependency parameters outside of
the specified resources. We believe undertaking a more
detailed analysis, and write-up of these dependencies
within the framework would support further develop-
ment of each sub-phase and provide an increased mo-
tivation towards the broader inclusion of all sub-phases
(due to their directly observable value across the cyber
incident response and recovery lifecycle). This offers an
initial starting point for future work, which will be ex-
tended further through additional engagement with in-
dustry stakeholders, taking their feedback on our frame-
work, and any additional features they would like to see
in its continued development.

From our initial analysis of related work (see Sec-
tion 2), we were able to identify a range of research ac-
tivity that collectively contributes to multiple response
and recovery phases/sub-phases. As part of our fu-
ture work, we will also look to provide references to
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academic work similar to the standards and guidelines
in our current version. We believe this will further
strengthen the level of technical guidance available to
framework users.
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Appendix A. Detailed Overview of Standards and
Guidelines

The following subsections provide a detailed
overview of the standards and guidance used for our
analysis in Section 3.

Appendix A.1. UK Guidance

NCSC Cyber Assessment Framework (CAF)
Created in response to the NIS Directive, the CAF

consists of four objectives, each focusing on a differ-
ent stage of an organisation’s security planning [110].

Objective D relates to guidance on response and recov-
ery and is broken down into two sub-objectives: Re-
sponse and Recovery Planning and Lessons Learned.
The CAF also recommends consulting additional exter-
nal resources [29, 71, 35].

Drinking Water Inspectorate (DWI) Cyber Assessment
Framework

The DWI have published their own guidance tai-
lored towards the water sector in the UK. Based on the
NCSC’s CAF, it aims to provide operators with a frame-
work for managing cyber security risks and incidents
that could impact drinking water quality or availabil-
ity. Furthermore, it allows the DWI to assess operators’
security measures for compliance with the NIS Direc-
tive [40]. The DWI CAF is constructed around four top-
level objectives, objective D being related to response
and recovery [39]. This guidance recommends consult-
ing additional external resources [73, 67, 116].

NCSC 10 Steps: Incident Management
The NCSC 10 Steps for incident management pro-

vides a light-weight resource covering key considera-
tions aligned to incident response and recovery activi-
ties [109]. These include establishing a response capa-
bility, providing training, and usage of lessons learned.

Office for Nuclear Regulation (ONR) Security Assess-
ment Principles (SyAPs)

SyAPs aid regulatory judgements and recommenda-
tions when undertaking assessments (for compliance) of
nuclear facilities [118]. The assessment principles con-
tain ten Fundamental Security Principles (FSyPs), two
of which are directly relevant to cyber incident response
and recovery (FSySP 7 and 10). These cover the follow-
ing topics: Counter-Terrorism Measures, Emergency
Preparedness, Response Planning, Testing and Exercis-
ing of the Security Response, and Clarity of Command,
Control and Communications Arrangements During a
Post Nuclear Security Event.

ONR Preparation for and Response to Cyber Security
Events Technical Assessment Guide (TAG)

This TAG provides guidance for ONR inspectors’ use
covering eleven topics related to cyber security event re-
sponse [120]. While TAGs explicitly state that they are
not a resource for demonstrating adherence to SyAPs,
they can provide additional insight into what operators’
high-level goals should be. This guide also recommends
consulting external resources [65, 64, 66, 43, 24, 88,
147, 30].
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Her Majesty’s Government (HMG) Security Policy
Framework

The HMG Security Policy Framework covers several
topic areas, from culture and awareness to risk manage-
ment and personnel security [62]. Although brief, one
section describes requirements when preparing for, and
responding to, security events. This is discussed using
generic, non-cyber terminology.

Health and Safety Executive (HSE) Operational Guid-
ance (OG) 86

OG 86 is closely aligned to the NCSC CAF and is
formed around its core security objectives and corre-
sponding principles [63]. Discussion on cyber incident
response and recovery is present throughout this guide.
Guidance surrounding cyber incident response and re-
covery is provided in direct alignment to CAF objec-
tive D. This can be summarised as the development of
a clear and concise, well-articulated cyber incident re-
sponse plan. OG 86 also recommends consulting addi-
tional external resources [67, 73].

Appendix A.2. Supplementary Guidance

International Atomic Energy Agency (IAEA) Nuclear
Security Fundamentals

The IAEA Nuclear Security Fundamentals outlines
12 essential elements required to support a state’s nu-
clear security regime [65]. Cyber security is only men-
tioned once within this document, linked to a require-
ment on assurance activities. Essential element 11 re-
lates directly to response (i.e. planning for, prepared-
ness for, and response to, a nuclear security event).

IAEA Nuclear Security Series (NSS) 17
NSS 17 is designed to guide operators in establish-

ing and improving programmes of work to protect com-
puter systems, networks, and other (critical) digital sys-
tems responsible for the safe and secure operation of
nuclear facilities [64]. Specific details on cyber incident
response and recovery are limited to generic guidance,
such as describing relevant responsibilities and response
planning.

IAEA NSS 23-G
The objectives of NSS 23-G [66] are defined over

four areas: establishing a framework for ensuring the
confidentiality, integrity, and availability (CIA) of sensi-
tive information; identifying sensitive information; con-
siderations for sharing/disclosing sensitive information;
and guidelines/methodologies for ensuring CIA. There-
fore, its ties to cyber incident response and recovery are

limited; however, content such as that found in Annex
2 (i.e. examples of sensitive information) could be used
when categorising information related to “contingency
and response plans and exercises”.

ENISA Good Practice Guide for Incident Management
While not directed towards ICS, this guide provides

a comprehensive discussion on cyber incident manage-
ment for conventional IT systems [43]. Covered topics
include response and recovery by explaining the inci-
dent handling process and basic codes of practice.

Carnegie Mellon University - Computer Security Inci-
dent Response Team FAQ

This FAQ provides a high-level discussion on
CSIRTs. Although not targeted towards ICS, it acts as
a helpful reference point in understanding core CSIRT
requirements [24].

SANS Incident Handler’s Handbook
The SANS Incident Handler’s Handbook details key

phases of incident response and recovery, their pur-
pose, tools that can be used to support them, etc. [88].
While this is not ICS specific, it provides a comprehen-
sive discussion on response and recovery broken down
into the following core sections: Preparation, Identifica-
tion, Containment, Eradication, Recovery and Lessons
Learnt.

SANS Security Consensus Operational Readiness Eval-
uation (SCORE)

The SANS SCORE security checklist is highly sum-
marised in the form of six bullet points, each corre-
sponding to the six steps presented within the Incident
Handler’s Handbook. It is designed to support all forms
of incidents, including those from Advanced Persistent
Threats (APT) [147].

The Center for Internet Security (CIS) Critical Security
Controls (CSC)

CIS CSC presents 20 security controls [30]. Al-
though defined as controls, these are more closely
linked with high-level groups/objectives, to which map-
ping against the NIST Cyber Security Framework is per-
formed. CSC 10, 19 and 20 discuss response and recov-
ery topics covering guidance for both small and large
organisations.
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NIST Computer Security Incident Handling Guide (SP
800-61)

SP 800-61 details the need for incident prioritisa-
tion, stating that the handling and subsequent recovery
of systems affected by these incidents should be deter-
mined by the potential impact on service functionality
and information integrity [29]. A focus is placed on ex-
ploring methods for ensuring essential service continu-
ity and impact mitigation.

NIST SP 800-53
SP 800-53 provides a “catalogue of security and pri-

vacy controls for federal information systems and or-
ganisations to protect organisational operations and as-
sets, individuals, other organisations, and the Nation
from a diverse set of threats including hostile attacks,
natural disasters, structural failures, human errors, and
privacy risks” [116]. This includes twenty mandatory
controls, mapped to ISO/IEC 27001 [73], for securing
assets, including response and recovery.

CREST Cyber Security Incident Response Guide
This guide is split into three core areas: preparing for,

responding to, and recovering from a cyber security in-
cident [35]. Each of these areas contains a step by step
guide offering potential avenues for an organisation to
follow during incident response, including methods for
identifying potential incidents, conducting triage, and
effectively containing and recovering from a state of
containment.

BS EN ISO/IEC 27001/27002
ISO/IEC 27001 provides non-technical guidance for

implementing and maintaining systems that are well
protected from cyber threats, including a table in Annex
A listing all the objectives that an asset owner should
achieve [73]. Section A.16 of this table refers to in-
cident management and consists of the following ob-
jectives: Responsibilities and Procedures, Incident Re-
porting, Vulnerability/Weakness Reporting, Event As-
sessment, Incident Response, Lessons Learnt, Evidence
Collection. These objectives are described in more de-
tail within ISO/IEC 27002, which serves as a “best prac-
tices” guidance for implementing the requirements in
ISO/IEC 27001 [74].

BS EN ISO/IEC 27035:2016
ISO/IEC 27035 serves as a reference for fundamen-

tal principles designed to ensure that the correct tools,
techniques and methods are appropriately selected in
the event of a cyber incident. Part 1, Principles of in-
cident management, presents fundamental concepts of

information security incident management. These con-
cepts are combined with principles from the five phases
of response and recovery: detecting, reporting, assess-
ing and responding to incidents, and applying lessons
learnt [71]. Part 2, Guidelines to plan and prepare for
incident response, describes how to plan and prepare
for cyber incident response and recovery. This covers
the “Plan and Prepare” and the “Lessons Learnt” phases
presented in Part 1 of the standard [72].

BS EN IEC 62443 Series
The IEC 62443 catalogue defines procedures for im-

plementing secure ICS. However, while the entirety of
the catalogue was recommended by UK guidance, due
to paywall restrictions, only parts 2-1 and 4-2 of the se-
ries were selected. Part 2-1 of this series provides guid-
ance for establishing an ICS security program, includ-
ing planning for incident response and recovery [67].
Part 4-2 of the series describes the technical security re-
quirements for ICS components, including guidance on
how to ensure that systems respond promptly to secu-
rity violations by alerting the appropriate personnel and
reporting details on the violation [68].

Appendix A.3. International Guidance

BS EN ISO/IEC 27019:2017
ISO/IEC 27019 provides guidance to fulfil the objec-

tives set out in ISO/IEC 27001 and 27002 for ICS within
the energy utility industry [75]. This is similar to that
provided in ISO/IEC 27001, with subtle modifications
to better suit ICS.

Nuclear Regulatory Commission (NRC) RG 5.71 (USA)
RG 5.71 provides a comprehensive overview of cy-

ber incident response and recovery guidance for nuclear
operators [117]. Guidance is provided under high-level
requirements for establishing a cyber security plan con-
cerning incident response and recovery.

Nuclear Energy Institute (NEI) 08.09 (USA)
NEI 08.09 is closely linked to NRC RG 5.71 [112].

Response and recovery activities/requirements are dis-
cussed across multiple high-level topic areas surround-
ing contingency planning.

NIST Framework for Improving Critical Infrastructure
2018 (USA)

This framework focuses on improving cyber security
risk management for CNI [108]. It provides a standard
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organisational structure for multiple cybersecurity ap-
proaches by assembling standards, guidelines, and prac-
tices into one document. Five core functions are de-
fined, two of which are related to response and recovery.

NIST SP 800-82 (USA)
SP 800-82 provides guidance on securing ICS. It

presents a general overview of system architectures, as-
sociated vulnerabilities, and recommendations on how
to counteract these in order to reduce the associated
risk [146]. ICS-specific response and recovery guide-
lines include Incident Detection, Incident Classification,
Response Actions, and Recovery Actions.

NIST SP 800-83 (USA)
Based on SP 800-61, SP 800-83 provides a Guide to

Malware Incident Prevention and Handling for Desk-
tops and Laptops. Although not ICS specific, it is in-
tended to help operators understand and mitigate risks
associated with malware incidents, including associated
practical guidance on response activities [143].

NIST SP 800-100 (USA)
SP 800-100 provides high-level guidance for man-

agement personnel tied to general information security
themes, including risk management, service acquisition,
and planning [18]. Guidance on response and recov-
ery includes topics such as Incident Preparation, Inci-
dent Prevention, Incident Eradication, Incident Recov-
ery, and Post-Incident Activities.

North American Electric Reliability Corporation
(NERC) CIP-008-06 (USA)

Targeted towards power systems in North America,
CIP-008-06 encompasses cyber security incident re-
porting and response planning requirements and asso-
ciated recommendations. Its purpose is to “mitigate the
risk of reliable operation of the Bulk Electric System
as the result of a cyber security incident by specifying
incident response requirements” [113].

Canadian Nuclear Safety Commission (CNSC)
REGDOC-2.5.2 (Canada)

Cyber security requirements feature throughout this
document within discussions on design management,
design documents, and the instrumentation of the con-
trol life-cycle. One section is dedicated to cyber secu-
rity under “Robustness Against Malevolent Acts” [32].
While this section provides a set of guiding principles
focused on ties to safety, the inclusion of cyber specific
incident response and recovery guidance is limited.

ANSSI Managing Cyber Security for Industrial Control
Systems (France)

Coverage of cyber incident response and recovery
activities within this document is limited, appearing
briefly as part of a discussion on defence-in-depth
strategies and across one section focusing on the “In-
cident Handling Alert Chain”. This section is brief,
with best practices established in the form of three ques-
tions [9].

Appendix B. Detailed Overview of Interview Re-
sults

The following subsections provide a detailed break-
down of key findings from section 5.2. These are
grouped based on identified themes and key points of
interest.

Appendix B.1. Primary Goal

Before identifying core phases individuals enact dur-
ing the cyber incident response and recovery process, it
is important to understand what participants believe the
primary goal should be. As one would expect, a fun-
damental focus on safety through incident containment
and the preservation of critical system integrity rose to
the forefront, with a couple of additional notable points
raised once the system was safe.

‘The primary goal for us on site would be to make it
safe.’

Preserving evidence allowing for subsequent inves-
tigations to better understand how the attack happened
was raised by many participants in varying forms. This
was also tied to appropriate chains of custody.

‘Preserving evidence so that we can ensure then that
we don’t lose how it happened.’

Establishing communications between all relevant
parties as quickly as possible was deemed highly impor-
tant, from the person who detected an incident to shift
managers and beyond. From this point onwards, par-
ticipates felt entire pre-prepared response and recovery
arrangements would fall into place.

Those in technical roles followed up on these goals
with practical actions based on the two hypothetical sce-
narios. For example, removing all external communi-
cations points to prevent the continued manipulation of
systems.

An emphasis was made by the participating inspec-
tor on the balance that was required between providing
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safety, security, and business continuity and that a risk-
based decision needed to be made based on the type of
incident that was being responded to.

‘The following questions need to be asked: do I
continue operation? Is there a safety issue? Or is

there a security issue where information or material
and the protection of it can be undermined?’

Appendix B.2. Key Phases/Tasks

As a reminder, the identified phases/tasks are a direct
output of discussion formulated through our hypotheti-
cal scenarios.

‘. . . if it comes from operators, the first response is
probably “something’s broken” as opposed to

“something’s been hacked”. . . ’

Incident identification could come from several par-
ties. For example, Security Operations Centres (SOCs)
may have detected suspicious behaviour based on vari-
ous data capture points. Alternatively, operators using
impacted processes may be the first to highlight suspi-
cious activity due to a loss of control. In the instance
where operators are the first to raise concerns, it would
likely be viewed as a system error instead of a cyber
attack.

‘Our arrangement would require the team that
discovered the breach to contact our 24/7 site shift

manager. . . ’

Upon a system issue/incident being raised, escala-
tion processes would be enacted. These typically in-
volve notifying senior site managers in the first instance.
A central incident control team would be formed, in-
cluding key personnel to support decision-making pro-
cesses. As scenario one is diverse, spanning both IT
and OT systems, forming a centralised response team
would include individuals from both sides of the organ-
isation. In addition, specialised external support would
be brought in. This support could come in the form of
cyber security specialists, forensic analysis from third-
party companies, for example. Alternatively, it might
be operational engineering or safety-focused resources
from partner or parents organisations.

‘. . . he would need to know a high-level summary:
what does it mean to the site, what could the impacts

be, how long until you get it fixed, is it going to
spread, etc.’

As a collective, the central incident control team
would provide a diverse skill-set and knowledge-based
to those in charge. Therefore, translating technical in-
formation into a language all parties can understand re-
garding the capabilities of the threat and what the poten-
tial impact could be, was deemed of great importance.
This would provide a platform for response and recov-
ery decision making moving forwards, including the ini-
tial formation and continuing involvement of appropri-
ate personnel.

‘We encourage the reasoning for decision making to
be including on these log pads.’

Participants referred to priority systems, ticketing
systems, logging systems, etc., as part of the fundamen-
tal setup of centralised incident control centres. These
systems are brought in to allow for a coherent under-
standing, management, and recording of all subsequent
response and recovery actions. This includes the criti-
cality of the incident, reasoning behind decision mak-
ing, and timings of actions taken and their resulting out-
put.

‘First of all, get it safe and secure. Preserve the
evidence. And then look for how it happened with a

view to then prevent it from happening again.’

Regarding the general operation of systems under at-
tack, several factors came into focus aligned to the con-
tinued running vs shutdown of processes. These were
naturally driven by safety; however, forensic data to
support follow-up investigations was considered beyond
this. The value of evidence was viewed as critical to
better understand how the attack took place, where the
gaps in system defences lie, and thus where additional
focus is required moving forwards. This was also con-
sidered critical to subsequent recovery processes, giving
confidence to the execution of follow-up actions, e.g.
reloading backup configuration and knowing that will
have the desired effect. Furthermore, the criticality of
specific systems to the success of the business may be
high. This could again deter from a complete shutdown
where there is no risk from a safety perspective.

‘We’d be looking for things on the intrusion
prevention system and we’d be engaged directly with
the SOC team to identify whether they’ve identified

malicious activity.’

Response documents would be used to guide decision
making throughout an incident. However, based on the
hypothetical scenarios posed to participants, several key
actions were noted from a technical perspective. These
include, but are not limited to:
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• Examine operational system logs.

• Examine intrusion prevention system and firewall
logs.

• Examine web-proxy logs.

• Engage with SOC teams.

• Engage with forensic teams/conduct an analysis.

• Identify impacted workstations.

• Isolate impacted workstations.

• Block access to the attackers IP/Domain.

• Remove external connectivity.

• Check systems are up to date (e.g., OS and AV).

• Erase/replace devices and restore from backups.

These actions can all be used to support decision-
making within the centralised incident control centre
and would be communicated promptly to ensure all par-
ties are kept up-to-date with each team’s overall process.
Thus, providing a complete picture of the incident and
add assurance to the actions taken and their ability to
restore normal, safe operations.

‘The investigations are generally based on how wide
an impact another incident like that could have. It

starts at purely local to that plant. Then it’s across the
site as a whole. The highest level is anything that

could happen to other sites.’

Considering post-incident outcomes, several relevant
points have been raised throughout this section. How-
ever, a more comprehensive analysis of an incident
would be undertaken. Differing levels of analysis and
investigation would occur based on the impact of an in-
cident or potential impact of a similar incident in the
future.

‘After every incident we do a lessons learned and
implement actions on how to improve the resilience of
our systems. We raise what we call a learning report

and then a manager is assigned to that and then
actions are put in.’

As a starting point, all logs taken during an incident
would be reviewed. These, along with forensic and
more technical details, can be used to form the basis of
a lessons-learn/incident report. In addition to lessons-
learn for internal review, these sources could also be in-
cluded within any legal challenge or regulator inquiry,

providing a clear timeline of events and rationale for
every decision that was made. The report would typi-
cally provide an executive summary and an action-based
output to address the root cause, offering suggested ad-
ditional measures that could be applied to prevent any
reoccurrence.

‘There’s no point in recovering and then being in the
exact same position and them doing the same thing.’

The participating inspector explained that he would
expect dutyholders to follow a playbook to take appro-
priate response actions in a timely manner.

‘A lot of our dutyholders have playbooks to contrast
which behaviours are anomalous and help them

identify what is going wrong.’

A point was also made on how response actions could
have adverse effects on evidence collection, highlight-
ing that if a timely response was not critical, delaying
the recovery process in favour of collecting evidence
was recommended.

‘There would have to be a decision made based on
how much time can be dedicated to evidence

gathering which would be A) to conduct a criminal or
internal investigation and B) to inform Lessons

Learnt since we would need to turn on the industrial
zone and get it moving again as quickly as possible.’

Appendix B.3. Risk Evaluation

During response and recovery processes, it was
widely acknowledged that important decisions must be
made quickly to ensure systems remain stable, ensur-
ing no safety-related risks are realised. Several interest-
ing points were raised concerning the evaluation of risk
during decision making, from risk owners to formal and
semi-formal processes. However, it is important to note
that risk evaluation was deemed cause agnostic. There-
fore, the following points are mainly applicable to in-
cidents caused through any means, malicious or other-
wise.

‘It’s the job of the shift manager in the operational
centre and the job of the controller of the day in the
tactical centre to surround themselves with a team of

specialists who provide advice to them.’

Starting with those involved in crucial risk decision
making roles, while central teams are formed to manage
an ongoing incident, they rely on subject matter expert
knowledge from across the organisation. For example,
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each operating system may have a supervisor; this role
is ultimately responsible for ensuring its safe operation.
As a result, supervisors will have an in-depth knowl-
edge of operational processes, response documentation,
the potential impact given actions could instigate, etc.
Therefore, they would be called on to provide advice to
central teams throughout an incident.

‘We would have a response document and follow the
right protocol.’

The processes for evaluating risk were mixed, for-
mulated around understanding the consequences of all
possible actions. Formal risk evaluation procedures
did exist for specific scenarios, in addition to response
documents with defined protocols. However, evalua-
tion techniques, on the whole, were described mainly
as semi-formal decisions made on the collective agree-
ment of key stakeholders (as previously described), with
the operational centre acting as a primary responsible
party. However, each operational process’s pre-existing
assessments indicate their criticality and the impact that
could be realised during an incident. Should an inci-
dent escalate to the point where individuals would be
required to enter potentially hazardous areas of a facil-
ity, rigorous formal processes would be followed.

‘There’s a formal process including a briefing,
agreement, and sign off, at different levels of

authority before we’d send someone into a potentially
hazardous situation.’

Safety formed the key consideration of risk evalua-
tions. This was supported by environmental factors, the
integrity of forensic resources/maintaining the chain of
custody, and finally, reputational damage. Adding a rep-
utational viewpoint was described as an attribute that
could impact public perception, stimulating negative
rhetoric on facilities’ continued operation, and therefore
should be considered where possible.

‘The consequence of the risk would be based on
safety first including environmental factors, and then

reputation.’

As previously noted, pre-existing risk assessment
documentation is used during decision-making pro-
cesses. In addition to these, emergency arrangement
teams regularly exercise incident response processes,
refining them to pre-emptively capture all risks that
could arise during an incident and improve the organ-
isations ability to effectively minimise impact.

‘Our emergency arrangements team would have
exercises on this sort of thing to improve it and test it.’

Risk-based decisions would also change based on cir-
cumstances which could affect the impact of specific ac-
tions. For example, within the energy sector, an abun-
dance of power is available during the summer as op-
posed to winter. The amount of risk associated with
shutting down a power plant would, therefore, differ de-
pending on the time of year.

Appendix B.4. Human Capital

Considering the human capital required during an in-
cident, the previous sections have offered an initial in-
sight. However, it is an important point for which addi-
tional detail is required.

‘If I wasn’t on duty, my line manager would take on
my role as he is the senior C and I engineer.’

Considering the role profiles of participants, there ex-
isted very few examples of identical roles. However,
each organisation’s structure was constructed to account
for loss of coverage, i.e., although in differing roles, in-
dividuals could step into their colleagues’ shoes and per-
form the role required both up and down-stream.

‘If there’s an emergency on site, we always say that
the whole site is at our disposal. Everyone

understands that there’s a responsibility to do what
they need to do.’

Taking a more holistic view, it was considered that
every individual working on a site would be at the dis-
posal of the central emergency response team during an
incident, with 24-hour on-call personnel covering key
role profiles.

‘We also have a contract with an external company.
To do things like investigations and forensics. . . ’

Extending out from localised on-site resources, all
participants raised the possibility of pulling in addi-
tional resources from specialised third-party organisa-
tions (e.g., cyber security practitioners and forensic in-
vestigator), in addition to operational and engineering
personnel from across the wider business, partner, or
parent organisations, dependant upon the skill-set re-
quired.

‘I would probably become more of a support to the
OT side of things....My role would shift a little bit to

lace the forefront.’
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The aforementioned measure makes it hard to define
precise numbers or skill-sets required during an inci-
dent, particularly given our scenarios’ diverse nature.
However, it was noted that specific roles could act in
more of an advisory capacity where an incident has oc-
curred on systems outside of their control or direct ex-
pertise.

If an incident were critical enough to affect multi-
ple sectors or bring about danger to civilian life, then
a range of stakeholders in the private sector, the reg-
ulatory body and the government would convene and
decide upon the most appropriate action to take.

‘Legislation and cooperation between stakeholders
would allow timely decisions to be made to ensure

that a safe outcome would be achieved.’

Appendix B.5. Use of Standards and Guidelines

Opinions of existing standards and guidelines were
mixed amongst the participants. Some considered them
to have matured over recent years, provide a valuable
base of expertise. Others believed they were too focused
on one specific domain and failed to capture similarities
between IT and OT, resulting in inefficient activities.

The prevalence of existing standards and guidelines
for use during the planning and execution of response
and recovery activities was limited. Throughout the
interviews, examples were discussed mainly from a
higher-level viewpoint. This was achieved by iden-
tifying specific organisations responsible for standard
and guideline development, as opposed to individual re-
sources (e.g., The National Institute of Standards and
Technology (NIST), not NIST SP800-82, SP800-53,
etc.).

One participant also discussed an internal frame-
work currently under development by centralised teams
within their organisation, incorporating cyber incident
response and recovery. However, the participant could
not advise on its creation at a technical level and the
level of concept/methodological coverage from existing
standards and guidelines beyond an alignment to NIST.

No approaches derived from academic works were
discussed.

Where existing standards and guidelines were dis-
cussed positively, highlighted attributes focused on an
increased drive towards their adoption and increasing
levels of maturity.

‘. . . awareness was very limited prior to 2011-2012.’

The awareness level of appropriate standards and
guidelines was noted as limited before 2011-2012.

However, in parallel to the increased awareness over re-
cent years, the level of standard and guideline maturity
is also believed to have developed, increasing its value
to this new audience.

‘What’s the point in us reinventing stuff when
someone’s already done it?’

Through the use of internal reviews, participants felt
they had demonstrated good coverage across multiple
aspects of cyber incident response and recovery. How-
ever, acknowledgement was made towards the use of
existing expertise through the adoption of documented
approaches rather than reinventing from the ground up.

‘Historically, cyber was just considered to be “for the
IT guys”; it’s not anything to do with us.’

A broader acknowledgement of cyber security and
related standards amongst non-IT-based personnel
demonstrates an increased maturity level from an opera-
tional perspective. This involved conducting reviews as
a collective group from multiple business areas to bet-
ter understand requirements and the importance of cy-
ber security from the more common health and safety
viewpoint.

‘It’s not something that we could just say that “it’s the
geek stuff, you sort it out”. . . I align it very much with

an important health and safety focus.’

Where existing standards and guidelines were viewed
in a negative light, a variety of points were raised. These
were aligned mainly to variety, length, applicability, and
complexity.

‘There isn’t particularly one that’s the “magic”
one’. . . ’

Initial insights identified that no single resource was
deemed appropriate for all aspects of cyber incident re-
sponse and recovery and that, as a result, internally de-
veloped sector-specific approaches were under develop-
ment using existing standards and guidelines as a base.

‘. . . they’re very IT focused and therefore very
information focused as opposed to function.’

Participants with an OT background believe that ex-
isting standards and guidelines often lacked tooling and
frameworks to adequately cover OT systems, applying
an IT focus based on information instead of function.
These were seen as barriers to their adoption.
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‘We’ll have some guidance that is created for IT and
then we’ll end up having to do exactly the same work

but created for OT. There’s a lot of parallels and
similarities.’

In contrast, participants with an IT background raised
questions around the requirement for independent guid-
ance, stated similarities exist between concepts from
both IT and OT domains. This leads to a feeling of con-
tinued isolation, resulting in a counter-productive use of
time and resources.

‘I think that better guidance on how to implement
said guidance and best practices would definitely help

take the pain out of it all.’

The volume and depth of existing standards and
guidelines from a usability perspective raised concerns
about their application. With resources stretched, the
ability to explore, understand and implement exist-
ing standards and guidelines dramatically increase the
barrier to entry. This could result in inconsistencies,
with participants demonstrating a desire to know ev-
eryone is efficiently pulling in the same direction, with
approaches suitable for their organisation’s size and
scale/risk profile.

‘. . . some of the guidance goes into too much detail
rather than what we actually need.’

In more general discussions with key cyber security
personnel, it was acknowledged that non-cyber security-
focused colleagues would have a lower awareness level,
but thanks to broader work programmes, it was now at a
higher level of maturity than in previous years. In addi-
tion, processes and time allocation for reviewing exist-
ing standards and guidelines had been established.

The participating inspector argued that exercising
and training, which can be derived from standards and
guidelines, provides a significant benefit to dutyholders
as it pushes them to be more familiar with processes
thanks to hands-on experiences.

‘As an engineer, what appears to be the best way is to
get groups of people together and exercising them to
develop muscle memory that can be used during real

incidents.’
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