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Abstract  

Motivated by the debate about the introduction of the fair value option for (financial) liabilities 

(FVOL) and the requirement to recognize and separately disclose in financial statements debt 

valuation adjustments (DVAs), this study explores what we can learn about a firm’s credit risk 

from DVAs. Using a sample of US bank holding companies that elect the FVOL, we show that 

DVAs generally cannot be explained by the same factors that explain contemporaneous 

changes in bank’s credit quality. We further find that DVAs can explain future changes in credit 

risk when the fair value of liabilities is based on managerial inputs (Level 3). Overall, our 

results suggest that managers have an information advantage in estimating credit risk and that 

DVAs provide inside information to the market.  
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1 Introduction 

The introduction of the fair value option for (financial) liabilities (FVOL) has been one of 

the most controversial issues in the fair value accounting project. An entity electing the FVOL, 

either under SFAS No. 159 "The Fair Value Option for Financial Assets and Financial 

Liabilities—Including an amendment of FASB Statement No. 115" (FASB 2007) or IFRS 9 

"Financial instruments" (IASB 2014), is required to measure financial liabilities at fair value 

and to recognize and separately disclose in the financial statements debt valuation adjustments 

(DVAs). DVAs represent changes in the fair value of the financial liabilities measured under 

the fair value option (FVO) that result from the change in the firm’s ability to settle these 

liabilities in full. Therefore, an entity recognizes a loss (negative DVAs) when its credit risk 

decreases and a gain (positive DVAs) when its credit risk increases. 

The FVOL was introduced in order to simplify the use of hedge accounting, enabling the 

firms to eliminate or reduce accounting mismatch that arises from the measurement of assets 

at fair value. However, the recognition of DVAs in the financial statements stirred the debate 

regarding its effect on the usefulness and informativeness of accounting numbers. On the one 

hand, critics argue that the resulting gains and losses are counterintuitive to the way in which 

gains and losses are typically viewed and difficult to explain to investors (Lipe 2002; Chasteen 

and Ransom 2007). As the market value of liabilities decreases when the entity’s credit quality 

deteriorates, a gain is recognised when a bad economic event occurs. Similarly, a loss is 

recognized when a good economic event occurs.  On the other hand, Barth et al. (2008) argue 

that DVAs are consistent with debtholders partially absorbing shocks to the firm’s value 

(Merton 1974). 

A number of empirical studies investigate the effects of DVAs recognition. Barth et al. 

(2008) find that the effect of changes in a firm’s credit risk on equity returns is attenuated by 
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the presence of debt. They conclude that DVAs should be candidates for inclusion in 

accounting income if the objective is the faithful representation of the firm’s liabilities and 

economic performance. Fontes et al. (2018) find that fair value measurement of assets is 

associated with noticeably lower information asymmetry and that this reduction is larger when 

banks also recognize DVAs. This finding is consistent with DVAs providing investors with 

important information on how gains and losses are shared between equityholders and 

debtholders. In line with this finding, Cedergren et al. (2019) find that DVAs are positively 

related to equity returns for banks with low level of unrecognized assets. 

Assuming DVAs correctly reflect credit risk changes, the above studies provide insight into 

the value and informational asymmetry implications of DVAs. In this paper, we contribute to 

the debate in this accounting policy area by investigating: 1) if reported DVAs reflect changes 

in credit spreads captured by the market and 2) whether DVAs convey incremental information 

about an entity's credit risk beyond information that can be inferred from the market. 

Accounting standards have introduced the FVOL in order to faithfully reflect the effect of 

changes in entity’s market value on the value of equity and debt. However, it has been argued 

that firms may opt for opportunistic election of the FVOL (Liu et al. 2011; Wu et al. 2016; 

Dong et al. 2019). As both FASB and IASB have invested considerable time and resources in 

introducing and amending the FVOL accounting standard,2 providing evidence on whether the 

adoption of the FVOL leads to more informative financial statements is important. 

For the implementation of this study, we use a sample of US bank holding companies. We 

focus on banks as they are the main users of financial instruments for which the FVOL is 

applicable. Therefore, the effects of DVAs recognition and disclosure are expected to be more 

pronounced, compared to industries that make more limited use of financial instruments.  We 

                                                           
2For example, under SFAS No. 159, for fiscal years beginning after 15 December 2017, DVAs are presented in 

other comprehensive income (ASC 825-10-45-5). 
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focus on a single country to ensure that our results are not driven by potential differences in 

institutional environments. Our sample covers the period 2007-2017, and includes 38 unique 

banks that elect the FVOL.  

In this study, we convert the reported DVAs into changes in credit spreads (DVA-

estimated changes in credit spreads), rather than using gains/losses. This allows us to 

understand better the magnitude of these changes and to use the regression model specifications 

developed in the literature. We first examine whether DVA-estimated changes in credit spreads 

can be explained by the same factors that determine changes in CDS and bond spreads. Our 

results show that, on average, DVAs cannot be explained by the same factors that explain 

changes in market-based measures of credit risk. This finding may reflect the use of FVOL for 

opportunistic reasons or it may reflect the role of DVAs in providing inside information on 

expected cash flows not captured by the market. 

To investigate whether incremental information about the entity's credit risk is conveyed, 

we use information on the fair value level of liabilities under the FVO. This enables us to 

distinguish between DVAs that reflect mainly market information and those that reflect private 

managerial information about the credit risk of a bank. Here, we find that changes in bond and 

CDS spreads are statistically significant in explaining DVA-estimated changes in the credit 

spread for banks that report liabilities at fair value Levels 1 and 2. These results are consistent 

with the idea that Level 1 and 2 reporters use market inputs to estimate their DVAs. For Level 

3 reporters, we find that lagged DVA-estimated changes in credit spreads are a significant 

determinant of changes in bond and CDS spreads.   

Our results support the view that managers have an information advantage in estimating 

DVAs, and that fair value measurements based on managerial inputs offer additional 

information about the credit risk of the bank holding companies in our sample. However, these 
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results cannot rule out the use of FVOL for opportunistic reasons. The results of our study are 

also particularly relevant to practitioners. Although the DVAs are criticized as counterintuitive 

to the way in which gains and losses are typically viewed, we show that when liabilities are 

measured at fair value Level 3, DVAs provide financial statement users with useful information 

in predicting future credit risk. Our results provide a better understanding of how managers use 

their discretion in computing Level 3 fair values and contribute to the debate about the role of 

fair value accounting in generating financial information that is useful for decision-makers 

(Koonce et al. 2011; Blankespoor et al. 2013; Fontes et al. 2018). 

Although the US bank holding companies setting offers several advantages, there are 

caveats that should be considered when interpreting the results of this study. First, we note that 

our findings may not generalize to industries with more limited use of the FVOL. Second, our 

relatively small sample size precludes an exploration of cross-sectional variation across 

reporting levels or of whether DVAs can predict default better than market-based measures of 

credit risk. Third, our results are based on a period that DVAs are presented in net income. For 

fiscal years beginning after 15 December 2017, DVAs are presented in other comprehensive 

income. In theory, whether the same item appears in net income or in other comprehensive 

income should not make a difference in terms of valuation (Biddle and Choi 2006; Chambers 

et al. 2007). However, it is an empirical question if this change in reporting would lead to 

changes in the behaviour of managers or investors in respect to DVAs, and particularly when 

liabilities are measured at fair value Level 3.3  

The remainder of the paper is organized as follows. Section 2 provides information on the 

recognition and disclosure of DVAs, presents the related literature and outlines our research 

                                                           
3We identify a very small number of bank holding companies that measure liabilities under the FVO at fair 

value Level 3 in the 2018-2020 period. This precludes currently an analysis for the period after DVAs are 

presented in other comprehensive income.  
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questions. Section 3 discusses the sample and research design. Section 4 presents our results, 

while, Section 5 summarizes our findings and provides concluding remarks. 

 

2 Background and hypothesis development 

2.1 Fair value option for liabilities and debt valuation adjustments 

Financial liabilities are measured at either amortized cost or fair value. Those that can be 

measured at fair value include financial liabilities held for trading, derivatives, or other 

financial instruments that qualify for hedge accounting treatment, as well as financial liabilities 

for which entities elect the FVO (see Figure 1). Entities elect the FVOL on an instrument-by-

instrument basis, a decision that is irrevocable at inception or at FVO adoption if inception is 

prior to this adoption. DVAs are recognized and disclosed for financial liabilities measured 

under the FVO. For our sample period, entities report their DVAs in net income.  

DVAs are estimated using a range of valuation techniques. Kengla and De Jonghe (2012) 

present survey results on how DVAs are estimated for 19 financial institutions. They find that 

4 use CDS spreads, 4 use primary issuances data (based on the latest issuances), 4 use 

secondary market data (e.g. bond spreads), and 5 use curves set internally by treasury and/or 

asset-liability management departments. The remaining 2 use a combination of information 

including observable inputs and internal data.  

Financial liabilities under the FVO are disclosed according to the three-level fair value 

measurement hierarchy (FASB 2006). Since financial reports provide little information on how 

DVAs are estimated,4 these levels help financial statement users to distinguish the reliability 

                                                           
4 When DVAs are significant, SFAS No. 159 (ASC 825) requires that entities disclose qualitative information 

about the reasons for instrument-specific credit risk changes as well as how DVAs are determined. However, 

when we read this information in the financial reports of the banks in our sample, we find that it is often very brief 

and that important steps in the calculation process are not provided. Therefore, we conclude that it is difficult for 

financial statement users to understand how DVAs are estimated from reading these financial reports. For 

example, in the 2015 annual report (page 205) JP Morgan Chase & Co mentions the following on how DVAs are 
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of the valuation inputs. Level 1 fair value estimates are based on quoted prices for identical 

assets or liabilities in active markets. Level 2 estimates are based on quoted market prices for 

similar assets or liabilities and inputs other than quoted prices, for example, interest rates and 

yield curves. Level 3 estimates are based on unobservable entity-supplied inputs for the 

asset/liability. The FASB requires an entity to use market inputs whenever these can be 

obtained without undue cost and effort. 

2.2 Related literature  

Our paper contributes to two streams of literature. The first stream looks at the 

informational effects and value implications of DVAs recognition. Within this area, Lipe 

(2002) finds that ratios computed using net income adjusted by DVAs do not faithfully depict 

the negative performance of a firm in financial distress. In another study, Gaynor et al. (2011) 

find that DVA-related disclosures are insufficient to avoid misleading interpretations of a 

firm’s financial condition. Specifically, they find that Certified Public Accountants (CPAs) are 

unable to associate a gain (loss) arising from changes in the fair value of liabilities with an 

increase (decrease) in credit risk.  Using archival data, Schneider and Tran (2015) find that 

European banks that recognize DVAs exhibit lower bid-ask spread compared to non-adopters 

of the FVOL, consistent with the FVOL mitigating information asymmetry. Finally, Fontes et 

al. (2018) show that fair value measurement of assets is associated with noticeably lower 

information asymmetry, and that this reduction is more than twice as large when banks also 

recognize DVAs.   

Examining the value relevance of DVAs, Chung et al. (2017) report a positive relationship 

between DVAs and current period stock returns. Cedergren et al. (2019) find that, when the 

level of unrecognized assets is low, DVAs are positively associated with stock returns. 

                                                           
determined for long term debt under the FVO “Changes in value attributable to instrument-specific credit risk 

were derived principally from observable changes in the Firm’s credit spread.”  
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However, this relation becomes less positive as the level of unrecognized assets increases, 

eventually becoming negative. This result suggests that investors understand the role of 

unrecognized assets in assessing the value relevance of DVAs. 

In a study closely related to ours, Dong et al. (2019) find that DVAs are positively 

associated with changes in bond spreads and that abnormal DVAs are negatively associated 

with pre-managed earnings, consistent with firms exercising discretion over DVAs to smooth 

earnings. Our study extends their insights by examining whether DVAs provide information to 

the market about a firm’s credit risk.   

The second stream of related literature investigates the value and risk relevance of the three 

fair value levels. Song et al. (2010) find that the association between share prices and fair values 

of assets and liabilities is higher for Levels 1 and 2 than for Level 3 fair values. This result 

suggests that investors place less weight on fair values based on unobservable inputs. The fair 

value hierarchy is also shown to influence information asymmetry between the managers of a 

firm and the external capital market participants. Magnan et al. (2015) report that Level 3 fair 

values increase forecast dispersion, while Riedl and Serafeim (2011) find that firms with 

greater exposure to Level 3 assets have higher equity betas. In line with these results, Iselin 

and Nicoletti (2017) find that banks change the asset composition of their portfolios to avoid 

disclosing Level 3 assets.  

While the above studies suggest that fair values based on inputs corresponding to higher 

levels in the fair value hierarchy are more useful, this is not always the case. For example, 

Altamuro and Zhang (2013) find that Level 3 mortgage servicing rights better reflect the risk 

of the underlying servicing portfolios than do Level 2 mortgage servicing rights, indicating that 

managers have an information advantage in estimating the fair value of these instruments. 

Furthermore, Lawrence et al. (2016) find similar share price association across fair value levels 
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for a sample of closed-end funds where all assets are measured at fair value. Our study 

contributes to this stream of research by examining the credit risk informativeness of DVAs 

across the different fair value levels. 

2.3 Research questions 

In this subsection, we identify our key research questions. Most of the previous studies on 

the effects of DVA recognition and the associated disclosures assume that DVAs correctly 

reflect (or at least are positively correlated with) changes in the credit quality of an entity and/or 

that the DVAs reflect changes in credit spreads captured by the market. This paper contributes 

to the debate in this accounting policy area by investigating: 1) if DVAs accurately reflect 

changes in credit spreads captured by the market, and 2) if they provide incremental 

information about an entity's credit risk beyond information that can be inferred from the 

market.  

First, we investigate whether DVA-estimated changes in credit risk can be explained by the 

same factors that explain changes in CDS and bond spreads. Our findings here provide an 

indication of whether DVAs reflect the market information on the credit quality of an entity. 

Our expectation is that since DVAs incorporate both market and private managerial 

information, DVA-estimated changes in credit risk are not necessarily explained by the same 

factors that explain market-based measures of credit risk changes.  

Second, we use information on the fair value level of liabilities under the FVO to 

distinguish between public and private information incorporated in DVAs.  We expect changes 

in bond and CDS spreads to be more significant in explaining DVA-estimated changes in credit 

spreads when financial liabilities under the FVO are measured at Levels 1 and 2, as DVAs 

reflect mainly market information. We further expect DVA-estimated changes in credit spreads 

to predict future changes in CDS and bond spreads when financial liabilities under the FVO 
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are measured at Level 3, as DVAs reflect private information about the credit quality of the 

entity.  

3 Sample selection and research design 

3.1 Sample selection 

To examine our research questions we use a sample of US bank holding companies that 

file quarterly FR Y-9C reports with the Federal Reserve. We focus on financial companies, as 

DVAs are particularly relevant in this industry.5 We restrict our sample to bank holding 

companies as their regulatory filings provide detailed, standardized disclosures related to their 

election of the FVOL and DVAs. Our sample period spans 2007:Q1 to 2017:Q4. We begin 

with 2007 as the FASB allowed for early adoption of SFAS No.159 (ASC 825) on eligible 

financial instruments that year, although the effective date of the standard is January 1, 2008 

for regular adopters.6  

In our sample, bank holding companies that elect the FVOL are required to report two 

data items in their quarterly FR Y-9Cs. One is total gains/losses on liabilities under the FVO 

(BHCKF553), and the second is gains or losses on liabilities under the FVO attributable to 

changes in own credit risk (BHCKF554). We obtain this information from the Bank Regulatory 

database.7 We require that banks report BHCKF553 or BHCKF554 at least once over our 

sample period. This process provides us with a starting sample of 85 bank holding companies. 

                                                           
5 To investigate the use of FVOL by non-financial firms we collect data form 2009, the year with the highest 

number of FVOL adopters in our sample. We construct our non-financial firm sample using all firms that have 

available 10K documents in EDGAR. After matching these firms with their data in the Compustat database, we 

identify 690 non-financial firms that mention the fair value option in their 10Ks (we search their 10Ks for “fair 

value option” as well as different combinations of “SFAS No. 159” and “ASC 825”). When we read the related 

parts of the 10Ks of those 690 firms, we identify only 11 firms that elect the FVOL. In the rest of the cases, firms 

mention that they do not elect the fair value option for any financial instruments or that they elect the option only 

for eligible financial assets. None of the 11 non-financial firms that elect the FVOL in 2009 reports a non-zero 

DVA.  
6 Our results are robust to the exclusion of early adopters from our analysis.  
7 The downloaded item on DVAs from the Bank Regulatory database reports the total DVAs since the beginning 

of the financial year. To obtain the quarterly DVAs, we take the difference between the two quarters. 
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For some bank-quarters, data on DVAs are missing from the database. For these, we hand-

collect DVAs from the 10Q/10K filings.8 An example of such a disclosure is provided in 

Appendix 1. DVAs reported in the Bank Regulatory occasionally differ from those in the 

10Q/10K filings.9 In line with Cedegreen et al. (2019), we use entries from the 10Q/10K filings 

in these cases, as the information in these filings is more likely to be scrutinized by auditors.  

We also require that the bank holding companies in our sample are publicly traded with 

available data to compute our explanatory variables, and that they have a positive book value 

of liabilities (Eom et al. 2004). This requirement reduces our sample to 46 unique banks. 

Finally, we require that firms provide information on the fair value and principal value of 

liabilities under the FVO, which we hand-collect from financial reports. This process yields a 

sample of 887 bank-quarter observations, representing 38 unique banks. The sample selection 

process is summarized in Table 1. 

Table A1 in Appendix 2 provides information on the number of bank-quarters for which 

negative, zero or positive DVAs are reported each year. Out of the 887 bank-quarter 

observations, banks report positive (negative) DVA in 171 (176) quarters.10 The table also 

reports the mean value of quarterly DVA by year and the price of the Bloomberg Barclays 

Bank Corporate Index as an inverse proxy for aggregate bank credit risk. That is, a decrease in 

the price of the Index indicates an increase in banks’ credit risk. Accordingly, more banks are 

expected to report positive DVAs in those periods. In line with our expectations, the mean 

DVA is strongly negatively correlated with the relative changes in the Index, with the 

correlation coefficient equal to -0.89. Consistent with that result, the number of quarters in 

                                                           
8 Firms are required to report DVAs in their 10Q/K filings if these are material.  
9 This is the case for only 6 bank-quarters, and our results are robust to the exclusion of these observations from 

our sample.  
10 Most of the positive and negative (i.e., non-zero) DVAs are driven by large banks (banks with a book value of 

assets greater than $50 billion).  
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which positive (negative) DVAs are reported is also negatively (positively) correlated with the 

Index changes.  

In more than half of the quarters, banks report a zero DVA. Credit risk is potentially 

continuously changing for a firm. Therefore, we might expect to see non-zero DVAs reported 

in all bank-quarters. In reality, a reported zero DVA simply indicates that the effect of own 

credit risk changes on the fair value of liabilities is immaterial to the financial statements. 

Therefore, reported zero DVA is, in principle, informative to the market, as it means, at least 

for the banks with a sufficient proportion of liabilities under FVO, that the management 

considers the change in the credit risk of the entity since the last reporting period to be very 

small. Table A2 in Appendix 2 provides information on the number of quarters where negative, 

zero or positive DVAs are reported per bank in our sample.  

3.2 DVA-estimated changes in credit spreads 

As mentioned, for our analyses we convert reported DVA amounts into DVA-estimated 

changes credit spreads. Converting DVAs into changes in credit spreads, rather than reporting 

them as dollar gains/losses, provides a unit-free standardized measure that is directly 

comparable across different observations, as it takes into account relevant credit information 

embedded in a bond’s yield, as well as its maturity and coupon structure. Since DVA-estimated 

changes in credit spread are interpreted in the same way as changes in market-based credit 

spreads, these can be directly used in regression model specifications developed to investigate 

the determinants of changes in credit spreads. To convert the reported DVAs, we use 

information on an entity’s liabilities under the FVO obtained from their financial reports.  

The amount and/or type of liabilities under the FVO can change from one reporting 

period to the next, because new liabilities may occur and/or some liabilities may extinguish. 

Therefore, we need to rely on information from the same reporting period in constructing our 
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measure. We use 𝐹𝑉�̂�𝑡 to denote the hypothetical value of liabilities under the FVO at the end 

of quarter t, in the absence of changes in own credit risk. 𝐷𝑉𝐴𝑡 is the change in the fair value 

of liabilities due to fluctuations in creditworthiness in quarter t, while 𝐹𝑉𝐿𝑡 is the actual fair 

value of liabilities under the FVO at the end of the same quarter after DVAs are considered. 

Because a negative DVA (loss) indicates an increase in the value of liabilities, while a positive 

DVA (gain) indicates a decrease, the actual fair value of liabilities at time t (𝐹𝑉𝐿𝑡), equals the 

value of liabilities in the absence of own credit risk changes (𝐹𝑉�̂�𝑡) minus 𝐷𝑉𝐴𝑡: 

𝐹𝑉𝐿𝑡 = 𝐹𝑉�̂�𝑡 − 𝐷𝑉𝐴𝑡       (1) 

Since 𝐹𝑉𝐿𝑡 and 𝐷𝑉𝐴𝑡 are provided in financial reports, we can use equation (1) to 

estimate 𝐹𝑉�̂�𝑡. If 𝐷𝑉𝐴𝑡 is zero, the actual fair value of liabilities equals the hypothetical fair 

value of liabilities (𝐹𝑉𝐿𝑡 =  𝐹𝑉�̂�𝑡). If credit quality increases, the credit spread decreases, and 

the entity incurs a loss, indicated by a negative DVA. In this case, the actual fair value of 

liabilities will be higher than the hypothetical fair value of liabilities (𝐹𝑉𝐿𝑡 > 𝐹𝑉�̂�𝑡). This is 

because the cash flows of liabilities are discounted at a lower rate than they would have been 

in the absence of credit quality improvement. By contrast, if credit quality decreases, the actual 

fair value will be lower than the hypothetical fair value (𝐹𝑉𝐿𝑡 <  𝐹𝑉�̂�𝑡).  

Next, we estimate the discount rate applied to obtain the actual fair value of liabilities 

and the hypothetical fair value of liabilities in the absence of changes in own credit risk. To do 

so, we assume that liabilities under the FVO consist of one type of bond that pays a coupon 

semi-annually. Based on the bond valuation formula: 

FVLt = 𝐵 ⌊
𝑐

𝑦𝑡
(1 −

1

(1+
𝑦𝑡
2

)2𝑇
) + 

1

(1+
𝑦𝑡
2

)2𝑇
⌋     (2) 
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𝐹𝑉�̂�𝑡 = 𝐵 ⌊
𝑐

𝑦�̂�
(1 −

1

(1 +
𝑦�̂�

2 )2𝑇
) +  

1

(1 +
𝑦�̂�

2 )2𝑇
⌋  (3) 

where 𝑦𝑡 (𝑦�̂�) is the semi-annually compounded actual (hypothetical under no own credit risk 

changes) yield to maturity, and B is the face value of liabilities under FVO. To estimate the 

respective yields (𝑦𝑡 , �̂�𝑡 ), we hand-collect information on the face value (B) and price-weighted 

average maturity (T) of 𝐹𝑉𝐿𝑡 from financial reports.11 As a coupon rate (c), we use the price-

weighted average coupon rate on straight coupon bonds issued by the bank.12  

The yield to maturity is equal to the risk-free rate plus the credit spread. Given that the 

risk-free rate (r) for a given quarter is the same for both 𝐹𝑉𝐿𝑡 and 𝐹𝑉�̂�𝑡, the DVA-estimated 

change in credit spread (Delta_DVA_CS) is given by the difference between the actual and 

hypothetical yield to maturity: 

Delta_DVA_𝐶𝑆𝑡 = 𝑦𝑡 − 𝑟 − (𝑦�̂� − 𝑟) = 𝑦𝑡 − 𝑦�̂�      (4) 

Appendix 3 provides further details including the time-line of accounting and market 

information as well as a numerical example to illustrate how the DVA-estimated change in in 

credit spread is calculated.  

Table 2, Panel A presents the descriptive statistics for DVAs and our equation inputs. To 

provide an indication of the magnitude of DVAs, we provide the ratio of DVA to one-quarter 

lagged liabilities under the FVO (DVA/FVL_lag), as well as the ratio of DVA to one-quarter 

                                                           
11Face value is the sum of the principal value of long term liabilities under the FVO and the book value of short 

term liabilities under the FVO. We assume that the principal value of short-term liabilities equals their book 

value. If we do not have information about T for a given observation, we use the price-weighted average 

maturity of all bonds issued by the bank instead. 
12 We obtain information on coupon rates from Datastream. For DVA reporters with no traded bonds, we collect 

information on coupon rates from financial reports, as this information is voluntarily disclosed by some of the 

banks. We have only two banks in our sample that are non-zero DVA-reporters with no traded bonds (for zero 

DVA reporters, DVA-estimated changes in credit spreads are zero). Our results are robust to the exclusion of 

these two banks from the analysis. We also calculate DVA-estimated changes in credit spreads assuming zero-

coupon debt. Our results remain unchanged. 
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lagged assets (DVA/Asset_lag). The mean DVA is negative, for both the full sample of FVOL 

adopters and non-zero DVA reporters.  

Panel B provides information on DVA-estimated changes in credit spreads and changes 

in CDS and bond spreads.13  The average change in DVA-estimated credit spread for both the 

full sample and non-zero DVA reporters is negative. We obtain CDS and bond spreads from 

Thomson Reuters Datastream. For CDS spreads, we use spreads with identical maturities as 

the liabilities of the banks under FVO using linear interpolation. We identify CDS spreads for 

13 banks in our sample, resulting in 379 quarterly observations.  

For bond spreads, we identify publicly-traded bonds without inherent option rights 

issued by banks in the sample from 1996, the first year that Datastream reports bond-related 

information, to 2017. A bond spread is defined as the corporate bond yield minus the yield of 

the benchmark Treasury rate. If there is no benchmark bond with the same maturity, then linear 

interpolation is used to estimate the yield of the equivalent benchmark. For bonds with a 

maturity longer (shorter) than the longest (shortest) benchmark bond, the equivalent benchmark 

yield is always the yield of the longest (shortest) Treasury bond.  Using quarterly bond yield 

spreads for 2007 to 2017 yields a final sample of 1,313 bonds from 27 bank holding companies 

and 21,514 quarterly changes in credit spreads. We define a change in a bond spread 

(Delta_Bond_CS) as the difference in spread between two consecutive quarters. We also 

estimate changes in bond spreads at the bank level (Delta_Bond_CS_Mean). As in Barth et al. 

(2012), we measure bank-level spread as the price weighted average spread of all bonds issued 

by the bank. To avoid the effect of outliers, we winsorize changes in bond spreads at the 1 and 

                                                           
13 We use CDS spreads as they are a cleaner measure of credit risk compared to bond spreads. Even though bond 

spreads are influenced by factors such as tax, liquidity, and duration, their inclusion increases our number of 

observations and allows us to check the robustness of our results.  
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99 percent (DeFond et al. 2011; Blankespoor et al. 2013).14 Appendix 2 provides information 

on the availability of CDS and bond data for the banks in our sample.  

3.3 Research design 

To investigate whether DVA-estimated changes in credit spreads (Delta_DVA_CS) can 

be explained by the same factors that explain changes in CDS or bond spreads, we estimate the 

following linear regression model: 

Delta_DVA_𝐶𝑆𝑖𝑡 = 𝑎 + 𝛴𝛽𝑗𝐸𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑜𝑟𝑦 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑗𝑖𝑡 + 𝜀𝑖𝑡    (5) 

 Based on the extant literature (Collin-Dufresne et al. 2001; Barth et al. 2012; Correia 

et al. 2012; Correia et al. 2018), we expect changes in credit spreads to be positively associated 

with changes in leverage (Delta_Lev), asset volatility (Delta_Sigma), the probability or 

magnitude of downward jump (Delta_Jump), and book-to-market ratio (Delta_BTM). We 

anticipate that they are negatively associated with changes in business climate, as captured by 

S&P500 returns (Delta_SP500), distance to default (Delta_D2D), and size (Delta_Size). 

Following Correia et al. (2018) and Correia et al. (2012), we also include equity return (MOMS) 

and the exponentially-weighted cumulative return (MOML), to capture the response of credit 

markets to information in equity markets. Appendix 4 provides a detailed description of how 

we measure each explanatory variable.  

Table 2, Panel C presents the descriptive statistics for our explanatory variables. 

Untabulated results show that the correlations between our control variables are relatively low, 

indicating no multicollinearity between them. To control for the panel data structure of our 

                                                           
14 Descriptive statistics confirm that there are some potentially non-valid observations in the data, resulting in 

extreme positive or extreme negative changes in credit spreads. These non-valid observations may be a result of 

error entry in the database, illiquid bonds, and/or bonds of very long or short maturity. Our results are robust to 

(1) using not winsorized data, (2) using the log form of bond spreads and (3) deleting observations that are 

candidates for data errors (Bessembinder et al. 2006; Helwege et al. 2014).  
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sample, we estimate regressions results adjusted to account for correlation within firm and 

quarter clusters and we include firm fixed effects in our regression models.15  

4 Empirical results 

4.1 Determinants of DVA-estimated changes in credit spread 

Table 3 presents the regression results for the determinants of DVA-estimated changes 

in credit spreads. From column (1), we can see that none of the explanatory variables is 

statistically significant in explaining DVA-estimated changes in credit spreads for our full 

sample. We further see that the adjusted R-squared is low, indicating limited explanatory power 

of the model. From column (2), we see that Delta_SP500 and Delta_Jump are significant in 

explaining DVA-estimated changes in credit spreads for our non-zero DVA reporters, and that 

the adjusted R-squared increases to 27.60%.   

To assess the explanatory power of the control variables in our model, we next run 

regressions on the changes in CDS and bond spreads and present the results in the last three 

columns of Table 3.16 For the change in CDS spreads, only Delta_BTM is statistically 

significant. For the change and average change in bond spreads, the results in columns (5) and 

(6) respectively show that most of the coefficients have the predicted sign, and that a number 

of them are statistically significant. Note that, while the coefficients of Delta_SP500 and 

Delta_Jump in CDS spreads regressions are of the same or greater magnitude than in DVA-

estimated and bond spreads regressions, they are not statistically significant, possibly due to 

                                                           
15 In our main analysis, we do not include time fixed effects because macro-economic variables do not vary enough 

over quarters and because of the small sample size for some of the analyses (Li and Prabhala 2007). The results 

are robust for our larger subsample of bond spreads when we: (1) use time fixed effects, and (2) include indicator 

variables for the first, second and third quarter.  

16 An alternative market-based measure of changes in credit risk is changes in credit ratings. However, given the 

small number of changes in actual and estimated credit ratings in our sample, we are unable to use this measure 

to conduct a meaningful analysis.  
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our smaller sample size.17 We further see that the explanatory power of the model that explains 

changes in bond spreads is also higher compared to that in the first column, with an adjusted 

R-squared between 16.69% and 43.90%. Similarly to Blanco et al. (2005) and Collin-Dufresne 

et al. (2001), our models leave significant variance both in CDS and bond spread changes 

unexplained. According to Collin-Dufresne et al. (2001), this may be a results of spreads being 

driven by market-wide supply and demand shocks.  

It is possible that our results are driven by the assumptions we make in estimating our 

dependent variable (Delta_DVA_CS). To check the robustness of the results to these 

assumptions, we use a number of alternative dependent variables and re-run our analysis. 

Specifically, we scale DVA_t by: (1) lagged total assets, (2) lagged liabilities under the FVO, 

and (3) total liabilities. Using these alternative measures yields (untabulated) results similar to 

those presented in Table 3. We also investigate whether our results in the first two columns in 

Table 3 are driven by observations for which we do not have market-based measures of credit 

risk. Running regressions using subsamples of only those observations for which we have 

available changes in CDS spreads and only observations for which we have available changes 

in bond spreads yields similar findings.  

Overall, our results for the determinants of DVA-estimated changes in credit spreads 

show that reported DVAs, on average, are not explained by the factors that explain changes in 

credit spreads. This result can be driven by the fact that DVAs incorporate both market and 

private information on the credit risk of the entity. The use of private information in the 

estimation of DVAs can result in entities using FVOL for opportunistic behaviour and/or in 

order to provide inside information on their credit standing. Indeed, Dong et al. (2019) provide 

evidence consistent with banks exercising discretion over DVAs to smooth earnings. While we 

                                                           
17 The discrepancy between our results for CDS and bond spreads may also be driven by the fact that CDS 

spreads contain credit risk information not captured by bonds of the same firm, and that CDS spreads may lead 

bond spreads (Blanco et al. 2005; Lee et al. 2018). 
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cannot rule out this possibility, in the subsequent analysis, we focus on investigating whether 

DVAs reflect management’s assessment of the credit quality of the bank and thus provide 

inside information on its credit standing.  

4.2 Fair value level 

To investigate whether DVAs convey incremental information about an entity's credit risk, 

we distinguish between public and private information incorporated in DVAs, using 

information on the fair value level of liabilities under the FVO. Table 4 provides information 

on the percentage of liabilities under the FVO by level (Panel A), as well as the number of 

observations classified as Level 1 and 2, or Level 3 reporters using different cut-offs (Panel B). 

Because only a small percentage of liabilities under the FVO are measured at Level 1, we group 

Level 1 and 2 reporters together in our analysis. For the results presented in this paper, a bank 

is considered to be a Level 1 and 2 (Level 3) reporter, if it reports 80% or more of its financial 

liabilities under the FVO at Levels 1 and 2 (Level 3) in a specific quarter. As the classification 

is done per quarter, a bank can be Level 1 and 2 reporter in one quarter and Level 3 in another. 

Appendix 2 provides this information for the banks in our sample. The conclusions do not 

change if we use a 100% or a 70% cut-off.   

From Table 4, we see that when we use the 80% cut-off, 433 bank-quarter observations 

are classified as Level 1 and 2, while 306 bank-quarter observations are classified as Level 3 

reporters. Using our CDS subsample, we find that 228 bank-quarter observations are classified 

as Level 1 and 2, while 49 bank-quarter observations are classified as Level 3 reporters. Note 

that if the inputs used to measure the fair value of liabilities under the FVO fall into different 

levels, then the level employed for measurement and presentation is based on the lowest level 

input. Therefore, it is possible for banks to have CDS spreads and/or traded bonds and yet 

report their liabilities at Level 3. Similarly, a Level 2 reporter may not have CDS spreads and/or 
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traded bonds available, but instead use quoted market prices for similar instruments issued by 

another company. 

For Level 1 and 2 reporters, we expect DVA-estimated changes in credit spread to be 

better explained by the factors that explain market-based measures of changes in credit spreads 

than for Level 3 reporters, since market inputs are used in the estimation of DVAs. The results 

presented in Table 5, column (1) for Level 1 and 2 reporters indicate that DVA-estimated 

changes in credit spreads are still not well explained by the factors that explain market-based 

measures of changes in credit spreads. While the coefficients of Delta_SP500, Delta_Jump, 

and MOMS are significant, the adjusted R-squared is negative, indicating that the model 

contains terms that do not help to predict the DVA-estimated changes in credit spreads. For 

Level 3 reporters, only Delta_BTM is significant in explaining DVA-estimated changes in 

credit spreads, and again, the adjusted R-squared is negative.18  

The Level 1 and 2 results can be largely driven by the Level 2 reporters, as only three 

banks (33 bank-quarters) report more than 80% of liabilities under the FVO at fair value Level 

1. For the valuation of their liabilities under the FVO, Level 2 reporters use quoted market 

prices from similar traded instruments, and inputs other than quoted prices. From the market, 

one can observe the credit spread of the instrument, which is driven not only by the credit risk 

of the company but also by other factors (as for example, liquidity and duration). If the 

characteristics of the liabilities under the FVO differ from the traded instruments, entities will 

adjust the credit spreads. Because of these adjustments and potential measurement error, the 

observed credit spreads can differ from the DVA-estimated credit spreads for Level 2 reporters. 

In columns (3) through (11), we see that the coefficients on the changes in CDS spreads 

and bond spreads are statistically significant for Level 1 and 2 reporters. The adjusted R-

                                                           
18 The unadjusted R-squared is positive but small for both Level 1 and 2 as well as Level 3 reporters. 
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squared also increases significantly. These results are consistent with the fact that market inputs 

are used to measure liabilities at fair value Level 1 and 2. We find no such evidence for Level 

3 reporters.  

Next, we investigate whether reported DVAs convey private information about the 

credit quality of an entity, by examining whether DVAs predict future changes in credit 

spreads. Specifically, we include the following variables in our regression models: the 

contemporaneous DVA-estimated changes in credit spreads (Delta_DVA_CS_t), the one-

quarter leading DVA-estimated change in credit spreads (Delta_DVA_CS_t+1), and the one-

quarter lagged DVA-estimated change in credit spreads (Delta_DVA_CS_t-1).19 If managers 

provide private information to the market through DVAs and their associated disclosures, we 

expect lagged DVA-estimated changes in credit spreads to be significant in explaining changes 

in CDS and bond spreads, particularly for Level 3 reporters, as fair values are based on 

managerial inputs. The number of observations decreases, as we need data on CDS spreads and 

bond spreads as well as one-quarter lead and lagged data on DVA-estimated changes in credit 

spreads. 

From the results in Table 6, we see that the coefficient for the leading DVA-estimated 

change in credit spreads is not significant, indicating that future DVA-estimated changes in 

credit spreads and current market-based measures of changes in credit spreads are uncorrelated. 

The coefficient of the contemporaneous DVA-estimated change in credit spreads is 

consistently positive and significant for Level 1 and 2 reporters. This is in line with the results 

in Table 5, and consistent with the use of market inputs used for the estimation of DVAs. For 

                                                           
19 The choice of one quarter as the length of a (single) lag is driven by the structure and limitations of our data. 

While market spreads can be measured almost continuously, we can measure DVA-estimated spreads with only 

a quarterly frequency as these are based on accounting data. The inferences of our results do not change if we use 

a one-month window for market spreads. We consider a one-month window after the end of the quarter as a 

reasonable approximation of the release of the DVAs information without imposing strict assumptions on the 

release date.  
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Level 3 reporters, we find that the lagged DVA-estimated changes in credit spreads are 

significant in explaining changes in the bond and CDS spreads. We further see a significant 

increase in the adjusted R-squared. Our findings support the conjecture that managers provide 

inside information to the market through DVAs and their associated disclosures.  

We next use panel vector autoregressive (PVAR) model (Holtz-Eakin et al. 1988) to 

formally examine the joint evolution of the key variables. Results are presented in Table 7. 

Panel A presents results on changes in CDS spreads, while Panels B and C present results on 

changes in bond spreads. Using the model and moment selection criteria of Andrews and Lu 

(2001), we find that the optimal number of lags in the PVAR model is one (quarter), in line 

with the model presented in Table 6. Note that our requirement for one-quarter lagged data for 

both DVA-estimated changes in credit spreads and market-based measures of changes in credit 

spreads leads to a slightly different number of observations for this analysis.   

From columns (2) and (3), we see that the lagged DVA-estimated changes in credit 

spreads have a positive effect on changes in market-based measures of changes in credit risk 

for Level 3, but not for Level 1 and 2 reporters.  At the same time, the results in columns (4) 

through (6) show no support for the notion that changes in CDS and bond spreads lead DVA-

estimated changes in credit spreads for Level 3 reporters. For Level 1 and 2 reporters, this 

relationship is significant in two out of three cases, consistent with earlier findings that credit 

risk information is incorporated in market spreads no later than in DVA-estimated spreads. 

Taken together, the results of the PVAR analysis confirm that DVA-estimated changes in credit 

spreads lead market-based measures of changes in credit spreads for Level 3 reporters. 

Changes in both market and DVA-estimated credit spreads exhibit, most of the times, 

negative autocorrelation, which is consistent with mean reversion. This result may be driven 

by banks dynamically managing their risk exposure and/or mean reversion in the economic 
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conditions affecting the banks in our sample. In addition, the non-synchronous trading effect 

associated with thinly traded bonds (Lo and MacKinlay 1990) as well as the bid-ask bounce 

(Roll, 1984) are likely to contribute to the negative autocorrelation of market spreads. For 

DVA-estimated spreads, for which the market microstructure considerations do not play a role, 

the measurement error in inputs used to construct the spreads as well as a possible systematic 

managerial overreaction to news (Amihud and Mendelson 1987) are two complementary 

explanations of their negative autocorrelation.  

4.3 Further sensitivity analyses 

Finally, to investigate the robustness of our findings, we conduct several additional 

tests. If the banks that adopt the FVOL at Level 3 are different from the banks that adopt the 

FVOL at Levels 1 and 2, there is a selection bias. In order to control for the time invariant 

unobservable characteristics that affect the changes in credit spreads, we include in our main 

analyses bank fixed effects. To control for potential time-varying unobservable characteristics, 

we use the two-stage Heckman (1979) correction procedure. In the first stage, we use a probit 

model to explain the use of fair value Level 3 reporting (Altamuro and Zhang 2013; Iselin and 

Nicoletti 2017) and find that Level 3 reporting is associated with bank size, use of Big Four 

auditor, use of FVO for assets, and the importance of liabilities under FVO. In the second stage, 

we add the self-selection parameter calculated from the probit model to our main regression 

models. Untabulated findings show that lagged DVA-estimated changes in credit spreads are 

still significant in explaining changes in market spreads for Level 3 reporters.  

To test if our results are influenced by the inclusion of early adopters, we re-run our 

analyses after deleting 2007 observations from the sample. Untabulated findings indicate that 

the inferences based on the main results remain valid. We also re-run our models using 

explanatory variables from the finance literature.  Following Collin-Dufresne et al. (2001), we 
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use changes in leverage, asset volatility, the probability or magnitude of a downward jump, 

spot rate, the slope of the yield curve, and business climate as an alternative set of control 

variables.  The results from these analyses are in line with those of our main models.  

5 Conclusions 

Our paper lends insight to the debate on the introduction of the FVOL by examining 

whether reported DVAs reflect changes in credit spreads captured by the market and whether 

they contain incremental information about an entity's credit risk. Using a sample of US bank 

holding companies, we find that, on average, DVAs cannot be explained by the same factors 

that determine changes in credit risk. This finding may reflect the use of the FVOL by managers 

for opportunistic reasons. However, it may also indicate that managers possess information 

about their institutions' credit risk not fully embedded in market data. 

To examine the latter conjecture, we investigate the ability of reported DVAs to predict 

future changes in credit spreads. We find that lagged DVA-estimated changes in credit spreads 

are significant in explaining changes in both CDS and bond spreads. This result is driven by 

banks that report liabilities at fair value Level 3, providing support for the conjecture that 

managers provide inside information to the market through DVAs and their associated 

disclosures. Overall, our results improve our understanding of managerial decision-making 

with respect to fair value accounting and contribute insight to the debate about the role of fair 

value accounting for financial liabilities in generating decision-useful financial information. 

Our study also offers useful insights to practitioners, indicating that when liabilities are 

measured at fair value Level 3, reported DVAs provide inside information about the credit 

quality of the banks.  
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Figure 1 Accounting measurement of financial liabilities 
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Tables 

 

  

Table 1: Sample selection  

Banks that report net gains or losses on liabilities (BHCKF553) or net gains or losses on liabilities 

attributable to changes in their own credit risk (BHCKF554) at least once during sample period  

2007: Q1 to 2017: Q4  85 

   

Banks that match with COMPUSTAT and CRSP with available data to compute explanatory  

variables, and positive book value of liabilities   46 
   

Banks that report fair value and principal value of liabilities under the fair value option  38 
   

All bank-quarters of selected banks    887 

The table provides information on sample selection. In the sample we include US bank holding companies 

for the period 2007-2017 that have available data. This process leads to 887 bank-quarter observations.  
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Table 2: Descriptive statistics  

Variable Obs Mean Std.Dev. P5 Q1 Median Q3 P95 
         

Panel A: DVAs and inputs for DVA-estimated changes in credit spreads     

DVA ('000) (all observations) 887 -14,651 374,937 -378,000 0.0000 0.0000 0.0000 225,000 

DVA ('000) (non-zero DVA) 347 -37,450 599,267 -945,000 -143,000 -162 87,000 647,000 

DVA/FVL_lag 887 0.0008 0.0346 -0.0159 0.0000 0.0000 0.0000 0.0076 

DVA/Asset_lag 887 0.0000 0.0004 -0.0004 0.0000 0.0000 0.0000 0.0003 

Coupon rate 887 0.0566 0.0179 0.0318 0.0439 0.0547 0.0671 0.0908 

Maturity  887 8.0267 7.1085 1.7379 3.1834 4.8017 10.0000 23.6200 

Fair value ('000) 887 21,689,588 44,049,942 10,058 41,429 159,787 10,392,000 108,414,000 

Face value ('000) 887 21,896,584 44,471,600 10,000 61,900 192,900 8,042,000 115,425,000 

         

Panel B: DVA-estimated changes in credit spreads, bond spreads and CDS spreads    

Delta_DVA_CS (all observations) 887 -0.0008 0.0147 -0.0045 0.0000 0.0000 0.0000 0.0026 

Delta_DVA_CS (non-zero DVA) 347 -0.0019 0.0234 -0.0210 -0.0018 -0.0001 0.0009 0.0082 

Delta_CDS_CS 379 -0.0002 0.0144 -0.0123 -0.0022 -0.0003 0.0010 0.0101 

Delta_Bond_CS  21,514 0.0006 0.0087 -0.0077 -0.0018 0.0000 0.0015 0.0101 

Delta_Bond_CS_Mean  540 0.0008 0.0073 -0.0079 -0.0020 -0.0001 0.0018 0.0137 
         

Panel C: Explanatory variables         

Delta_Lev 887 0.0003 0.0152 -0.0225 -0.0075 -0.0003 0.0075 0.0270 

Delta_Sigma 887 -0.0002 0.0133 -0.0180 -0.0040 -0.0005 0.0035 0.0198 

Delta_SP500 887 0.0193 0.0851 -0.1382 -0.0257 0.0312 0.0635 0.1524 

Delta_Jump 887 -0.0005 0.0325 -0.0477 -0.0263 -0.0003 0.0263 0.0447 

Delta_D2D 887 0.0350 1.9984 -3.0619 -1.1146 -0.0133 1.1580 3.3483 

MOMS 887 0.0023 0.1333 -0.1922 -0.0489 0.0076 0.0572 0.1564 

MOML 887 0.0004 0.0212 -0.0386 -0.0072 0.0033 0.0120 0.0253 

Delta_BTM 887 0.0155 1.7681 -0.6353 -0.1008 -0.0013 0.0958 0.7446 

Delta_Size 887 0.0080 0.0531 -0.0460 -0.0113 0.0070 0.0238 0.0614 
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The table provides descriptive statistics of the variables used in the analysis. Panel A provides information on DVAs and the inputs used for 

the estimation of DVA-estimated changes in credit spreads (Delta_DVA_CS). DVA/FVL_lag is the ratio of DVA to one quarter lagged 

liabilities under the FVO. DVA/Asset_lag is the ratio of DVA to one quarter lagged assets. Coupon rate, Maturity, Fair Value and Face Value 

refer to liabilities under the FVO. Panel B provides information on Delta_DVA_CS, and market-based measures of changes in credits spreads. 

Delta_CDS_CS are changes in CDS spreads, while Delta_Bond_CS (Delta_Bond_CS_Mean) are changes in bond spreads (mean bond spreads). 

Panel C reports descriptive statistics of the explanatory variables. Delta_Lev is the change in the ratio book value of liabilities to market value 

of assets. Delta_Sigma is the change in asset volatility. Delta_SP500 is the change in business climate, captured by quarterly S&P500 returns. 

Delta_Jump captures the changes in the probability or magnitude of a downward jump. Delta_D2D is the change in distance to default. MOMS 

is the equity return for the most recent month prior to the start of the quarter, and MOML is the exponentially weighted cumulative return over 

the 11 months prior to the computation of MOMS. Delta_BTM is the change in the book to market ratio and Delta_Size is the change in firm 

size. Appendix 4 provides detailed description of the explanatory variables. 
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Table 3: Determinants of DVA-estimated changes in credit spreads, changes in CDS spreads and changes in bond 

spreads 

 Pred.  Delta_DVA_CS  Delta_DVA_CS  Delta_CDS_CS Delta_Bond_CS  Delta_Bond 

 Sign All FVOL  Non-zero DVA    CS_Mean  

       

Intercept   -0.0003 -0.0013*** 0.0007 0.0018*** 0.0014*** 

t   (-1.09) (-3.44) (0.50) (3.90) (2.87) 

Delta_Lev + -0.0129 -0.0253 0.0043 0.0337* 0.0275 

  (-0.51) (-0.26) (0.15) (1.73) (1.25) 

Delta_Sigma + -0.0019 -0.0013 -0.0341 0.0934*** 0.0842 

  (-0.11) (-0.02) (-0.56) (7.95) (1.61) 

Delta_SP500 - -0.0138 -0.0359* -0.0293 -0.0280*** -0.0241*** 

  (-1.47) (-1.97) (-1.64) (-4.12) (-2.85) 

Delta_Jump + 0.0117 0.0614* 0.0694 0.0110* 0.0246* 

  (0.82) (1.88) (1.50) (1.85) (1.85) 

Delta_D2D - -0.0002 -0.0005 0.0002 -0.0003** -0.0003* 

  (-1.30) (-1.05) (0.48) (-2.15) (-1.74) 

MOMS - -0.0000 0.0037 -0.0126 -0.0102*** -0.0061* 

  (-0.00) (0.53) (-1.21) (-3.10) (-1.73) 

MOML - 0.0351 0.0950 -0.0581 -0.0188 -0.0200 

  (0.97) (1.33) (-0.95) (-0.98) (-1.06) 

Delta_BTM + -0.0001 -0.0001 0.0053*** 0.0028*** 0.0016*** 

  (-0.72) (-0.43) (9.55) (3.22) (5.76) 

Delta_Size - -0.0185 -0.0592 0.0321 0.0135 0.0187 

  (-0.97) (-1.17) (0.94) (1.20) (1.43) 

Firm FE  Yes Yes Yes Yes Yes 

Observations  887 347 379 21,514 540 

Adj. R-squared  5.89% 27.60% 23.53% 16.69% 43.90% 

              

The table presents regression results on the determinants of DVA-estimated changes in credit spreads, changes in 

CDS spreads and changes in bond spreads. The first column presents results for all FVOL adopters, whereas for the 

regression results presented in the second column, we only include bank-quarters that a non-zero DVA is reported. 

The third column presents regression results for changes in CDS spreads with identical weighted average maturities 

to liabilities under FVOL. The last two columns present results on the determinants of changes in bond spreads.  

Appendix 4 provides detailed description of the variables. The coefficient estimates and t-statistics (in parenthesis) 

are based on robust standard errors that are clustered by bank and quarter. *,**, and *** indicate statistical 

significance at 10%, 5% and 1% levels (two-tailed) respectively. 
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Table 4: Liabilities under the FVO in different fair value Levels             

Panel A: Percentage of liabilities in different fair value Levels       

  Obs Mean Std.Dev. P5 Q1 Median Q3 P95 

          

All observations  

Level 1 and 2  887 57.45% 43.89% 0.00% 0.00% 78.48% 100.00% 100.00% 

Level 3  887 42.55% 43.89% 0.00% 0.00% 21.52% 100.00% 100.00% 
 

         

Observations with 

bond_spreads  

Level 1 and 2 540 63.86% 40.86% 0.00% 0.00% 84.49% 97.00% 100.00% 

Level 3  540 36.14% 40.86% 0.00% 3.00% 15.51% 100.00% 100.00%  

         

Observations with 

CDS_spreads  

Level 1 and 2 379 74.10% 31.75% 0.00% 72.27% 87.10% 96.00% 100.00% 

Level 3  379 25.90% 31.75% 0.00% 4.00% 12.90% 27.73% 100.00%  
         

Panel B: Observations classified as Level 1 and 2, and Level 3 reporters       

 Obs. for different cut-off      

  100% >80% >70%      

All observations  

Level 1 and 2 reporters 231 433 507      
Level 3 reporters 285 306 317      

 
         

Observations with 

bond_spreads  

Level 1 and 2 reporters 92 292 357      

Level 3 reporters 140 146 150       

         
Observations with 

CDS_spreads  
Level 1 and 2 reporters 28 228 293      
Level 3 reporters 43 49 53      
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The table presents information on the percentage of liabilities under the FVO at fair value Level 1 and 2 and Level 3 (Panel A), as well as the number 

of observations classified as Level 1 and 2 or Level 3 reporters using different cut-offs (Panel B). With the 100% cut-off a bank is considered Level 

1 and 2 (Level 3) reporter, if it reports 100% of its financial liabilities under the FVO at Level 1 and 2 (Level 3) in the particular quarter. Similarly, 

with the 80% (70%) cut-off a bank a bank is considered Level 1 and 2 reporter, if it reports 80% (70%) or more of its financial liabilities under the 

FVO at Level 1 and 2 in the particular quarter. The bank is considered as Level 3 reporter, if it reports 80% (70%) or more of its financial liabilities 

under the FVO at Level 3 in the particular quarter. The table provides information for the whole sample, as well as for the sub-samples for which 

we have available information on changes in bond and CDS spreads. 
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Table 5: Determinants of DVA-estimated changes in credit spreads: fair value Levels 

Delta_DVA_CS  

 Pred.  Level1&2 Level 3 All obs. Level1&2 Level 3 All obs. Level1&2 Level 3 All obs. Level1&2 Level 3 

 Sign            

Intercept   -0.0001 0.0006* -0.0015*** -0.0000 -0.0054 -0.0000 0.0000 0.0006 -0.0008*** -0.0003*** 0.0024* 

t   (-0.59) (1.68) (-5.21) (-0.27) (-0.65) (-0.09) (0.42) (0.73) (-3.43) (-6.14) (1.92) 

Delta_CDS_t +   0.0687** 0.0953*** 1.3820       

    (2.18) (4.50) (0.98)       

Delta_Bond_CS_t +      0.0385* 0.0381* -0.0425    

       (1.92) (1.66) (-0.33)    
Delta_Bond_CS_

Mean_t +         0.2537*** 0.1877*** -0.0854 

          (2.59) (2.62) (-0.18) 

Delta_Lev + -0.0414 0.0116 0.0438 0.0176 -0.7549 0.0654** 0.0610** 0.0518 -0.0068 0.0095 0.0062 

  (-0.69) (0.87) (1.10) (0.67) (-0.46) (2.36) (2.50) (0.50) (-0.18) (0.57) (0.07) 

Delta_Sigma + -0.0371 0.0199 0.0015 -0.0107 0.4857 0.0628*** 0.0531** 0.4921 -0.0081 -0.0294* 0.4394 

  (-1.34) (0.59) (0.03) (-0.34) (1.50) (3.22) (2.23) (1.56) (-0.19) (-1.87) (1.15) 

Delta_SP500 - -0.0153** -0.0177 -0.0223 -0.0154*** -0.0392 -0.0116*** -0.0130*** -0.0301 -0.0217 -0.0100*** -0.0755 

  (-2.49) (-1.49) (-1.17) (-4.07) (-0.70) (-2.61) (-6.92) (-0.94) (-1.23) (-4.89) (-1.47) 

Delta_Jump + 0.0220* -0.0342 0.0366 0.0031 -0.0358 0.0042 0.0027 -0.0422 0.0009 0.0013 -0.1039 

  (1.72) (-1.09) (1.47) (0.66) (-0.60) (0.82) (0.52) (-1.08) (0.04) (0.40) (-1.15) 

Delta_D2D - -0.0005 0.0001 -0.0001 -0.0002* -0.0002 0.0001 0.0000 0.0007 -0.0000 -0.0001* 0.0005 

  (-1.47) (0.73) (-0.56) (-1.91) (-0.13) (0.76) (0.18) (1.33) (-0.24) (-1.80) (1.04) 

MOMS - -0.0035* 0.0077 0.0044 -0.0022 0.0183** -0.0020 -0.0027** 0.0147 0.0034 -0.0017 0.0119* 

  (-1.74) (1.34) (0.66) (-1.40) (2.20) (-1.23) (-2.03) (1.46) (1.01) (-1.39) (1.84) 

MOML - 0.0255 0.0842 0.0755 0.0228* 0.8710** 0.0299** 0.0342*** 0.2400 0.0553 0.0113 0.3250 

  (1.12) (0.82) (1.14) (1.71) (2.29) (2.35) (3.09) (1.16) (1.07) (1.06) (1.18) 

Delta_BTM + -0.0000 -0.0035*** -0.0004 -0.0011** 0.0347 0.0002 0.0005 -0.0014** -0.0009 -0.0005*** -0.0060*** 

  (-0.13) (-5.51) (-1.07) (-2.57) (0.34) (0.61) (0.92) (-2.21) (-1.62) (-3.44) (-4.04) 

Delta_Size - -0.0016 0.0017 -0.0569 0.0040 -0.2089*** -0.0246** -0.0154** -0.0036 -0.0280 -0.0012 0.0103 

  (-0.24) (0.08) (-1.15) (0.53) (-2.74) (-2.02) (-2.35) (-0.14) (-0.85) (-0.18) (0.31) 

Firm FE  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Observations  433 306 379 228 49 21,514 17,754 914 540 292 146 

Adj. R-squared  -4.37% -2.31% 12.41% 44.00% -9.92% 21.19% 47.99% 5.59% 9.61% 42.95% -3.43% 
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The table presents regression results of the determinants of DVA-estimated credit spreads for different fair value Levels. The first and second columns present results for DVA-estimated changes in 

credit spreads determinants for Level 1 and 2 reporters and Level 3 reporters, respectively. The next columns report results after controlling for changes in CDS and bond spreads. All other variables 

are defined in Appendix 4. The coefficient estimates and t-statistics (in parenthesis) are based on robust standard errors that are clustered by bank and quarter. *,**, and *** indicate statistical significance 

at 10%, 5% and 1% levels (two-tailed) respectively. 
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Table 6: The effect of DVA-estimated changes in credit spreads 

  Delta_CDS_CS  Delta_Bond_CS  Delta_Bond_CS_Mean 

 Pred.  All obs. Level1&2 Level 3  All obs. Level1&2 Level 3  All obs. Level1&2 Level 3 

 Sign            
Intercept  0.0009 0.0021*** 0.0014**  0.0015*** 0.0017*** 0.0010***  0.0013** 0.0017*** 0.0016*** 

t  (0.62) (2.93) (2.08)  (3.21) (4.92) (2.65)  (2.09) (3.40) (4.29) 

Delta_DVA_CS_t+1 + 0.0033 0.4675 -0.0174  0.1023 0.2524 0.0065  0.0061 0.0904 0.0070 

  (0.12) (1.34) (-1.00)  (0.88) (1.18) (0.89)  (0.59) (0.41) (0.91) 

Delta_DVA_CS_t + 0.0427 0.9919*** 0.0632***  0.0992 0.8259*** -0.0065  0.0286** 1.1505*** 0.0052 

  (0.92) (3.41) (3.06)  (1.14) (7.02) (-0.43)  (2.05) (9.05) (0.67) 

Delta_DVA_CS_t-1 + 0.0129 -0.4663 0.0675**  -0.0033 -0.1862 0.0223***  0.0127** 0.0402 0.0198*** 

  (0.53) (-1.24) (2.51)  (-0.12) (-1.35) (3.27)  (2.24) (0.28) (4.04) 

Delta_Lev + 0.0066 -0.2601** -0.0466  0.0480** -0.0182 0.0038  0.0101 -0.0372 -0.0031 

  (0.12) (-2.28) (-0.22)  (2.02) (-0.61) (0.17)  (0.40) (-0.84) (-0.07) 

Delta_Sigma + -0.0223 0.0395 -0.0392  0.1263*** 0.1688*** 0.0711  0.0748* 0.0636 0.0899 

  (-0.40) (0.41) (-0.47)  (8.92) (4.18) (0.85)  (1.79) (1.04) (1.09) 

Delta_SP500 - -0.0310 -0.0250 -0.0343**  -0.0280*** -0.0217*** -0.0348***  -0.0250** -0.0130 -0.0399*** 

  (-1.41) (-1.47) (-2.21)  (-4.07) (-4.78) (-6.16)  (-2.46) (-1.48) (-5.48) 

Delta_Jump + 0.0692 0.0409* -0.0129*  0.0091 0.0079 0.0016  0.0246* 0.0180 -0.0030 

  (1.49) (1.90) (-1.79)  (1.55) (1.07) (0.43)  (1.69) (1.54) (-0.40) 

Delta_D2D - 0.0002 0.0002 0.0003  -0.0002* -0.0001 -0.0001  -0.0002 -0.0001 -0.0001 

  (0.63) (0.38) (1.13)  (-1.69) (-0.39) (-1.17)  (-1.57) (-1.07) (-0.67) 

MOMS - -0.0133 -0.0207** 0.0043  -0.0091** -0.0125*** -0.0067**  -0.0060* -0.0077* -0.0058 

  (-1.30) (-2.38) (0.48)  (-2.38) (-2.95) (-2.57)  (-1.77) (-1.69) (-1.46) 

MOML - -0.0650 -0.1915** -0.1194  -0.0153 -0.0272 -0.0197  -0.0363** -0.0593** -0.0339 

  (-1.01) (-2.17) (-1.09)  (-0.68) (-1.19) (-0.68)  (-2.30) (-2.56) (-1.17) 

Delta_BTM + 0.0053*** 0.0138*** -0.0027  0.0028*** 0.0054*** 0.0016***  0.0018*** 0.0028*** 0.0014* 

  (11.65) (14.83) (-0.41)  (2.85) (9.91) (2.66)  (3.30) (11.90) (1.82) 

Delta_Size - 0.0425 -0.0613 0.0395  0.0146 -0.0138 0.0051  0.0202* 0.0042 0.0066 

  (1.09) (-1.36) (1.08)  (1.18) (-1.25) (1.33)  (1.67) (0.30) (0.97) 

Firm FE  Yes Yes Yes  Yes Yes Yes  Yes Yes Yes 

Observations  352 211 43  18,828 15,624 684  491 264 129 

Adj. R-squared  23.12% 74.18% 32.75%  20.58% 31.92% 48.51%  41.01% 68.45% 59.48% 
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The table presents regression results on the effect of DVA-estimated changes in credit spread on market-based measure of risk. The first three columns present results on 

changes in CDS spreads, the next six columns present results for changes in bond spreads. Delta_DVA_CS_t+1 is the one-period leading DVA-estimated change in credit 

spreads. Delta_DVA_CS_t is the contemporaneous DVA-estimated change in credits spreads, while, Delta_DVA_CS_t-1 is the one-period lagged DVA-estimated change 

in credits spreads. All other variables are defined in Appendix 4. The coefficient estimates and t-statistics (in parenthesis) are based on robust standard errors that are clustered 

by bank and quarter. *,**, and *** indicate statistical significance at 10%, 5% and 1% levels (two-tailed) respectively. 
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Table 7: The effect of DVA-estimated changes in credit spreads: panel VAR analysis 

        

Panel A: Changes in CDS spreads (Delta_CDS_CS) 

 Delta_CDS_CS_t  Delta_DVA_CS_t 

 All obs. Level 1&2 Level 3  All obs. Level 1&2 Level 3 

Delta_CDS_CS_t-1 -0.6718*** -0.2912** -0.1608***  0.0084 0.0530* -1.0842 

 (-4.10) (-2.38) (-3.69)  (0.28) (1.70) (-1.00) 

Delta_DVA_CS_t-1 0.0211*** -0.3547 0.0386**  0.0370 -0.1542** -0.5318*** 

 (3.56) (-1.17) (2.34)  (1.59) (-2.19) (-6.52) 

Controls  Yes Yes Yes  Yes Yes Yes 

Firm FE Yes Yes Yes  Yes Yes Yes 

Observations 352 211 43  352 211 43 

        

Panel B: Changes in Bond spreads (Delta_Bond_CS) 

 Delta_Bond_CS_t  Delta_DVA_CS_t 

 All obs. Level 1&2 Level 3  All obs. Level 1&2 Level 3 

Delta_Bond_CS_t-1 -0.2997*** -0.2417* -0.0310  0.0274 0.0405* 0.3029 

 (-5.24) (-1.88) (-0.31)  (1.21) (1.70) (0.78) 

Delta_DVA_CS_t-1 0.0215 -0.0251 0.0262**  0.0181 -0.0691 -0.2918** 

 (0.82) (-0.13) (2.45)  (0.85) (-0.91) (-2.10) 

Controls  Yes Yes Yes  Yes Yes Yes 

Firm FE Yes Yes Yes  Yes Yes Yes 

Observations 18,856 15,647 684  18,856 15,647 684 

        

Panel C: Changes on Mean Bond spreads (Delta_Bond_CS_Mean) 

 Delta_Bond_CS_Mean_t  Delta_DVA_CS_t 

 All obs. Level 1&2 Level 3  All obs. Level 1&2 Level 3 

Delta_Bond_CS_Mean_t-1 -0.2353*** -0.1495* -0.2576**  -0.0600 0.0346 0.4331 

 (-3.85) (-1.80) (-2.16)  (-0.55) (0.92) (0.29) 

Delta_DVA_CS_t-1 0.0202*** -0.0071 0.0228**  0.0293* -0.1353** -0.2046 

 (2.59) (-0.04) (2.00)  (1.66) (-2.10) (-1.24) 

Controls  Yes Yes Yes  Yes Yes Yes 

Firm FE Yes Yes Yes  Yes Yes Yes 

Observations 486 265 123  486 265 123 

                

The table presents results using panel VAR analysis. Panel A presents results for changes in CDS spreads, while 

Panels B and C present results for changes in bond spreads. Delta_CDS_CS_t-1 (Delta_DVA_CS_t-1) is the one-

period lagged change in CDS (DVA-estimated) credit spreads. Delta_Bond_CS_t-1 (Delta_Bond_CS_Mean_t-1) is 

the one-period lagged change in bond (mean bond) credit spreads. *,**, and *** indicate statistical significance at 

10%, 5% and 1% levels (two-tailed) respectively. 
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Appendix 1 

This appendix provides an example of a DVA disclosure by JP Morgan Chase & Co in FR Y-

9C and 10Q reports as of September 31, 2015.  

 

Figure A1 Example of DVA disclosure from a FR Y-9C report. The FR Y-9C report 

provides the firm’s DVAs for the nine months ended September 30, 2015 ($492 million).  

 

"Total changes in instrument-specific credit risk (DVA) related to structured notes were $169 

million and $190 million for the three months ended September 30, 2015 and 2014, 

respectively, and $492 million and $209 million for the nine months ended September 30, 2015 

and 2014, respectively. These totals include such changes for structured notes classified within 

deposits and other borrowed funds, as well as long-term debt." 

Figure A2 Example of DVA disclosure from a 10Q report. The notes (page 105) provide the 

firm’s quarterly DVAs ($169 million) as well as its DVAs for the nine months ended 

September 30, 2015 ($492 million).   
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Appendix 2 

 

Table A1: DVAs per year             

         

  Number of bank-quarters    

Year  DVA<0 DVA=0 DVA>0 Total Mean DVA ('000) Index  

2007  1 36 16 53 50,813 99.23  

2008  19 68 21 108 105,329 92.94  

2009  24 65 13 102 -153,237 103.44  

2010  19 68 18 105 -12,034 105.58  

2011  15 50 21 86 93,622 101.43  

2012  23 47 10 80 -158,306 111.25  

2013  24 46 8 78 -36,042 106.57  

2014  13 42 19 74 18,427 106.68  

2015  8 40 24 72 13,054 103.49  

2016  14 42 14 70 -27,791 102.75  

2017  16 36 7 59 -52,610 103.87  

Total  176 540 171 887 -14,434   

         

Correlation with  

Index changes   0.42 0.19 -0.43   -0.89     

The table provides information on the number of bank-quarters for which negative, zero or positive DVAs are reported 

each year. It also provides information on the mean value of quarterly DVA, and the price of Bloomberg Barclays 

Bank Corporate Index, which measures the market performance of investment grade, fixed-rate, taxable corporate 

bonds for US banks. Correlations between the relative annual Index changes and DVA-related variables are also 

reported.  



43 
 

Table A2: List of banks 

     With available  

Level of 

Reporter 

Name Gvkey 

All 

quart. DVA<0 DVA=0 DVA>0 

Bond 

data 

CDS 

data  

Level 

1&2  

Level 

3 

American International Group 

Inc. 001487 40 22 0 18 40 40  21 0 

Popular Inc. 002002 4 2 2 0 4 0  0 4 

Bank of Hawaii Corp. 002005 3 0 3 0 0 0  0 3 

Bank of New York Mellon 

Corp. 002019 6 2 3 1 6 6  5 1 

JP Morgan Chase & Co. 002968 44 19 0 25 44 44  4 0 

Citigroup Inc. 003243 44 22 0 22 44 44  44 0 

Bank of America Corp. 007647 39 22 0 17 39 39  35 0 

Wells Fargo & Co. 008007 5 0 4 1 5 5  0 5 

P N C Finanical Service Group 

Inc. 008245 23 0 23 0 23 23  12 6 

Keycorp  009783 18 0 18 0 18 18  0 18 

Suntrust Bank Inc. 010187 44 20 8 16 44 26  41 1 

Valley National Bancorp 011861 23 0 23 0 23 0  23 0 

Morgan Stanley  012124 42 19 0 23 42 42  40 0 

Synovus Financial Corp. 013041 5 0 5 0 5 0  5 0 

Fulton Financial Corp. 014172 1 1 0 0 1 0  1 0 

First Bancorp 016821 21 7 2 12 0 0  21 0 

National Penn Bancshares Inc. 017070 11 0 11 0 0 0  11 0 

Old National Bancorp 017095 5 2 0 3 5 0  5 0 

W Holding Company Co Ltd 017157 4 0 4 0 4 0  4 0 

Tompkins Financial Corp. 017240 34 2 32 0 0 0  34 0 

Irwin Financial Corp. 018928 4 2 0 2 4 0  0 4 

VIST Financial Corp.  021595 17 0 17 0 0 0  6 11 

BOK Financial Corp.  024447 12 0 12 0 0 0  12 0 

Cascade Financial Corp.  025719 17 0 16 1 8 0  7 10 

Banner Corp. 061487 44 0 44 0 0 0  7 15 

Flushing Financial Corp. 061585 44 0 43 1 16 0  7 30 

Community Central Bank Corp. 064142 15 0 15 0 6 0  4 10 

First Mariner Bancorp 064194 10 0 10 0 0 0  10 0 

United Security Bankshares 064228 44 0 44 0 0 0  4 40 

Flagstar Bancorp Inc.  064699 19 0 19 0 4 0  1 9 

Umpqua Holdings Corp.  065228 44 0 44 0 25 0  6 38 

First Community Corp.  112295 10 0 10 0 0 0  0 10 

Goldman Sachs Group Inc. 114628 36 18 0 18 36 36  20 0 

Metlife Inc. 133768 28 0 28 0 28 28  24 1 

Principal Financial Group Inc.  145701 28 16 1 11 28 28  0 17 

Alliance Bankshares Corp. 146354 23 0 23 0 0 0  8 11 

Western Alliance 

Bancorporation 163920 44 0 44 0 6 0  3 38 

Ameriprise Financial Inc.  164708 32 0 32 0 32 0  8 24 

                      

The table provides the list of banks in our sample. It also provides information on the number quarters that the banks (1) report 

negative, zero or positive DVAs, (2) have available bond and CDS spreads and (3) are classified as Level 1 and 2 and Level 3 

reporters.  
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Appendix 3 

This appendix outlines the timeline according to which market and accounting 

information becomes available as well as a numerical example on how we calculate 

DVA-estimated changes in credit spreads. The example is based on the 10Q disclosures 

provided in Appendix 1 (JP Morgan Chase & Co, 2015) and the process is explained in 

Section 3.2.  

 

Figure A3 Time-line of market and accounting information
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Steps Information used  Calculations and assumptions 

Step 1: Estimate the 

hypothetical value of 

liabilities under the FVO in 

the absence of own credit 

risk changes (𝑭𝑽�̂�𝒕). 

 

Fair value of liabilities under the FVO (𝑭𝑽𝑳𝒕): 

$62,501 million  

This is the sum of all liabilities under the FVO 

(source: 10Q report).  

 

Debt valuation adjustment for the quarter (𝑫𝑽𝑨𝒕): 

$169 million (source: FR Y-9C/10Q reports, the 

relevant part of the 10Q report with quarterly 

reported DVA is presented in Appendix 1, Figure 

A2).  

 𝐹𝑉𝐿𝑡 = 𝐹𝑉�̂�𝑡−𝐷𝑉𝐴𝑡 (1)   

𝐹𝑉�̂�𝑡= 62,501 + 169 = $62,670 million 

Step 2: Estimate the yield 

to maturity applied to 

obtain the fair value of 

liabilities under the FVO 

(𝒚𝒕). 

Fair value of liabilities under the FVO (𝑭𝑽𝑳𝒕): 

$62,501 million (see Step 1). 

 

Face value (𝑩): $63,734 million  

This is the sum of the principal value of long term 

liabilities under the FVO and the book value of short 

term liabilities under the FVO. We assume that the 

principal value of short-term liabilities equals their 

book value (source: 10Q report). 

 

Time to maturity (𝑻): 3.18 years  

This is the weighted average maturity of liabilities 

under the FVO in the financial year (source: 10K 

report). 

 

Coupon rate (𝒄): 6.75% 

This is the price weighted average coupon rate of 

straight bonds issued by the company (source: 

Datastream).  

Assumptions: A single bond that pays semi-annual coupon 

𝐹𝑉𝐿𝑡 = 𝐵 ⌊
𝑐

𝑦𝑡
(1 −

1

(1 +
𝑦𝑡
2

)
2𝑇) +

1

(1 +
𝑦𝑡
2

)
2𝑇⌋ (2)  

 

62,501 = 63,734  ×  

⌊
6.75%

𝑦𝑡
× (1 −

1

(1 +
𝑦𝑡
2

)
2×3.18) +

1

(1 +
𝑦𝑡
2

)
2×3.18⌋ 

 

𝑦𝑡 = 7.45% 
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Step 3: Estimate the 

hypothetical (under no 

credit risk changes) yield to 

maturity applied to obtain 

the hypothetical value of 

liabilities under the FVO 

(�̂�𝒕).  

Face value (𝑩): $63,734 million (see Step 2). 

 

Time to maturity (𝑻): 3.18 years (see Step 2). 

 

Coupon rate (𝒄): 6.75% (see Step 2).  

 

Hypothetical value of liabilities under the FVO 

(𝑭𝑽�̂�𝒕): $62,670 million (calculated in Step 1). 

 

𝐹𝑉𝐿�̂� = 𝐵 ⌊
𝑐

𝑦�̂�
(1 −

1

(1+
𝑦�̂�
2

)
2𝑇) +

1

(1+
𝑦�̂�
2

)
2𝑇⌋  (3) 

62,670 = 63,734 ×      

 ⌊
6.75%

𝑦𝑡
× (1 −

1

(1+
𝑦𝑡
2

)
2×3.18) +

1

(1+
𝑦𝑡
2

)
2×3.18⌋  

 

�̂�𝑡 =  7.35% 

Step 4: Calculate the DVA-

estimated changes in credit 

spread (𝐃𝐞𝐥𝐭𝐚_𝐃𝐕𝐀_𝑪𝑺𝒕).  

 

The yield to maturity is equal to the risk-free rate 

plus the credit spread. Given that, the risk-free rate 

of the specific quarter t is the same, the difference 

between 𝒚𝒕 and �̂�𝒕 is the change in yield to maturity 

driven by changes in own credit risk. 

 

Delta_DVA_𝐶𝑆𝑡 = 𝑦𝑡 − 𝑟 − (𝑦�̂� − 𝑟) = 𝑦𝑡 − 𝑦�̂�    (4) 

Delta_DVA_𝐶𝑆𝑡 = 7.45% - 7.35% = 0.10% 

 

 

Figure A4 Numerical example to illustrate how DVA-estimated changes in credit spreads are calculated 
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Appendix 4 

Variable Definitions 

1. Changes in leverage (Delta_Lev): Default is triggered when a firm’s leverage ratio 

becomes sufficiently high. Hence, an increase in leverage is expected to increase credit 

spreads. We define leverage as the ratio of the book value of liabilities (LTQ) to the 

sum of the market value of equity (CSHOQ*PRCCQ) and the book value of liabilities 

(source: Compustat). 

2. Changes in asset volatility (Delta_Sigma): Since option value increases with volatility, 

we expect a positive relationship between changes in asset volatility and changes in 

credit spreads. We estimate equity volatility using the standard deviation of daily stock 

returns over the past 150 days. Then, we use the Merton model to estimate the value 

and volatility of assets simultaneously. We assume a maturity of 0.25 years and use a 

3-month Treasury yield as a proxy for the risk free rate (source: CRSP). 

3. Changes in business climate (Delta_SP500): Changes in credit spreads can be a result 

of changes in the expected recovery rate, even if the default probability remains the 

same. As the expected recovery rate is an increasing function of business climate, we 

expect business climate to negatively affect credit spreads. We use the quarterly S&P 

500 returns from CRSP as a proxy for changes in the business climate (source: CRSP). 

4. Changes in the probability or magnitude of downward jump (Delta_Jump): Given the 

implied volatility smiles in observed option prices, the market seems to account for 

negative jumps in the value of the firm. Therefore, an increase in the probability or the 

magnitude of a downward jump is expected to increase the credit spreads. We use 
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changes in the slope of the implied volatility of options on the S&P500 index future to 

capture the changes in the probability of such a jump (source: Datastream).20 

5. Changes in the distance to default (Delta_D2D): An increase in the distance to default 

is expected to reduce credit spreads. We follow Bharath and Shumway (2008), section 

2.3, and measure distance to default as [ln[(E + F)/F] + (μ - 0.5𝜎2)]]/𝜎, where E is the 

market value of equity (CSHOQ*PRCCQ), F is the face value of debt (DLC+0.5DLTT) 

(source: Compustat), μ is the annual stock return computed using cumulative monthly 

returns (RET), and 𝜎 is an estimate of the volatility of the returns of the firm assets, 

measured as [E/(E + F)]×σ_E + [F/(E +F)] × (0.05 + 0.25 σ_E), where σ_E is the 

annualized standard deviation of stock returns (source: CRSP).  

6. Equity return (MOMS): To the extent that credit markets respond to information in 

equity market, we expect changes in credit spreads to be inversely related to equity 

returns. In line with Correia et al. (2012), MOMSt is the monthly stock return (RET) at 

the end of the month prior to the start of quarter t (source: CRSP). 

7. Cumulative equity return (MOML): To capture the delayed response of credit markets 

to information in equity markets, we use the exponentially weighted (3-month half-life) 

cumulative return over the 11 months prior to the computation of MOMS (source: 

CRSP). 

8. Changes in book to market (Delta_BTM):  Changes in the growth prospects of an entity 

are expected to affect credit risk. We use the ratio of book value of equity (CEQ) to 

market capitalization (CSHOQ*PRCCQ) as an inverse proxy for growth prospects 

                                                           
20 The proxy is constructed from at- and out-of-the money puts (e.g., -0.5≤ 𝛿 ≤ 0), and at- and in-the-money calls 

(e.g., 0.5≤ 𝛿 ≤ 1) with the shortest maturity on the S&P 500 index futures. Then, we fit the linear quadratic 

regression σ(SK)=α+β1SK+ β2SK2, where SK is the strike price and σ is the implied volatility for each strike price 

using the Black-Scholes model (Black and Scholes 1973). The estimated jump is defined as Jumpt=[σ(0.9F)-

σ(F)], where F is the at-the-money strike price. 
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(source: Compustat). An increase in the ratio signals a decrease in expected growth, 

leading to a potential increase in credit spreads.  

9. Changes in size (Delta_Size):  Larger firms tend to be less risky and have a lower cost 

of capital as a result of, among others, greater ability to diversify as well as better 

(cheaper) access to external financing. Therefore, an increase in the firm size is 

expected to reduce its credit spreads. We measure firm size as the log of total assets 

(ATQ) (source: Compustat). 

 

 


