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Rotor performance, blade loads and wake
resolution in Navier-Stokes CFD of tidal

stream turbines
F. Attene, F. Balduzzi, A. Bianchini, and M. S. Campobasso

Abstract—Reliably predicting turbine/wake interactions
in arrays of tidal stream turbines is paramount to reducing
losses of energy yield by optimizing array layout at the
design stage. This study focuses on the analysis of turbine
performance and rotor wakes based on Navier-Stokes
computational fluid dynamics, discussing modeling aspects
associated with the method used for incorporating turbine
hydrodynamics and turbulent flow effects in simulations.
Important factors considered herein are a) the impact
of laminar-to-turbulent transition of the blade boundary
layers on rotor performance, and b) the sensitivity of
the computed wake evolution on the turbine modeling
approach. For these analyses, the results of rotor resolved
and generalized actuator disk solutions are compared to
flume tank measured data of a model turbine performance
and wake. The overall agreement of all computed solutions
and measured data is good. In the presented Reynolds-
averaged Navier-Stokes analyses, the rotor-resolved anal-
ysis predicts the measured rotor wake up to about four
rotor diameters behind the turbine well, and seemingly
better than the actuator disk model, as expected; thereafter,
however, the rotor resolved simulation dissipates the wake
more slowly than observed in the experiment, whereas the
wake recovery rate predicted by the actuator disk analysis
is closer to measured data. The cross-comparison of the
geometry resolved analyses and measured data indicate
that the blade boundary layers are likely to be fully
turbulent, which has a significant detrimental impact on
the turbine power. It is also found that the time-averaged
solution of the time-dependent analysis and that of the
steady flow analysis of the turbine resolved flow field,
differ negligibly, as noted in other recent studies.

Index Terms—Blade load analysis, measured and com-
puted turbine performance and wake characteristics,
Navier-Stokes computational fluid dynamics, tidal current
turbines, transition modeling.

I. INTRODUCTION

RENEWABLE energy systems for electrical power
generation are rapidly progressing and becoming

economically viable, thus contributing to the interna-
tional commitment to decarbonize this energy sector.
The levelized cost of energy (LCOE) of onshore wind
is already lower than that of fossil fuel electricity
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generation, and recent year cost surveys indicate that
offshore wind LCOE may become competitive with
fossil fuel electricity in the next few years [1]. Ocean
energy, on the other hand, remains largely unexploited
in the UK and other world areas where this resource is
particularly abundant. Tidal stream energy (TSE) is a
particularly attractive form of ocean energy for electric-
ity generation because it is predictable, it is expected
to have a relatively low environmental impact [2], and
it does not have significant impact on the seascape.
Despite these benefits, the exploitation of TSE is still
scarce. This is because of its still high LCOE, caused
primarily by high infrastructure, installation and main-
tenance costs [3]. Moreover, the large-scale exploitation
of TSE will also pose scientific and technical challenges
resulting from operating a large number of devices in
relatively packed arrays, as discussed below.

TSE can be harvested with tidal stream turbines
(TSTs), which are often horizontal axis turbines sim-
ilar to utility-scale wind turbines, installed on the
seabed [4]. Due to cost-, bathymetry- and current
parameter-related factors, TSTs will operate in large
arrays [5], and interactions between wakes shed by
upstream turbines and downstream rotors may be
unavoidable, resulting in significant reductions of the
array energy yield and, in turn, higher LCOE. There-
fore, assessing these losses at the array design stage is
paramount, and requires methods capable of predict-
ing with sufficient reliability both wake velocity deficit
and turbulence characteristics (i.e. intensity and length
scales), and rotor performance and its dependence on
the turbulence in the oncoming flow. The comparative
assessment of several simulation-based approaches to
predict TST performance and wake characteristics is
the focal point of this article.

Experimental testing, such as one- and multi-turbine
flume tank experiments [6]–[8] plays a vital role in both
providing reliable turbine and turbulence-dependent
wake data to validate all simulation-based tools used
for analysis and design of TSTs and arrays at scale,
and generating or consolidating knowledge of TST and
array hydrodynamics. For example, the experimental
analyses in [6] and [7] highlight and quantify the
sensitivity of TST wake recovery rates to the ambient
turbulence level, and the reduction of TST power with
increasing levels of ambient turbulence. A reduction of
this kind is also found in the experimental analyses
of [9], which also shows that the TST mean power
and thrust increase with the turbulence integral length
scale.
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On the simulation side, several studies using Navier-
Stokes Computational Fluid Dynamics (CFD), with
varying fidelity level for resolving turbulence and/or
modeling its effects on the mean flow field, and vary-
ing geometric complexity to account for the flow per-
turbation due to the presence of TSTs, exist. Avail-
able routes to turbulent flow analysis include a) the
Reynolds-averaged Navier-Stokes (RANS) approach,
whereby the governing equations are time-averaged
and turbulent flow effects are accounted for by the
Reynolds stresses, b) computationally more costly large
eddy simulation (LES) [10], whereby after being grid-
filtered the equations are used to directly resolve all
turbulence scales supported by the grid, and the sub-
grid scale turbulence is dealt with a RANS-like ap-
proach, and c) hybrid RANS/LES approaches, such as
detached eddy simulation (DES) [11] and delayed DES
(DDES) [12], whereby RANS is used in wall regions
to reduce mesh requirements and computational costs,
and LES is used in the rest of the domain. The key
advantage of LES and hybrid RANS/LES over RANS
methods is their potential of more accurately resolving
the high level of anisotropy of the Reynolds stresses in
TST wakes [8], [13].

Options to account for the momentum extraction and
wake generation of TSTs include a) the actuator disk
(AD) method, whereby the turbine energy extraction
is accomplished by a uniform momentum sink [14]
or a blade element momentum theory (BEMT) turbine
model [15] in the CFD analysis, and the flow field
behind the turbine is axisymmetric, b) the actuator line
(AL) model [16]–[18], whereby the turbine blades are
modeled as rotating lifting lines in the CFD simula-
tion, and c) incorporation of the geometrically resolved
blade [19] or entire turbine [20] in the CFD analysis.
Both AD and AL models rely on the availability of
reliable lift and drag data of the airfoils making up
the TST rotor blades. These models use semi-empirical
corrections, such as Prandtl tip loss factor, to model
the effects of tip and root flows and all other 3D
flow physics. The geometry-resolved approach is more
general, in that it does not require a-priori knowledge
of hydrofoil force data, but its computational cost,
particularly when using higher-fidelity approaches to
turbulence, is large.

Various combinations of turbine representation and
turbulence handling have been considered. Leroux et
al. [21] performed turbine geometry-resolved RANS
simulations of the one-turbine experiment of [6] at
ambient turbulence intensity (TI) of 3%. The turbine
design regime they analyzed was characterized by a
chord- and relative velocity-based Reynolds number of
about 1.4×105. Good agreement of measured and com-
puted rotor thrust was found, whereas some discrep-
ancies of measured and computed rotor power were
noted. The comparison of measured and computed
transverse profiles of wake velocity deficit showed an
overprediction of this deficit, fairly independent of the
axial position behind the turbine and of whether using
a steady (frozen rotor) or a time-dependent (sliding
mesh) analysis. The AL and uniform AD models were
used in RANS mode by [17] and validated against the

data of [6] and [7]. The study showed good agreement
of both methods’ predictions of measured wake data
for both the isolated rotor wake, and the wake of a
rotor operating in the wake of the upstream turbine.
The AL predictions were found to agree better than the
AD predictions with measured wake data close to the
turbine, as expected. The hydrofoil force data for the
AL analyses were computed for a range of chord- and
relative velocity-based Reynolds number between 105

and 106, and turbulence length scale of about 10% the
rotor diameter. Attene et al. [22] carried out compre-
hensive validation studies of the RANS/AD method
for predicting isolated TST performance and wake,
and tidal array wake/turbine interactions and overall
power. Overall good agreement between simulations
and the considered experimental data [6], [7], [23] was
reported, in terms of both turbine performance and
wake predictions, but the computed velocity deficit of
the wake of a turbine operating in the wake of an
upstream turbine differed from measured data more
than the computed deficit of the wake of the upstream
turbine did.

Geometry-resolved TST CFD analyses were used by
Ebdon et al. [24], [25]. Both RANS and DES simulations
of a model TST were performed in [24] to assess the
wake recovery rate of a TST tested at ambient TI
of 1.75% and with turbulence length scale of 1 and
2 rotor diameters. Very good overall agreement of
measured and DES wake data were obtained; however,
the measured turbine power appeared to be somewhat
overpredicted by both DES and RANS analyses. The
same group used DDES to analyze the wake data
measured in a comprehensive campaign of TST flume
tank experiments conducted, varying the inflow TI and
turbulent length scale [25]. Overall good agreement
of measured and computed wake data was obtained,
which tended to worsen only at the highest TI levels.
The study also concluded that the wake recovery rate
had a strong sensitivity to the level of ambient TI and
far less sensitivity to the turbulence length scale, which
varied between 0.25 and 1 rotor diameters.

The review above highlights outstanding challenges
in TST and tidal array CFD, such as choice of most
suitable trade-offs of simulation fidelity and compu-
tational costs and uncertainty on hydrofoil force data
in surrogate turbine models. The key objectives of the
present study are to 1) present and discuss experimen-
tally validated cross-comparative RANS TST analyses
using the AD and the geometry-resolved methods, and
2) discuss the choice of the turbine resolution model
in light of laminar-to-turbulent transition of the blade
boundary layers (BLs) and the assessment of rotor
loads.

II. TEST CASE

The test case considered in this study is the model
TST tested in the IFREMER flume tank [6]. The flume
tank working section has length of 18 m, and rectan-
gular cross test section of width W=4 m. In this exper-
iment, the water depth H is 2 m. The streamwise flow
velocity can range from 0.1 to 2.2 m/s. Different levels
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Fig. 1. Side view and key dimensions of IFREMER flume tank one-
turbine experiment [6].

of ambient turbulence can be achieved by inserting
honeycomb grids with different refinements before the
testing section. As reported in the schematic side view
of the flume tank test section in Fig. 1, the rotor nacelle
is connected to a supporting structure above the free
surface by means of a hanging tower. The rotor has
diameter D=0.7 m, its three blades feature the NACA
63418 and the blade chord at 80.5% rotor radius is
137 mm. The complete chord and twist profiles of the
blades are provided in [6]. The cross sectional blockage,
given by the ratio of rotor swept area and tank cross
section, is about 4.8%. The main dimensions of the
turbine and the depth of its rotational axis are reported
as functions of D and H , respectively, in Fig. 1.

The test conditions considered in the present study
were characterized by water speed U∞=0.8 m/s and
ambient turbulence intensity TI∞ = 3% in the flume
test section. The experiments aimed at measuring and
characterizing both the turbine performance and its
wake. The turbine power was provided in the form of
one curve plotting the power coefficient CP against the
rotor tip-speed-ratio (TSR) λ, and one curve plotting
the thrust coefficient CT against λ. The definitions of
these three parameters are:

λ =
ΩR

U∞
, CP =

QΩ

0.5ρAU3
∞
, CT =

T

0.5ρAU2
∞

(1)

where A = πR2, ρ is the water density and Ω is
the angular speed of the rotor. The TSR was varied
by varying Ω, while keeping U∞ constant. The rotor
thrust T was measured by a six-component load cell
in the supporting structure at the tower attachment
above the free surface, and the rotor hydrodynamic
torque Q was measured by a torque sensor directly
fixed between the rotor and the motor. For each TSR,
rotor and thrust were measured at a rate of 100 Hz
for 100 seconds. Water speeds behind the turbine were
measured with laser Doppler velocimetry at a rate
between 6 and 33 Hz for 100 seconds. Velocity mea-

surements were taken on a matrix of points in planes
behind the turbine normal to the rotor axis.

III. NUMERICAL METHOD

The main modeling and numerical methods of the
CFD code used in this study are discussed in the
first subsection below, whereas the physical domain,
the adopted computational grid, the main parameters
of the considered operating regime and the boundary
conditions are reported in the second subsection.

A. Computational fluid dynamics code

All CFD simulations presented herein are carried
out using version 17.2 of ANSYS FLUENT [26], an
unstructured cell-centered finite volume Navier-Stokes
CFD code. The simulations use the RANS flow model,
and the effects of turbulence on the mean flow are
accounted for by using Menter’s k − ω shear stress
transport (SST) turbulence model [27], a two-equation
turbulence closure frequently used in TST CFD [18],
[21], [28]. Some of the analyses reported in this study
also use a laminar-to-turbulent transition model to
account for possible blade load alterations due to tran-
sition, since the Reynolds number associated with the
blade relative flow field is rather low. Herein transition
is modeled by augmenting the SST model with two ad-
ditional transport equations, one for the the Reynolds
number based on the momentum thickness θ and one
for the intermittency γ. This addition yields the four-
equation k − ω SST γ − Reθ transition model, whose
physical and numerical details are presented in [29]
and [30]. The incompressible flow equations are solved
using a pressure-based solution approach. More specif-
ically, the governing equations are solved with the
FLUENT Coupled integration approach, whereby the
momentum and the pressure-based continuity equa-
tions are solved in a fully-coupled fashion. The tur-
bulence and transition model transport equations are
instead integrated in a segregated or loosely coupled
fashion. The space discretization of both the mean flow,
turbulence and transition model equations is second
order accurate, and is based on an upwind flux dis-
cretization, with the gradients of all variables being
computed with a Green-Gauss cell-based approach.
Calculation of the pressure on the cell faces is based
on the Pressure Staggering Option (PRESTO) scheme.
Further detail on the aforementioned modeling and
numerical features can be found in the FLUENT theory
guide [26].

B. Physical domain and boundary conditions

The selected physical domain has the same cross
section of the IFREMER flume tank, and this implies
that the cross sectional blockage of the experiment and
the simulations is also the same, and amounts to about
4.8%. The front and side views of the physical domain
are shown in the left and right images of Fig. 2, respec-
tively. All dimensions are referred to the rotor diameter
D. It is noted that the domain length upstream and
downstream of the turbine is increased with respect
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to the dimensions of flume tank test section to reduce
the detrimental impact of spurious reflections from the
far field boundaries on the computed solutions. The
turbine geometry modeled in all geometry-resolved
CFD analyses discussed in this paper consists of the
rotor blades and the rotor nacelle, and is depicted in
Fig. 3.

Fig. 2 indicates the boundary conditions (BCs) im-
posed at the boundaries of the considered domain. A
velocity inlet BC is applied at the inlet of the numerical
tank (boundary b1). Here, the freestream velocity U∞,
and suitable values of the freestream turbulent kinetic
energy (TKE) k∞ and the specific dissipation rate ω∞
are prescribed. The value of k∞ is computed using U∞
and TI∞ according to:

k∞ =
3

2
(U∞TI∞)

2 (2)

The value of ω∞ depends on both k∞ and a turbulence
integral length scale l according to:

ω∞ =
√
k∞/

(
C0.25
µ l

)
(3)

where Cµ is one of the constants of the SST model.
Unless otherwise stated, the length scale l is set to the
rotor radius R, consistent with the observations of [25].

A pressure outlet BC is applied at the outlet of the
numerical tank (boundary b3), where a zero differential
pressure is enforced. A viscous wall BC is used on
the flume bed and lateral walls (boundaries b4, b5 and
b6) and the surface of all three blades (boundary b8),
whereas an inviscid wall BC is enforced at the tank
free surface and rotor nacelle boundaries (boundaries
b2 and b7). All the BCs applied to the boundaries of the
physical domain are also listed in Table I. The use of the
inviscid wall BC at the tank free surface corresponds
to a rigid lid model. This choice is made to reduce the
computational cost associated with use of finer grids
at this location to model in a time-dependent fashion
free surface dynamics. The rigid lid model is unlikely
to affect rotor mean power and loads, as experimental
evidence indicates a low sensitivity of these mean
quantities to surface gravity waves [31]. Surface waves
may affect rotor wake dynamics. However, based on
the test conditions reported by IFREMER, this seems
unlikely to be the case for the experiment analyzed
herein. The side view of the physical domain in Fig. 2
also highlights a rectangular enclosure of the turbine,
which represents the interface between a cylindrical
subdomain containing the rotor and its nacelle, and
the rest of the domain. As discussed in Section IV, this
subdivision is needed for the time-dependent sliding
mesh simulations to enable the rotor subdomain to
rotate past its axis within the rest of the stationary
domain.

The unstructured grid used for all rotor-resolved
simulations reported in this study is made up of prisms
and tetrahedra, and is generated using the ANSYS
ICEM CFD grid generator. The average number of
grid nodes past each blade airfoil is 160. The number
of grid nodes along the blade length varies with the
chordwise position, and amounts to about 1500 along
both the leading and the trailing edges, and about 400

TABLE I
BOUNDARY CONDITIONS APPLIED TO PHYSICAL DOMAIN OF FIG. 2

Symbol Quantity

b1 Velocity inlet
b2,b7 Inviscid wall
b3 Pressure outlet
b4,b5,b6,b8 Viscous wall

at 50% chord on the suction side. The inflation layer
past each blade features 17 grid layers parallel to the
blade surface. The height of the first grid layer above
the blade surface is 4×10−3 mm, and this choice results
in a nondimensionalized wall distance y+ less than 1
in all CFD analyses reported below. Inflation layers are
also used on flume tank bed and lateral walls. These
inflation layers feature 20 layers, and the height of the
first grid layer above the blade surface is 9 × 10−2

mm in all three cases. The adopted grid has a total
of 35, 925, 000 elements, with 28, 912, 170 of these used
in the rotor subdomain, and about 3, 800, 000 elements
in the wake region. A mesh sensitivity analysis not
reported for brevity confirms that the adopted grid
produced grid-independent results in terms of both
turbine performance and wake resolution.

IV. RESULTS

All rotor-resolved CFD analyses presented below are
performed using the computational grid presented in
Section III; the results of the analysis obtained by cou-
pling a generalized actuator disk model to the RANS
equations considered in the present study are those
reported in [22], and are labeled VBM, the acronym of
virtual blade model; the experimental data used to val-
idate all numerical analyses are part of those reported
in [6]. Both steady and time-dependent rotor-resolved
analyses are presented and discussed in the two sub-
sections below, with the first subsection focusing on
rotor performance and blade loads, and the second
subsection on the resolution of the key characteristics
of the rotor wake. Steady rotor-resolved simulations
are carried out for 2.5 ≤ λ ≤ 7, whereas a single time-
dependent simulation, for the design TSR λ = 3.67,
is performed and discussed. In all simulations, the
conditions U∞=0.8 m/s and TI∞=3% are enforced, and
λ is varied by specifying suitable values of the rotor
angular speed Ω.

The steady rotor-resolved simulations use the so-
called frozen-rotor approach, which amounts to solving
the governing equations in the rotating, i.e. relative,
frame. These analyses use FLUENT hybrid initializa-
tion, and, using the Coupled pressure-based solver,
all residuals drop by four to six orders of magnitude
within 5000 iterations for the fully turbulent analyses
and 6500 iterations for the transitional flow analyses.

The time-dependent rotor-resolved simulation uses
the so-called sliding mesh approach, whereby a cylin-
drical subdomain containing the turbine rotor and
nacelle slides into a larger stationary domain, with
flow data being exchanged at the interface of the two
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CFD study.

Fig. 4. Grid past blade on plane slice at 50% rotor radius.

domains at each physical time step. Using this set-up,
the equations are solved in the absolute frame of ref-
erence. Twenty subiterations of the Coupled solver are
carried out at each physical time-step, and this results
in a reduction of all residuals of about four orders of
magnitude. Each physical time-step corresponds to a

rotor angular displacement of 2o. The simulation is run
for the time corresponding to 40 rotor revolutions, and
the analysis of this simulation below refers to the time-
averaged flow field over the last revolution.

A. Turbine performance analysis
Figure 5 compares the measured CP − λ curve to

those computed with all tested simulation methods.
The best agreement is obtained with the rotor-resolved
fully turbulent analysis (curve labeled Geom. std. FT),
which matches the measured data very well over the
common interval of λ considered. The design value
of CP obtained with the sliding mesh rotor-resolved
fully turbulent simulation (symbol labeled Geom. std.
FT), differs little from its steady counterpart, indicating
a negligible role of unsteady flow phenomena such
as dynamic stall on the prediction of turbine perfor-
mance. A similar conclusion was reported by [21].
The steady rotor-resolved analysis using the k − ω
SST γ − Reθ transition model to model laminar-to-
turbulent transition on the turbine blades overpredicts
significantly the measured CP , which may indicate that
the blade BLs in the experiment were turbulent from
the leading edge (LE), despite the relatively low chord-
and relative velocity-based Reynolds number Re. The
mean and maximum value of this parameter are 105k
and 126k, respectively. The turbine power prediction
of the generalized actuator disk analysis (curve labeled
VBM) is in fairly good agreement with the measured
estimate in the design TSR region, but the agreement
decreases as TSR increases. The lift and drag data used
in the VBM analysis were obtained with the XFOIL
code using Re=105k.

Figure 6 compares the measured CT − λ curve to
those computed with all tested simulation methods.
It is noted that the measured thrust includes the con-
tribution of the tower which is instead not included
in any of the numerical results, as this component
is not modeled in the CFD representation. For this
reason all numerical estimates of CT are expected
to be lower than the measured values. The steady
rotor-resolved analysis including transition modeling
predicts a higher thrust than its fully turbulent coun-
terpart, similarly to that seen for the Cp − λ curves.
From a qualitative viewpoint, one sees that the mag-
nitude of the difference between numerical result and
measured data increases with TSR for both the VBM
and the steady rotor-resolved fully turbulent analyses.
This is because the rotor induction decreases as TSR
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Fig. 5. Curve of power coefficient CP against TSR λ: comparison
of experimental data and results of VBM CFD analyses and rotor-
resolved CFD analyses using steady fully turbulent, steady transi-
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Fig. 6. Curve of thrust coefficient CT against TSR λ: comparison
of experimental data and results of VBM CFD analyses and rotor-
resolved CFD analyses using steady fully turbulent, steady transi-
tional and time-dependent fully turbulent flow models (l = R).

increases, resulting in higher axial velocity ahead of
the tower and, therefore, higher thrust contribution of
the tower. Use of approximate estimates of the tower
thrust to correct the computed thrust curves (based
on experimental correlation between Reynolds number
and the mean drag coefficient of a circular section in
a freestream flow), make the thrust level estimate of
the rotor-resolved fully turbulent analysis closest to
the measured curve of the thrust. The aforementioned
correction is only qualitative, as it assumes uniform
steady flow ahead of a circular cross section, ignoring
both 3D flow effects at the two ends of the tower and
unsteady flow effects due to the blade motion.

To visualize the impact of transition modeling on
the loads acting on the blade, the blade static pressure
coefficient cp and the skin friction coefficient cf are
considered. The transitional and fully turbulent cp
and cf profiles of the blade sections at the 18% and 95%
rotor radius for λ = 3.67 are compared in the four
subplots of Fig. 7. At 18% radius, the flow field past
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Fig. 7. Blade static pressure and viscous stress of fully turbulent
and transitional flow analysis at λ = 3.67. Profiles of static pressure
coefficient cp at 18% (top left) and 95% (top right) rotor radius, and
profiles of surface friction coefficient cf at 18% (bottom left) and 95%
(bottom right) rotor radius.

the blade is highly 3D, due to finite wing effects leading
to the formation of the root vortex. The cp profile of the
transitional and fully turbulent analyses present some
differences in the last 20% chord of the blade pressure
side (PS) (top left plot), but larger differences are
observed over most of the blade suction side (SS), from
about 20% chord from the LE to the trailing edge (TE).
More specifically, the static pressure on the last 40%
chord of the blade SS is observed to be notably smaller
with the transitional flow model. As the pressure differ-
ence between the two sides of the blades at these radii
is the primary force for the root vortex, this occurrence
corresponds to stronger root vortices predicted by the
transitional analysis. The cf profiles of the transitional
and fully turbulent analyses at the same radius also
show differences on both blade sides (bottom left plot),
although these differences are significantly larger on
the SS. Analyzing the BL transitional state in the root
region is made more complex by the significant radial
flow components leading to the formation of the root
vortex, but inspection of the flow field at slightly higher
radii indicate that transition does not occur extensively
in this region of the blade, possibly due to the low
Reynolds number level at these radii (Re ≈ 50k).
At 95% rotor radius, where Re ≈ 100k, transition is
observed on both SS and PS. This is highlighted in the
bottom right plot of Fig. 7, which highlights that the
SS BL transition occurs starting from about 50% chord,
and the PS BL transition occurs starting from about
80% chord. The effect of the SS transition is also visible
in the SS cp profile in the top right plot, which presents
a slope discontinuity at 50% chord. It is observed that
the key effect of transition is to increase the section
loading, and, thus, rotor torque and thrust.

The profiles of tangential force Ft and normal
force Fn along the blade length computed by the
rotor-resolved fully turbulent and transitional analyses,
and the VBM analysis at design TSR are compared in
Fig. 8. The present VBM implementation does not use
Prandtl tip loss correction; it rather takes the simpler
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Fig. 8. Radial profiles of blade normal and tangential force computed
by VBM and rotor-resolved steady fully turbulent and transitional
CFD analyses.

approach of discarding all forces of the last 4% of
the blade. This is the reason for the sudden drop
to zero of the two VBM profiles at about 96% rotor
radius. Despite this, the qualitative agreement between
the rotor-resolved and the VBM profiles is very good.
The force profiles of two rotor-resolved simulations are
nearly superimposed for r/R < 0.4 and r/R > 0.95, a
feature particularly evident for the radial profiles of Fn.
Conversely, the difference between the two estimates
gradually increases from 40% to about 90% rotor ra-
dius. This is because the occurrence of transition on the
SS increases the blade loading, leading to higher thrust
and circumferential forces. This phenomenon is the
reason why the CP curve of the transitional analysis in
Fig. 5 is higher than that of the fully turbulent analysis,
and the CT curve of the transitional analysis in Fig. 6
is also higher than that of the fully turbulent analysis.

B. Wake resolution
Properly resolving the wake and correctly predicting

its recovery is an important aspect of tidal turbine and
array simulations. One of the input parameters that
may influence the RANS predictions of turbine wake
velocity deficits, turbulence levels and recovery rate
is the turbulence integral length scale l appearing in
Eq. (3). The turbine performance analyses discussed in
the previous subsection are performed using l = R,
and it is found that the performance of the considered
turbine does not vary significantly when changing the
value of this quantity, seemingly in contrast with ex-
perimental evidence [9]. The impact of this parameter
on the RANS predictions of both the TKE stream-
wise variation in a flume tank, and the momentum
extraction of porous disks modeled as uniform actuator
disks placed in the tank was studied in [32], who
validated their models and predictions to experimental
measurements carried out in the considered facility.
Here the sensitivity of the wake resolution to the value
of l is assessed for the case in which a rotor-resolved
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Fig. 9. Comparison of measured and computed wake velocity
profiles using three values of integral scale l in fully turbulent rotor-
resolved analyses, and l = R in transitional flow analysis. Profiles
are at 2D (top left), 3D (top right), 5D (bottom left) and 9D behind
rotor.

approach is used. Measured and computed profiles of
the nondimensionalized flow velocity u∗ behind the
rotor at various downstream distances are reported in
Fig. 9. The velocity u∗, which is nondimensionalized by
the freestream velocity, is extracted along a horizontal
line through the rotor center, and plotted against the
distance y∗ from the rotor center normalized by the ro-
tor diameter D. Four frozen-rotor solutions are consid-
ered, namely the rotor-resolved fully turbulent solution
for l = R/10, l = R and l = 10R, and the rotor-resolved
transitional solution for l = R. The measured profile
was time-averaged, whereas the computed profiles in
these figures are not circumferentially averaged. This
is not done because the axial velocity field from two
diameters behind the rotor is already axisymmetric.
Fig. 9 shows that at downstream distances of 2D, 3D
and 5D the four numerical solutions differ negligibly
from each other. At a distance of 9D, however, the
fully turbulent solution with l = R/10 shows a more
pronounced velocity deficit than the other two fully
turbulent solutions, indicating that the wake recovery
rate decreases with l in the considered variability range
of this parameter. Interestingly, at the distance of 9D
the fully turbulent profile with l = R/10 and the
transitional profile with l = R present similar velocity
deficits. This may be due to larger energy extraction
predicted by the transitional analysis. The agreement
of all predictions with measured data at 2D and 3D
behind the rotor is good, whereas a growing overesti-
mation of the velocity deficit is noted from 5D onward.

Fig. 10 compares the measured profiles of turbu-
lence intensity (TI) and those predicted by the four
aforementioned rotor-resolved simulations. The post-
processing of the measured and computed profiles is
the same adopted for the velocity profiles above, and
the presented TI profiles are extracted at the same four
distances from the rotor and on the same transverse
lines used for the results of Fig. 9. The overall pattern
and level of the four computed TI profiles differ fairly
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Fig. 10. Comparison of measured and computed profiles of wake
turbulence intensity using three values of integral scale l in fully
turbulent turbulent-resolved analyses, and l = R in transitional flow
analysis. Profiles are at 2D (top left), 3D (top right), 5D (bottom left)
and 9D behind rotor.

little at 2D, 3D and 5D behind the rotor. In the case of
the solution obtained with l = R/10 the ambient tur-
bulence is reduced with respect to the value imposed
at the inlet boundary, but referring the TI profile to the
local ambient TI, all profiles are comparable. At 9D,
however, the l = R/10 and l = R transitional profiles
referred to the local ambient TI show a higher level
of TI than the other two fully turbulent solutions. In
the case of the l = R/10 solution this is due to the
slower wake recovery when using low values of l. In
the case of the transitional simulation this is due to
slightly stronger root vortices, resulting in increased
turbulence in the rotor hub region with respect to the
case of the fully turbulent analysis. The stronger root
vortices of the transitional case are due to the larger
pressure difference across the rear part of the blade SS
and PS near the root, as observed in Fig. 7. On the
basis of the TI profiles at 2D, 3D and 5D, it appears
that the overall turbulence generated by the turbine in
the rotor-resolved simulations is lower than observed
in the experiment.

Fig. 11 compares the measured profiles of u∗ to
those computed with the steady and time-dependent
rotor-resolved analyses, and the VBM analysis. All
three simulations use l = R. The four profiles of the
time-dependent simulation are extracted from the flow
field obtained by time-averaging the time-dependent
flow field over the last simulated revolution of the
simulation. One observation is that the steady and
time-averaged CFD profiles are very close to each
other, indicating small flow nonlinearity already at 2D
behind the rotor. At two and three diameters behind
the turbine, the rotor-resolved predictions of the wake
velocity deficit are in very good agreement with mea-
sured data whereas the actuator disk analysis overpre-
dicts the velocity deficit. At 5D, however, there is a
trend inversion, and the actuator disk solution matches
more closely the experimentally observed wake re-
covery, whereas the rotor resolved simulations seem
to dissipate the wake too slowly, surprisingly. These
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Fig. 11. Comparison of measured and computed wake velocity
profiles using fully turbulent VBM, and rotor-resolved steady and
time-dependent analyses (l = R). Profiles are at 2D (top left), 3D
(top right), 5D (bottom left) and 9D behind rotor.

phenomena are partly explained by the TI profiles
of the same solutions and the experiment discussed
below.

Fig. 12 compares the measured TI profiles to those
computed with the steady and time-dependent rotor-
resolved analyses, and the VBM analysis. All three
simulations use l = R. As for the case of the velocity
profiles, the steady and the time-averaged profiles of
the sliding mesh solutions are very close to each other.
The VBM predictions of the TI profiles match their
measured counterparts quite well at all four axial posi-
tions, whereas the rotor-resolved analyses underpredict
the TI level of the wake at 2D, 3D and 5D behind the
rotor. The VBM simulation appears to generate more
turbulence behind the rotor, at a level closer to that
observed in the experiment. The actuator disk analysis
also correctly predicts the sharp reduction of TKE
between 5D and 9D. At 9D, both rotor resolved and
actuator disk profiles appear to be in good agreement
with the measurements, although the TI variation rate
from the rotor to 9D predicted by the two simulation
types are substantially different. The overall patterns of
the u∗ and TI profiles of the VBM and rotor-resolved
analyses at the considered axial stations show that
the rotor-resolved simulation predicts more reliably
the wake velocity deficit within a short distance of
the rotor but the velocity deficit recovery is slower
than observed in the measurements and predicted by
the VBM analysis. This is because the rotor-resolved
analysis generates less turbulence behind the rotor than
observed in the measurements and predicted by the
VBM analysis: a faster wake recovery is prevented by
both the lower turbulence behind the rotor and the
low level of ambient turbulence of this test. However,
in contrast with the rotor-resolved analysis, the VBM
analysis overpredicts the velocity deficit close to the
rotor, but accomplishes a good prediction of the veloc-
ity deficit sufficiently far downstream, due to relatively
fast wake recovery enabled by higher turbulence in
the wake. Qualitatively, these trends are in line with
those observed in other AD-based RANS studies of



ATTENE et al.: TURBINE PERFORMANCE AND WAKE RESOLUTION IN NAVIER-STOKES CFD OF HORIZONTAL AXIS TIDAL TURBINES 9

0
5

1 0
1 5
2 0
2 5

0
5

1 0
1 5
2 0
2 5

- 2 - 1 0 1 20
5

1 0
1 5
2 0
2 5

- 2 - 1 0 1 20
5

1 0
1 5
2 0
2 5

TI 
[%

]

 E x p .
 s t d .  F T
 T D  F T
 V B M

2 D 3 D

TI 
[%

]

y *  [ - ]

5 D

y *  [ - ]

9 D

Fig. 12. Comparison of measured and computed profiles of wake
turbulence intensity using fully turbulent VBM, and rotor-resolved
steady and time-dependent analyses (l = R). Profiles are at 2D (top
left), 3D (top right), 5D (bottom left) and 9D behind rotor.

TSTs, although improvements of the blade tip loss
model of the BEMT model embedded in the RANS
simulation, have been shown to significantly improve
the agreement of computed and measured wake data
for this test case [33].

The left and right images of Fig. 13 depict the blade
tip vortices predicted by the steady frozen rotor and
time-dependent simulations, respectively. The isosur-
face of the Q-criterion [34] at 0.5 s−2 is used in both
cases, and the time-dependent result is the snapshot
corresponding to the rotor having the same angular
position as that of the steady frozen rotor analysis.
One sees that the time-dependent analysis resolves
the blade tip vortices for a longer axial distance than
the frozen rotor analysis, since this latter cuts all
vortices at about one diameter behind the rotor, at
the downstream interface of the relative and absolute
subdomains. This occurrence points to the fact that
it is advisable to place the aforementioned interface
as far downstream as possible when using the frozen
rotor approach and not including the rotor support
structure in the simulation. The fairly small solution
discontinuities at the same interface observed in the
time-dependent solution also highlight the importance
of adopting a high grid refinement across the interface
between the relative and absolute domains, since these
discontinuities originate from unavoidable solution in-
terpolation errors at this interface. Finally, it is noted
that despite these differences in the resolution of the tip
vortices, the steady solution and the time-dependent
solution averaged over one period of revolution are
extremely close, as highlighted by the results of Fig-
ures 11 and 12.

V. CONCLUSIONS

The study has presented a comparative analysis of
the predictive capabilities of two RANS approaches for
TST performance and wake analysis, one resolving the
bladed rotor geometry, and the other replacing the tur-
bine geometry with a generalized actuator disk (VBM
approach). All computed results have been assessed

against preexisting measured data of a model turbine
flume tank experiment at an ambient TI of 3%. It has
been found that the rotor-resolved method provides
very good predictions of the turbine performance over
the entire range of TSR considered. The turbine perfor-
mance prediction of the VBM approach presents some
more deviations from measured data, but good overall
agreement of the blade loads predicted by both CFD
approaches is observed. Cross-comparative analyses of
the turbine performance measured in the flume tank
and computed using fully turbulent and transitional
flow analyses appear to indicate that the blade BLs in
the experiment were fully turbulent, despite the low
ambient TI level.

The rotor-resolved method provides very good pre-
dictions of the wake velocity deficit up to about 4D
downstream of the considered turbine, and the VBM
analysis provided a better match of the measured
velocity profiles only after this position. The VBM anal-
ysis of this study predicts more turbulence behind the
rotor than the rotor-resolved analysis, yielding a wake
recovery rate closer to the measured value between 5D
and 9D. A sensitivity analysis on the dependence of
the wake characteristics of the resolved rotor on the
turbulence integral scale used as a boundary condition
at the inlet boundary, led to conclusions similar to
those observed for the actuator disk in previous stud-
ies, that the optimal value of this parameter is about
one rotor radius. The time-averaged results of a time-
dependent sliding mesh analysis at design TSR have
been found to differ negligibly from the their frozen-
rotor counterparts in terms of both rotor performance
and wake characteristics.

The predictions of the the actuator disk method of
this study may be achieved also by improving the tip
flow model, as this affects the shear level between the
wake and the surrounding flow. The use of Navier-
Stokes CFD to predict turbine performance, wake ve-
locity deficits and recovery rates, and losses due to
wake/turbine interaction in real arrays, characterized
by high and highly anisotropic turbulence, however,
will require using and improving more sophisticated
numerical approaches to flow turbulence, such as hy-
brid RANS/LES.
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