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Abstract:

This paper presents a novel procedure to evaluate mechanical properties of random micro-fiber reinforced composites with consideration of primary pores. To this end, micro-CT experiment is conducted first to detect micro-scale morphology of the constituent materials, including size of pores and arrangement of fibers, etc. On this basis, a two-step modeling strategy with consideration of primary pores is proposed. In the first step, the equivalent mechanical properties of the pore defects and the micro-fibers are determined by the 3D parametric finite volume directly averaging micromechanics (FVDAM), by which an equivalent ellipsoidal reinforcing phase composed of fibers and pores is constructed. In the second step, the equivalent pores and fibers are embedded into matrix materials to build an RVE of the composite to calculate the elastic modulus of the composite. In addition, the 3D parametric FVDAM is further extended to simulate plastic deformation of PEEK matrix under quasi-static tensile loading. The results obtained from the proposed two-step modeling strategy have a good agreement with the results from experiments.
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1. Introduction

Compared with traditional homogeneous materials, random micro fiber-reinforced composites exhibit excellent toughness, which have been widely used in both composite sheet molding and bulk molding compounds [1-4]. One of the important influencing factors in evaluating mechanical properties of composites is the existence of primary pore defects that are introduced inevitably during material processing [5-7]. Pore defects not only have a significant effect on the mechanical properties [8-9] of a composite, but also increase uncertainty of damage evolution in the composite [10-12]. Therefore, how to evaluate mechanical properties of micro fiber-reinforced composites with consideration of primary pore defects is worthy of further investigation.

Historical studies on pore defects can be divided into two main categories. The first category focused on a range of pore sizes from meso-scale (\(\text{mm}\)) to micro-scale (\(\mu\text{m}\)) that exist synchronously in a composite. For instance, Huang et al. [13] investigated pore defects at different scales and applied periodical boundary conditions to micro-scale RVEs of fiber tows, as well as meso-scale RVEs of woven composites to determine their elastic modulus. The simulation results indicated that mechanical properties of the composites were more sensitive to the pores in fiber bundles. The second category of the studies focused on investigating mechanical properties of composites at a single geometric scale, which paid more attention to morphology and location of pore defects. With respective to pore distributed in matrix and fiber bundle, Mekonnen et al. [14] developed a finite element model, which demonstrated that elastic modulus gradually decreased
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when more pore defects were considered. Wei et al. [15] investigated the influence of pore defects on thermal expansion coefficient of composites, and employed a finite element method to calculate their thermal expansion coefficients. In addition, Yang et al. [16] established a Voronoi-structure model and evaluated equivalent shear modulus of composites with different pore shapes by finite element software. The numerical results were in good agreement with the results from compression tests. Cao et al. [17] proposed a fast Fourier transform to obtain equivalent elastic modulus of rock materials with pores and investigated the influence of pore orientation on the nonlinear mechanical behaviors of the materials.

To develop a reliable numerical model, accurate microstructural parameters from experimental tests are important prerequisites. Here, a brief comparison of some main test methods in determining pore defects is introduced. The density measurement method was firstly proposed to estimate pore volume. The method is easy to follow, as test standards, such as ASTM D2734 [18], ASTM D3171 [19], ASTM D2584 [20], etc., are readily available. However, the accuracy of this method is normally low [2]. Compared with the density measurement method, scanning electron microscope (SEM) can be employed to directly characterize two dimensional pore structures. The porosity statistically calculated from the scan images are limited to the selected surfaces of specimens [21]. Ultrasonic test, as a typical non-destructive test method, can measure microstructure of pores by scanning in different directions without causing damage to the specimens. It should be noted, however, that ultrasonic tests are restricted to exploring micro-scale morphology of regular pores [22]. At present, micro computed tomography (micro-CT) is the most popular experimental method to characterize 3D micro-scale morphology in composites, including pore defects, 3D fiber arrangement, etc. [23] Although it is more time consuming in obtaining scanning data, it is compensated by offering high-precision microstructural parameters [24]. Overall, CT scanning technology provides an effective experimental measure in investigating 3D morphology of pores in composites.

Previous studies, e.g., in [25], concluded that pore defects resulted in a significant reduction in stiffness of random micro-fiber reinforced composites. To effectively evaluate their mechanical properties with a high accuracy, micro-CT is firstly used in this paper to explore 3D micro-scale morphology of fiber distribution, pore ratio, etc. Furthermore, a two-step modeling scheme is proposed to predict the effective moduli and nonlinear deformation of micro-fiber reinforced composites. The outline of this paper is as follows: micro-CT test is employed to analyze distribution and volume fraction of pore defects in Section 2. In Section 3, a new two-step modeling strategy with consideration of primary pore defects is presented. Moreover, an effective elastic-plastic constitutive model is proposed to describe nonlinear deformation of composites with consideration of pore defects. A comparison between numerical results and experimental tests is shown in Section 4. The conclusions can be found in Section 5.

2 Micro-scale primary pore defects

2.1 Micro-CT system

To determine the geometric parameters of micro-scale pore structure in the micro-fiber reinforced composites using Micro-CT, a \(1\text{cm} \times 2.5\text{mm} \times 2.5\text{mm}\) specimen was prepared. Fig. 1 is the schematic diagram of the Micro-CT test, which has three stages, i.e., the scanning, the control and the image mosaic stages. From the attenuation of the X-ray emitted from a tube of circular cross-section, a series of two-dimensional micro-scale slices perpendicular to the X-ray direction are
collected. To obtain an accurate three-dimensional structural topology, multi-group scanning images are needed by rotating the object and reconstructing its 3D structure using computer. A post-processing software is required to analyze the micro-structure and extract objective CT data according to the determined threshold values of the constituent materials. Although the test specimen is relatively small, sufficient scanning time should be allowed to obtain the required microscopic parameters accurately. Herein Zeiss Xradia 510 versa is used and the scanning time of each test is nearly 12 hours. During the tests, the recorded tube voltage and power are 70keV and 10W, respectively. To capture the information with a higher accuracy, the scanning accuracy is maintained at 0.5mm/pixel during the experimental tests.

2.2. Threshold segmentation of the constituent materials

It has been observed that the effective mechanical property of the composite with consideration of micro features (such as spatial orientation, length, pore size, sphericity, etc.) tends to be stable and independent of location when the selected RVE is sufficiently large. It is also noted that a smaller specimen provides more accurate image threshold of the constituent materials, which are distinguished according to their boundary characteristics. Experimental tests have suggested that a 150μm × 150μm × 150μm (Fig. 2) sub-volume extracted from the specimen offers a satisfactory compromise between accuracy and computational efficiency. The micro-scale coordinate system in Fig. 2(a) is identical to that used in the macroscopic tensile tests, which is convenient to analyze...
distribution and formation of pores. Fig. 2(b) is the segmented image using the threshold of air. It can be seen from the zoom-in image that different size of the pore defects can be detected. To evaluate the pore volume, the three-dimensional air medium is further converted into the pixel format shown in Fig. 2(c). Although the surface of the 3D pixel image is slightly less smooth, the data are more convenient for Boolean operation [26] to determine the specific geometric parameters of the constituent materials. On this basis, Avizo software is used and the thresholds are calibrated and determined in the range of 0~65535. It is worth mentioning that the threshold ranges are linked to mass density in the X-ray CT images. The respective threshold ranges of the pore defects, matrix and micro-fibers are shown in Table 1.

<table>
<thead>
<tr>
<th>Materials</th>
<th>Pores</th>
<th>PEEK</th>
<th>E-glass fiber</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold range</td>
<td>0-15600</td>
<td>15600-23500</td>
<td>23500-65535</td>
</tr>
</tbody>
</table>

2.3. Validation of the determined threshold

The threshold value of the air medium in the CT images has been determined in Section 2.2. Herein the pore defects in a 1mm × 1mm 2D plane slice extracted from the 3D CT image are calibrated as shown in Fig. 3(a). The pore defects are marked green in Fig. 3(b) to highlight the primary pore defects. From a detailed comparison, it can be concluded that the pore defects in Fig. 3(a) are practically covered by those green spots in Fig. 3(b) according to the determined threshold. In other words, the pore distribution in the micro-fiber reinforced composite can be accurately determined by the calibrated thresholds derived from the CT images.

![Fig. 3](image)

Fig. 3. Calibration of the threshold value: (a) Original two-dimensional CT slice (b) two-dimensional CT slice with highlighted pore defects

Using the determined thresholds, the correlation law of pore distribution can be established by investigating the selected 3D sub-image shown in Fig. 4(a). During the preparation process, the micro-fibers mixed in the resin unidirectionally flows along the x-axis into the mold and the mold compression is perpendicular to the resin flow. To study the distribution of the pores in the micro-fiber reinforced composites, three plane slice images in the x1-y1 plane, the x-z plane and the y-z planes are, respectively, taken and shown in Figs. 4(b)-(d). It can be found from Fig. 4(b) that most of the pore defects (in green color) are distributed around the fibers and of irregular morphology. From a comparison of Figs. 4(b)-4(d), it can be found that the pore size in the x1-y1 plane is much greater, and the distribution of the fibers is more random, resulting in more space between fibers. In other words, the size of pores and the space between fibers in the y-z plane, as shown in Fig. 4(c), are relatively smaller. In addition, a few primary pores distributed in the upper and lower edges can be found in Fig. 4(c)-(d). This may be attributed to a combined action of resin flow and mold
2.4. Statistics of pore defects

Based on the preliminary research reported above, the 3D morphology of the primary pores can be obtained, as shown in Fig. 5. Herein the pore defects are tinted with different colors for easy identification. Obviously, it is impossible to implement this irregular 3D micro-scale morphology of pores in any existing numerical models.

Fig. 5. Micro-scale geometrical morphology of pore defects extracted from the \(1\text{mm} \times 1\text{mm} \times 1\text{mm}\) sub-

Fig. 6(a) shows the statistical distribution of the pore volume, which is obtained by the post-processing software Avizo. It can be seen that the volumes of most of the pores are within the range of \(200\mu\text{m}^3\) to \(1600\mu\text{m}^3\). From the zoom-in image, it can be seen that the largest pore is
approximately $6400\mu m^3$. Based on the assumption that pores in the composite can be equivalent to a pore system composed of only spherical pores, the statistical distribution of pore volume can be converted to statistical distribution of pore diameters, as shown in Fig. 6(b), by the following formula,

$$D = \sqrt[3]{\frac{6V}{\pi}}$$  \hspace{1cm} (1)

where $D$ and $V$ denote diameter and volume of a pore, respectively.

Fig. 6(b) shows that the diameters of most of the pore defects are concentrated in the range of $8\mu m$ to $12\mu m$, and the maximum and minimum diameters of the pores are $23.6\mu m$ and $6.7\mu m$, respectively. Since the approximate length of the micro-fibers is about $14\mu m$, both the pore defects and the fibers can be modelled at the same scale. According to the statistical analysis, the number and the volume ratio of the pores in the $1mm \times 1mm \times 1mm$ sub-volume are 143975 and 17.32%, respectively.

3 Numerical model

3.1. Elastoplastic constitutive equation

The Finite Volume Direct Averaging Micromechanics (FVDAM) proposed by Pindera [27-28] is capable of studying effective modulus and stress-strain relation of continuous fiber-reinforced composites. Inspired by the high-fidelity generalized method of cells [29], the high-order terms in the 2D FVDAM are ignored to improve its computational efficiency [30]. In recent years, the FVDAM has been extended to investigate effective properties of 3D particle-reinforced or short fiber-reinforced composites, whose representative volume element is discretized by parametric meshes [31-34], where the iso-parametric FVDAM is further extended to explore nonlinear behaviors of random fiber-reinforced composites with consideration of primary pores. For a selected RVE, as shown in Fig. 7(a), it is divided first into $N_1$, $N_2$ and $N_3$ sub-cells along the $y_1, y_2$ - and $y_3$ -directions, respectively, in the local coordinate system. The sub-cell displacements $u^{(\alpha p)}_i$ can be split into a combination of macroscopic displacements and microscopic fluctuate displacements $u^{r(\alpha p)}_i$, that is,

$$u^{(\alpha p)}_i(x, y(\zeta, \eta, \xi)) = \sum_{j=1}^{N_1} x_j + u^{r(\alpha p)}_i(\zeta, \eta, \xi)$$ \hspace{1cm} (2)

$$\gamma^{(\alpha p)}_i(\zeta, \eta, \xi) = \sum_{p=1}^{N_p} N_p(\zeta, \eta, \xi) \gamma^{r(\alpha p)}_i, i = 1, 2, 3$$ \hspace{1cm} (3)

where $x$ and $y$ represent macroscopic and microscopic coordinates, respectively. The superscripts $\alpha, \beta$ and $\gamma$ are sub-cell numbers. The symbols, $p$ and $i$, indicate sub-cell vertices and
micro-scale coordinate directions in the local coordinate system, respectively. Here, it is worth mentioning that the parametric coordinates, $\zeta$, $\eta$ and $\xi$, in the local coordinate system are always between -1 and 1. The sub-cell vertex coordinates are linearly interpolated by employing shape functions, $N_i$, to establish the relationship between the sub-cell vertices in the coordinate system $y_1$-$y_2$-$y_3$ (Fig. 7(b)) and the parametric coordinate system $\zeta$-$\eta$-$\xi$ (Fig. 7(c)). The mapping between the two co-ordinate systems is determined by the Jacobian matrix $J$. The expressions of the shape function, the Jacobian matrix and the homogenized Jacobian matrix are shown in Refs. [31-32]. $n_{i(a,b)}^{(a,b)}$ are directional cosines that are the cosines of the angle between the sub-cells surfaces and the planes $y_1$-$y_2$, $y_1$-$y_3$ and $y_2$-$y_3$, respectively.

![Fig. 7. Schematic diagram of parametric transformation of the sub-cell: (a) 3-dimensional representative volume element (b) Iso-parametric element (c) Regular hexahedral element](image)

Quadratic expansion of Legendre polynomials is used to express the microscopic displacement in the parametric coordinates, as follows,

$$u_i^{(a,b)}(\zeta, \eta, \xi) = W_{(000)}^{(a,b)} + \zeta W_{(100)}^{(a,b)} + \eta W_{(010)}^{(a,b)} + \xi W_{(001)}^{(a,b)} + \frac{1}{2}(3\xi^2 - 1)W_{(200)}^{(a,b)}$$

where, $W_{i(a,b)}^{(a,b)}$ are the micro-variables in the local coordinate system. By homogenizing the micro-scale displacements in the $\zeta$-$\eta$-$\xi$ coordinate system, the linear relationship between the surface-averaged displacements of an iso-parametric sub-cell and the micro-variables can be obtained,

$$\bar{u}_i^{(1,2)} = \frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} u_i(\mp 1, \eta, \xi) d\eta d\xi = W_{(000)}^{(a,b)} \mp W_{(100)}^{(a,b)} + W_{(200)}^{(a,b)}$$

$$\bar{u}_i^{(3,4)} = \frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} u_i(\zeta, \mp 1, \xi) d\eta d\xi = W_{(000)}^{(a,b)} \mp W_{(010)}^{(a,b)} + W_{(020)}^{(a,b)}$$

$$\bar{u}_i^{(5,6)} = \frac{1}{4} \int_{-1}^{1} \int_{-1}^{1} u_i(\zeta, \eta, \mp 1) d\xi d\eta = W_{(000)}^{(a,b)} \mp W_{(001)}^{(a,b)} + W_{(002)}^{(a,b)}$$

where superscripts $1, 2, \ldots, 6$ are sub-cell surface numbers, as shown in Fig. 7(c). According to Eqs. (5)-(7), the first- and second-order micro-variables can be determined by the surface-averaged
displacements and the zero-order micro-variables, the detailed expressions of which can be found in Refs. [31-32]. Based on the strain-displacement relations, the sub-cell strains can be calculated by Eq. (8).

$$\varepsilon_p(x, y) = \bar{\varepsilon}_y + \frac{1}{2} \left( \frac{\partial u'_i}{\partial y_j} + \frac{\partial u'_j}{\partial y_i} \right) = \bar{\varepsilon}_y + \varepsilon_p \left( \zeta, \eta, \xi \right)$$

Similarly, the sub-cell strains can be divided into macroscopic and microscopic strains. The expressions of the microscopic strain in terms of the Jacobian matrix are presented in Appendix A.1.

According to the Cauchy’s stress theorem, the surface tractions can be determined by the sub-cell stresses as follows

$$t^p_{ij} = \sigma^p_{ij} n^p_{ij} (i, j = 1, 2, 3; p = 1, 2, 6)$$

where

$$\sigma^p_{ij} = c^p_{ijkl} \left( \varepsilon^m_{ij} - \varepsilon^m_{ijkl} \right)$$

is the constitutive equation of the constituent materials. In Eqs. (9)-(10), \( \varepsilon^m_{ijkl} \) and \( t^p_{ij} \) denote sub-cell inelastic strains and surface tractions, respectively. The expressions of Eqs. (9)-(10) can be found in Appendix A.2-A.3.

By introducing Appendix A.1-A.3 into Eq. (9), and averaging the sub-cell surface tractions, the average surface tractions can be obtained as,

$$
\bar{t}^{(1,2)}_i = \frac{1}{4} \int_{\mathbb{R}^2} t^{(1,2)}_i (\zeta, \eta, \xi) d\eta d\xi \\
\bar{t}^{(3,4)}_i = \frac{1}{4} \int_{\mathbb{R}^2} t^{(3,4)}_i (\zeta, \eta, \xi) d\eta d\xi \\
\bar{t}^{(5,6)}_i = \frac{1}{4} \int_{\mathbb{R}^2} t^{(5,6)}_i (\zeta, \eta, \xi) d\eta d\xi
$$

By solving Eqs. (11)-(13), the three unknown zero-order sub-cell micro-variables can be obtained. According to the Gauss Divergence Theorem [27], the sum of the average surface tractions of a sub-cell is zero, that is,

$$\int_{S} \nabla \cdot \sigma dV = \int_{S} \sigma \cdot ndS = \int_{S} \bar{t}^{p(afy)}_i dS^{(afy)} = \sum_{p=1}^{6} S^{(afy)}_p \bar{t}^{p(afy)} = 0$$

where the detailed solutions can be found in Appendix A.4. Substituting Appendix A.1-A.3 into Eq. (14), the three unknown zero-order micro-variables can be determined as,

$$
\begin{bmatrix}
W_{2(000)}^{(afy)} \\
W_{2(01)}^{(afy)} \\
W_{3(00)}^{(afy)}
\end{bmatrix} = \Phi^{-1} \Theta \begin{bmatrix}
\hat{u}_{1(1)}^{(1)} & \hat{u}_{2(1)}^{(1)} & \hat{u}_{3(1)}^{(1)} & \hat{u}_{4(1)}^{(1)} & \hat{u}_{5(1)}^{(1)} & \hat{u}_{6(1)}^{(1)} \\
\hat{u}_{1(2)}^{(2)} & \hat{u}_{2(2)}^{(2)} & \hat{u}_{3(2)}^{(2)} & \hat{u}_{4(2)}^{(2)} & \hat{u}_{5(2)}^{(2)} & \hat{u}_{6(2)}^{(2)} \\
\hat{u}_{1(3)}^{(3)} & \hat{u}_{2(3)}^{(3)} & \hat{u}_{3(3)}^{(3)} & \hat{u}_{4(3)}^{(3)} & \hat{u}_{5(3)}^{(3)} & \hat{u}_{6(3)}^{(3)} \\
\hat{u}_{1(4)}^{(4)} & \hat{u}_{2(4)}^{(4)} & \hat{u}_{3(4)}^{(4)} & \hat{u}_{4(4)}^{(4)} & \hat{u}_{5(4)}^{(4)} & \hat{u}_{6(4)}^{(4)} \\
\hat{u}_{1(5)}^{(5)} & \hat{u}_{2(5)}^{(5)} & \hat{u}_{3(5)}^{(5)} & \hat{u}_{4(5)}^{(5)} & \hat{u}_{5(5)}^{(5)} & \hat{u}_{6(5)}^{(5)} \\
\hat{u}_{1(6)}^{(6)} & \hat{u}_{2(6)}^{(6)} & \hat{u}_{3(6)}^{(6)} & \hat{u}_{4(6)}^{(6)} & \hat{u}_{5(6)}^{(6)} & \hat{u}_{6(6)}^{(6)}
\end{bmatrix} \bar{t}^{(afy)}$$

where the expressions of \( \Phi \) and \( \Theta \) can be found in Ref. [32]. According to Eqs. (5)-(14), the relationship between the displacements and the average surface tractions of each sub-cell can be determined. In addition, by employing Eq. (15) and Appendix A.1-A.3, the 21 sub-cell micro-variables can be solved. Furthermore, the sub-cell average surface tractions can be expressed by the micro-variables, that is,

$$\bar{t} = \text{NC} \left( \bar{\varepsilon} - \varepsilon^m \right) + \tilde{A} \tilde{W}$$

By substituting Eq. (14) and Appendix A.1-A.3 into Eq. (16), the relationship between the displacements and the average surface tractions of each sub-cell can be expressed as,
\[
\mathbf{I} = \mathbf{N} \mathbf{C} (\mathbf{\varepsilon} - \mathbf{\varepsilon}^\text{in}) + \mathbf{\bar{A}} \mathbf{\bar{B}} \mathbf{u}
\]
\[
\mathbf{I} = \mathbf{K} \mathbf{u} + \mathbf{N} \mathbf{C} (\mathbf{\varepsilon} - \mathbf{\varepsilon}^\text{in})
\]

where the product of matrices \( \mathbf{\bar{A}} \) and \( \mathbf{\bar{B}} \) is replaced by \( \mathbf{K} \). The details of matrices \( \mathbf{\bar{A}}, \mathbf{\bar{B}}, \mathbf{N}, \) and \( \mathbf{C} \) are shown in Appendix A.5-A.10. In addition, all of the sub-cell local stiffness matrices can be found in Appendix A.11. To compute the global stiffness matrix, the following continuous and periodic conditions of displacements and average surface tractions between adjacent sub-cells are imposed, as shown in Fig. 8.

\[
\begin{align*}
\mathbf{u}^{(1)}_i(a, \beta, \gamma) &= \mathbf{u}^{(2)}(a, \beta+1, \gamma) = \mathbf{u}^{(3)}(a, \beta+1, \gamma+1) = \mathbf{u}^{(4)}(a, \beta+1, \gamma) \\
\mathbf{u}^{(5)}_i(a, \beta, \gamma) &= \mathbf{u}^{(6)}(a, \beta+1, \gamma) \\
\end{align*}
\]

The global stiffness equation can be obtained by introducing Eqs. (19)-(20) into Eq. (18), that is,

\[
\mathbf{K} \mathbf{u} = \mathbf{\Delta C} \mathbf{\bar{E}} - \mathbf{\Delta C}_1 \mathbf{\bar{E}}^\text{in1} - \mathbf{\Delta C}_2 \mathbf{\bar{E}}^\text{in2}
\]

which is subjected to the continuous and periodic conditions in Eqs. (19)-(20). Further details of Eq. (21) are shown in Appendix B.1-B.9. The expressions of matrices \( \mathbf{K}, \mathbf{\Delta C}, \mathbf{\Delta C}_1 \), and \( \mathbf{\Delta C}_2 \) are shown in Appendix B.10.

### 3.2 A two-step modeling strategy

In reference [25], the authors focused on developing a simple model that can consider random short fibers and testing the model against effective moduli without considering initial pores, as significant experimental work on pore characteristics were required to assess the possibility of including them in the model. Also, it is essential to find a way to incorporate pores into the model without significantly increase the complexity of the modelling process. From the geometric
characteristic and microscopic properties of pore defects, micro-fibers and matrix determined by the Micro-CT images reported in the current work, a novel two-step modeling strategy with consideration of pore defects is proposed in this Section, as illustrated in Fig. 9 and summarized below.

3.2.1. First step- Equivalence of pores and random micro-fibers

The 3D iso-parametric FVDAM is employed to construct the micro-scale model capable of considering pore defects and random micro-fibers. Firstly, the distribution of the micro-fibers, as well as the geometric parameters of the pore defects are both defined from the CT images. It should be noted that the detailed topological structure of the individual pores cannot be considered in the numerical modeling due to the number of pore defects, which is prohibitively computationally expensive. To simplify this problem, the primary pores derived from the preparation process are considered as an isotropic constituent material [35]. For the random fibers, they are equivalently represented by the isotropic yellow ellipsoid shown in Fig. 9. It should be noted that the geometrical parameters of the simple ellipsoidal model, including its principal axis direction and volume fraction are determined by the test results derived from the CT images. More details can be found from the authors’ previous study [25]. For the pore defects, the equivalent cubic element in blue, is determined according to the volume fraction of the pores. The integration of the isotropic cubic pore phase with the isotropic 3D elliptical fiber phase results in an orthotropic phase represented by the purple sphere. The volume fraction of the orthotropic sphere is equal to the total volume fraction of the pores and fibers. The three-dimensional parametric FVDAM is used to establish the micro-scale model according to the micromechanical formula of composites [15]. The stress-strain relationship of the equivalent model and the equivalent stiffness $C_1$ can be calculated as follows:

$$\bar{\sigma} = \frac{1}{V_1} \int_{V_1} \sigma^{(a b \gamma)} dV = \sum_{n=1}^{N} \left( v_p^{(a b \gamma)} \sigma_p^{(a b \gamma)} + v_f^{(a b \gamma)} \sigma_f^{(a b \gamma)} \right) = C_1 \bar{\varepsilon}$$

(22)

$$C_1 = \sum_{n=1}^{N} \left( v_p^{(a b \gamma)} C_p^{(a b \gamma)} A_p^{(a b \gamma)} + v_f^{(a b \gamma)} C_f^{(a b \gamma)} A_f^{(a b \gamma)} \right)$$

(23)

where the subscripts, $p$ and $f$, denote pores and matrix, respectively. The calculated equivalent stiffness $C_1$ is determined by the sub-cell volume $V$, $C$ and $A$, the expressions of which can be found in [31]. In fact, the orthotropic mechanical properties of $C_1$ are mainly attributed to the micro-fibers, while the existence of pores result in reduced stiffness and strength. The calculated orthotropic mechanical parameters of the matrix are to be used in the following section.

3.2.2. Second step- Equivalent procedure of the RVE and inclusion phase

The 3D iso-parametric FVDAM is further employed to determine the mechanical properties of the composites composed of the matrix and the equivalent fiber and pore volume obtained at the end of step 1. In detail, the equivalent orthotropic spherical phase, resulting from the integration of the pores and the micro-fibers in step 1, is introduced as the reinforcement to the matrix in the second step. The 3D parametric FVDAM algorithm is again used to establish the secondary equivalent microscale model, which integrates the purple spherical phase with the red matrix materials, as shown in Fig. 9. The average stress $\bar{\sigma}$ of the equivalent model in yellow can be computed as,

$$\bar{\sigma} = \frac{1}{V_2} \int_{V_2} \sigma^{(a b \gamma)} dV = \sum_{n=1}^{N} \left( v_1^{(a b \gamma)} \sigma_1^{(a b \gamma)} + v_m^{(a b \gamma)} \sigma_m^{(a b \gamma)} \right) = C_2 \bar{\varepsilon}$$

(24)

where
\[
C_2 = \sum_{n=1}^{N} (v_1^{(afy)} C_1^{(afy)} A_1^{(afy)} + v_m^{(afy)} C_m^{(afy)} A_m^{(afy)})
\]

where the subscripts, 1 and m, represent equivalent model in the first step and of the matrix, respectively. The components, \( v_1 \), \( C_1 \) and \( A_1 \), represent volume fraction, stiffness matrix and Hill’s matrix [36] of the equivalent model, respectively. The subscript \( m \) denotes matrix. Correspondingly, \( v_m \), \( C_m \) and \( A_m \) represent volume fraction, stiffness matrix and Hill’s matrix of the matrix materials, respectively. The symbol, \( C_2 \), denotes the equivalent stiffness matrix of the micro-fiber reinforced composites with primary pores.

![Fig. 9. Schematic diagram of the proposed two-step modeling strategy](image)

### 4 Experimental verification

#### 4.1 Shape randomness of pore defects

Shape irregularity of pore defects is an important factor in an anisotropic model [37]. Based on the spherical assumption, the spherical degree of an irregular pore is evaluated by the following equation in terms of the ratio between the actual volume and surface area of the pore,

\[
R = \frac{\pi^{1/3} (6 V_{void})^{2/3}}{A_{void}}
\]

where \( R \) is the spherical degree of a pore defect. \( V_{void} \) and \( A_{void} \) are, respectively, the volume and the surface area of the irregular pore.

The volumes of the pores from the experiment tests have been shown in Fig. 6. Fig. 10 shows the distribution of surface area of the primary pores, whose minimum and maximum values are 135.268\( \mu \)m\(^2\) and 5472.58\( \mu \)m\(^2\), respectively. Most of the surface areas are within the range of 135\( \mu \)m\(^2\) and 1400\( \mu \)m\(^2\). It is interesting to mention that nearly half of the surface areas are concentrated in the range of 200\( \mu \)m\(^2\) \sim 600\( \mu \)m\(^2\). Form the zoom-in image in Fig.10, the number of pores decreases sharply with the increase of surface area. In addition, the pores having a surface area over 1800\( \mu \)m\(^2\) are less than 1\%.
According to the spherical assumption, the spherical degree can be determined by Eq. (26). It is worth noting that the equivalent sphere presents a certain directivity once the spherical degree is less than 1. From the statistical results shown in Fig. 11, the pore defects account for 75% when the spherical degree is greater than 0.9. This proportion increases to 90% when the spherical degree is over 0.8. In addition, there is only very small amount of pore defects with a spherical degree in the range of 1~1.02. Therefore, the shape of the primary pores has little effect on the anisotropy of the micro-fiber reinforced composites. In other words, most of the primary pores are approximately spherical. Based on the above analyses, it is concluded that the pores can be assumed to be isotropic in numerical modeling.

4.2. A two-step validation

To verify the proposed two-step modeling scheme, local stress distribution is calculated in the first step by the FVDAM. The influence of the number of the sub-cells on the elastic modulus of the composite is studied first and shown in Table 2. It can be seen from the table that a RVE consisting of \(24 \times 24 \times 24\) sub-cells is suffice to achieve a converged result. Thus, this meshing density is used below to calculate the elastic modulus of the composite with or without considering the effect of pores. The numerical predictions are compared with the experiment results from [25]. For the two-step modelling, the material parameters of the PEEK resin and the micro glass fibers are shown in Table 3. In the Step 1 shown in Fig.9, to construct the equivalent orthotropic hybrid inclusion of pores and fibers for the Step 2 homogenization with the matrix, the total volume of the pores must be considered and meshed in the FVDAM model, where the elastic modulus of the pores is assumed to be 0.01 times of that of the resin matrix to facilitate the numerical calculations [38] without sacrificing accuracy. This is because using zero for the modulus of pores may result in an ill-conditioned global stiffness matrix (Eq. (21)) during the numerical analysis by the FVDAM.

<table>
<thead>
<tr>
<th>Number of meshes</th>
<th>8(\times)8(\times)8</th>
<th>16(\times)16(\times)16</th>
<th>24(\times)24(\times)24</th>
<th>28(\times)28(\times)28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus/GPa</td>
<td>4.128</td>
<td>5.375</td>
<td>6.049</td>
<td>6.051</td>
</tr>
</tbody>
</table>

Table 2. Mesh density analysis on elastic modulus of 0° off-axis angle

Table 3 presents the properties of the constituent materials used in the numerical calculations, where the volume fractions of each constituent are obtained from CT scans. Fig. 12 shows a comparison of the elastic modulus between the numerical results and the experimental data. The results show that pore defects have significant impact on the effective modulus, and the proposed two-step method improves the accuracy of the predictions by nearly 20% when compared with using
the model without considering pore defects [25]. In detail, the maximum relative errors are equal to 1.72% and 1.12% when the off-axis angles are 45° and 0°, respectively. The calculation error of the proposed two-step method may be attributed to the ignorance of pore direction during the first-step modeling.

Table 3. Parameters of constituent materials at 23°C

<table>
<thead>
<tr>
<th>Materials</th>
<th>E-glass fiber</th>
<th>PEEK</th>
<th>Porous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus/GPa</td>
<td>72.4</td>
<td>3.6</td>
<td>0.036</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.20</td>
<td>0.39</td>
<td>0.0039</td>
</tr>
<tr>
<td>Density/(g/cm³)</td>
<td>2.60</td>
<td>1.32</td>
<td>-</td>
</tr>
<tr>
<td>Volume fraction</td>
<td>14.41%</td>
<td>68.43%</td>
<td>17.16%</td>
</tr>
</tbody>
</table>

4.3. Nonlinear mechanical behaviors

To take into account the properties of all the individual constituent materials, the micro-fibers and the matrix materials are, respectively, assumed to be linear elastic and elastoplastic in the numerical simulation. To describe the nonlinear deformations in the PEEK matrix, the modified Bodner-Partom constitutive model [39-40] is employed. In this paper, the stress-strain behaviors of the composites with 0°, 45° and 90° off-axis angles are obtained, respectively, and shown in Fig. 13. In detail, the curves labelled with circles and triangles are the results from numerical simulations with pores and the experimental results from [25], respectively. In general, the numerical predictions agree well with the test results. Similarly, the maximum error between the numerical and test results occurs when 45° off-axis load is considered. This is understandable due to the fact that in the 0° or 90° direction, which is the respective principal axis of the equivalent ellipsoid of fibers in Fig. 9, the profiles of pores and fibers are directly from the CT measurements. In the 45° direction, however, the profiles of pores and fibers are determined numerically from the elliptical assumption, which inevitably introduces additional errors. Nevertheless, it is evident that the comparisons have shown good agreement between the numerical and the test results in all three directions. In Figs. 13(a)-(c), the FVDAM results without considering pores are also presented for comparisons. Obviously the existence of pores reduces the stiffness of the composites significantly.
4.4. The influence of pore ratio

Porosity represents a great influence on the mechanical properties of composites, which leads to obvious anisotropy and reduction in stiffness. In Fig. 15, the effect of 5%, 10%, 15% and 20% pore ratios on the tensile moduli $E_{11}$ and $E_{22}$ and Poisson’s ratio $\nu_{12}$ are evaluated using the two steps strategy, where $E_{11}$ and $E_{22}$ are the tensile moduli along the principle axis, i.e., in the 0° and 90° directions, respectively. In addition, the numerical results for 17.16% pore ratio, which are for the material in Table 3, are also shown in the figure. It is interesting to notice that from the figure the tensile elastic modulus and Poisson’s ratio decrease nonlinearly with the increase of pore ratio. In particular, for the materials in Table 3, $E_{11}$ and $E_{22}$ are, respectively, 5.917GPa and 3.749GPa. The Poisson’s ratio is 0.322.
results showed a high consistency with the experimental data. The following conclusions are drawn from the study:

1) The proposed two-step modeling strategy is effectively in evaluating elastic modulus and nonlinear stress-strain relations of random micro-fiber reinforced composites with consideration of primary pores, which overcome the difficulties in predicting orthotropic mechanical properties of micro-fiber reinforced composites with pores.

2) Pore morphology and distribution are mainly related to matrix flow and molding pressure direction during the preparation process. Only a few pores can be found in the upper and lower surfaces of composites.

3) For the micro-fiber reinforced composites, the pore defects and the fibers can be considered at the same geometrical scale in numerical modelling. In addition, primary pores can be considered isotropic, which were demonstrated by the spherical analysis.

This study does not include the formation of pores in the process of manufacturing, such as the effect of flow rate and pressure on pore ratio and distribution at microscopic scale, which is currently under investigation. The additional information from further investigations will improve the accuracy of the microscopic model developed in this paper.
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Appendix A

\[\begin{align*}
\varepsilon_{11}(x, y) & = \varepsilon_{x1} + \frac{\partial u_x}{\partial x} + \varepsilon_{y1} + \frac{\partial u_y}{\partial y} + \varepsilon_{zz} + \frac{\partial^2 u_z}{\partial x \partial y} \\
\varepsilon_{22}(x, y) & = \varepsilon_{x2} + \frac{\partial u_x}{\partial y} + \varepsilon_{y2} + \frac{\partial u_y}{\partial x} + \varepsilon_{zz} + \frac{\partial^2 u_z}{\partial x \partial y} \\
\varepsilon_{33}(x, y) & = \varepsilon_{x3} + \frac{\partial u_x}{\partial z} + \varepsilon_{y3} + \frac{\partial u_y}{\partial z} + \varepsilon_{zz} + \frac{\partial^2 u_z}{\partial x \partial y} \\
\varepsilon_{23}(x, y) & = \frac{1}{2} \left( \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x} + \frac{\partial u_z}{\partial x} + \frac{\partial u_z}{\partial y} + \frac{\partial^2 u_z}{\partial x \partial y} \right) \\
\varepsilon_{13}(x, y) & = \frac{1}{2} \left( \frac{\partial u_x}{\partial z} + \frac{\partial u_z}{\partial x} + \frac{\partial u_z}{\partial y} + \frac{\partial u_z}{\partial z} + \frac{\partial^2 u_z}{\partial x \partial y} \right) \\
\varepsilon_{12}(x, y) & = \frac{1}{2} \left( \frac{\partial u_x}{\partial z} + \frac{\partial u_z}{\partial y} + \frac{\partial u_z}{\partial z} + \frac{\partial u_z}{\partial x} + \frac{\partial^2 u_z}{\partial x \partial y} \right)
\end{align*}\]

(A.1)

\[\begin{align*}
\sigma_{11}^{(\text{app})} & = C_{11}^{(\text{app})} \varepsilon_{x1} + C_{12}^{(\text{app})} \varepsilon_{x2} + C_{13}^{(\text{app})} \varepsilon_{x3} + 2\mu_{1}^{(\text{app})} \varepsilon_{x1} \varepsilon_{y1} + 3\mu_{2}^{(\text{app})} \varepsilon_{x2} \varepsilon_{y2} + 3\mu_{3}^{(\text{app})} \varepsilon_{x3} \varepsilon_{y3} + \frac{3}{2} \mu_{4}^{(\text{app})} \varepsilon_{x1} \varepsilon_{y2} + \frac{3}{2} \mu_{5}^{(\text{app})} \varepsilon_{x1} \varepsilon_{y3} + \frac{3}{2} \mu_{6}^{(\text{app})} \varepsilon_{x2} \varepsilon_{y3} + \frac{3}{2} \mu_{7}^{(\text{app})} \varepsilon_{y1} \varepsilon_{z1} + \frac{3}{2} \mu_{8}^{(\text{app})} \varepsilon_{y2} \varepsilon_{z2} + \frac{3}{2} \mu_{9}^{(\text{app})} \varepsilon_{y3} \varepsilon_{z3}
\end{align*}\]

(A.2)
\[i_{1}^{(\text{opt})} = n_{1}^{(\text{opt})} C_{11}^{(\text{opt})} (\sigma_{1} + J_{11}^{(\text{opt})} [W_{11}^{(\text{opt})} + 3\chi W_{11}^{(\text{opt})}] + J_{12}^{(\text{opt})} [W_{12}^{(\text{opt})} + 3\chi W_{12}^{(\text{opt})}] + J_{13}^{(\text{opt})} [W_{13}^{(\text{opt})} + 3\chi W_{13}^{(\text{opt})}] - \epsilon_{1}^{(\text{opt})}) + n_{1}^{(\text{opt})} C_{12}^{(\text{opt})} (\sigma_{2} + J_{21}^{(\text{opt})} [W_{21}^{(\text{opt})} + 3\chi W_{21}^{(\text{opt})}] + J_{22}^{(\text{opt})} [W_{22}^{(\text{opt})} + 3\chi W_{22}^{(\text{opt})}] + J_{23}^{(\text{opt})} [W_{23}^{(\text{opt})} + 3\chi W_{23}^{(\text{opt})}] - \epsilon_{2}^{(\text{opt})}) + n_{1}^{(\text{opt})} C_{13}^{(\text{opt})} (\sigma_{3} + J_{31}^{(\text{opt})} [W_{31}^{(\text{opt})} + 3\chi W_{31}^{(\text{opt})}] + J_{32}^{(\text{opt})} [W_{32}^{(\text{opt})} + 3\chi W_{32}^{(\text{opt})}] + J_{33}^{(\text{opt})} [W_{33}^{(\text{opt})} + 3\chi W_{33}^{(\text{opt})}] - \epsilon_{3}^{(\text{opt})}) + 2n_{1}^{(\text{opt})} C_{66}^{(\text{opt})} (\sigma_{66} + \frac{1}{2} J_{66}^{(\text{opt})} [W_{66}^{(\text{opt})} + 3\chi W_{66}^{(\text{opt})}] + J_{66}^{(\text{opt})} [W_{66}^{(\text{opt})} + 3\chi W_{66}^{(\text{opt})}] + J_{66}^{(\text{opt})} [W_{66}^{(\text{opt})} + 3\chi W_{66}^{(\text{opt})}] - \epsilon_{66}^{(\text{opt})}) + 2n_{1}^{(\text{opt})} C_{21}^{(\text{opt})} (\sigma_{21} + \frac{1}{2} J_{21}^{(\text{opt})} [W_{21}^{(\text{opt})} + 3\chi W_{21}^{(\text{opt})}] + J_{21}^{(\text{opt})} [W_{21}^{(\text{opt})} + 3\chi W_{21}^{(\text{opt})}] + J_{21}^{(\text{opt})} [W_{21}^{(\text{opt})} + 3\chi W_{21}^{(\text{opt})}] - \epsilon_{21}^{(\text{opt})}) + 2n_{1}^{(\text{opt})} C_{23}^{(\text{opt})} (\sigma_{23} + \frac{1}{2} J_{23}^{(\text{opt})} [W_{23}^{(\text{opt})} + 3\chi W_{23}^{(\text{opt})}] + J_{23}^{(\text{opt})} [W_{23}^{(\text{opt})} + 3\chi W_{23}^{(\text{opt})}] + J_{23}^{(\text{opt})} [W_{23}^{(\text{opt})} + 3\chi W_{23}^{(\text{opt})}] - \epsilon_{23}^{(\text{opt})}) + 2n_{1}^{(\text{opt})} C_{11}^{(\text{opt})} (\sigma_{11} + \frac{1}{2} J_{11}^{(\text{opt})} [W_{11}^{(\text{opt})} + 3\chi W_{11}^{(\text{opt})}] + J_{11}^{(\text{opt})} [W_{11}^{(\text{opt})} + 3\chi W_{11}^{(\text{opt})}] + J_{11}^{(\text{opt})} [W_{11}^{(\text{opt})} + 3\chi W_{11}^{(\text{opt})}] - \epsilon_{11}^{(\text{opt})}) + 2n_{1}^{(\text{opt})} C_{13}^{(\text{opt})} (\sigma_{13} + \frac{1}{2} J_{13}^{(\text{opt})} [W_{13}^{(\text{opt})} + 3\chi W_{13}^{(\text{opt})}] + J_{13}^{(\text{opt})} [W_{13}^{(\text{opt})} + 3\chi W_{13}^{(\text{opt})}] + J_{13}^{(\text{opt})} [W_{13}^{(\text{opt})} + 3\chi W_{13}^{(\text{opt})}] - \epsilon_{13}^{(\text{opt})}) + 2n_{1}^{(\text{opt})} C_{22}^{(\text{opt})} (\sigma_{22} + \frac{1}{2} J_{22}^{(\text{opt})} [W_{22}^{(\text{opt})} + 3\chi W_{22}^{(\text{opt})}] + J_{22}^{(\text{opt})} [W_{22}^{(\text{opt})} + 3\chi W_{22}^{(\text{opt})}] + J_{22}^{(\text{opt})} [W_{22}^{(\text{opt})} + 3\chi W_{22}^{(\text{opt})}] - \epsilon_{22}^{(\text{opt})}) + \epsilon_{66}^{(\text{opt})} (\sigma_{66} + \frac{1}{2} J_{66}^{(\text{opt})} [W_{66}^{(\text{opt})} + 3\chi W_{66}^{(\text{opt})}] + J_{66}^{(\text{opt})} [W_{66}^{(\text{opt})} + 3\chi W_{66}^{(\text{opt})}] + J_{66}^{(\text{opt})} [W_{66}^{(\text{opt})} + 3\chi W_{66}^{(\text{opt})}] - \epsilon_{66}^{(\text{opt})})\]

(A.3)
\[
\begin{align*}
\text{where} & \\
\mathbf{n}^{(a)(y)} & = \\
\mathbf{C}^{(a)(y)} & = \\
\mathbf{J}^{(a)(y)} & = \\
\mathbf{A}^{(a)(y)} & = \\
\mathbf{B}^{(2)(y)} & = \\
\mathbf{C}^{(a)(y)} & = \\
\mathbf{D}^{(2)(y)} & = \\
\mathbf{E}^{(y)} & = \\
\mathbf{F}^{(y)} & = \\
\mathbf{G}^{(y)} & = \\
\mathbf{H}^{(y)} & = \\
\mathbf{I}^{(y)} & = \\
\mathbf{J}^{(y)} & = \\
\mathbf{K}^{(y)} & = \\
\mathbf{L}^{(y)} & = \\
\mathbf{M}^{(y)} & = \\
\mathbf{N}^{(y)} & = \\
\mathbf{O}^{(y)} & = \\
\mathbf{P}^{(y)} & = \\
\mathbf{Q}^{(y)} & = \\
\mathbf{R}^{(y)} & = \\
\mathbf{S}^{(y)} & = \\
\mathbf{T}^{(y)} & = \\
\mathbf{U}^{(y)} & = \\
\mathbf{V}^{(y)} & = \\
\mathbf{W}^{(y)} & = \\
\mathbf{X}^{(y)} & = \\
\mathbf{Y}^{(y)} & = \\
\mathbf{Z}^{(y)} & = \\
\end{align*}
\]
\[ A^{k(a\beta\gamma)} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -3 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ \end{bmatrix} \]  
\[ A^{k(a\beta\gamma)} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & -3 \\ 0 & 0 & 1 & 0 \\ \end{bmatrix} \]  
\[ A^{k(a\beta\gamma)} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ \end{bmatrix} \]

where

\[ u = \begin{bmatrix} u^1(a\beta\gamma) \\ u^2(a\beta\gamma) \\ u^3(a\beta\gamma) \\ u^4(a\beta\gamma) \\ u^5(a\beta\gamma) \\ u^6(a\beta\gamma) \end{bmatrix}^T \]

\[ \bar{u}^{i(a\beta\gamma)} = \begin{bmatrix} u_1^{i(a\beta\gamma)} \\ u_2^{i(a\beta\gamma)} \\ u_3^{i(a\beta\gamma)} \end{bmatrix}^T \]

\[ \bar{B} = [ P - L\Phi^{-1}\Theta M ] \]

where

\[ P = \begin{bmatrix} 1 & 0 & 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ \end{bmatrix} \]

\[ L = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \\ \end{bmatrix} \]

\[ M = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} \]

(A.8)

(A.9)

(A.10)
\[ \begin{align*}
\alpha_{(a \beta \gamma + 1)} + & \phi(a \beta \gamma + 1) \alpha(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \alpha(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \alpha(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \alpha(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \alpha(a \beta \gamma + 1) \\
\beta_{(a \beta \gamma + 1)} + & \phi(a \beta \gamma + 1) \beta(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \beta(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \beta(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \beta(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \beta(a \beta \gamma + 1) \\
\gamma_{(a \beta \gamma + 1)} + & \phi(a \beta \gamma + 1) \gamma(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \gamma(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \gamma(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \gamma(a \beta \gamma + 1) + K_{\alpha \beta \gamma} \gamma(a \beta \gamma + 1)
\end{align*}\]