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Abstract

This thesis introduces several novel computationally efficient methods for offline and
online changepoint detection. The first part of the thesis considers the challenge of
detecting abrupt changes in scenarios where there is some autocorrelated noise or
where the mean fluctuates locally between the changes. In such situations, existing
implementations can lead to substantial overestimation of the number of changes. In
response to this challenge, we introduce DeCAFS, an efficient dynamic programming
algorithm to deal with such scenarios. DeCAFS models local fluctuations as a random
walk process and autocorrelated noise as an AR(1) process. Through theory and
empirical studies we demonstrate that this approach has greater power at detecting
abrupt changes than existing approaches.

The second part of the thesis considers a practical, computational challenge that
can arise with online changepoint detection within the real-time domain. We introduce
a new procedure, called FOCuS, a fast online changepoint detection algorithm based
on the simple Page-CUSUM sequential likelihood ratio test. FOCuS enables the online
changepoint detection problem to be solved sequentially in time, through an efficient
dynamic programming recursion. In particular, we establish that FOCuS outperforms
current state-of-the-art algorithms both in terms of efficiency and statistical power,
and can be readily extended to more general scenarios.

The final part of the thesis extends ideas from the nonparametric changepoint
detection literature to the online setting. Specifically, a novel algorithm, NUNC, is
introduced to perform an online detection for changes in the distribution of real-time
data. We explore the properties of two variants of this algorithm using both simulated
and real data examples.
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Chapter 1

Introduction

Changepoint detection — also commonly known as change detection or sometimes as
break-point detection — is the statistical analysis that focuses on where (or whether)
one or more changes in some measurable properties of a temporal or spatial process
occurred. For simplicity, let us consider an introductory example, taking a departure
from this vague definition. In Figure we find a realization of a piecewise stationary
Gaussian process: the observations are centered on a piecewise constant signal
with fixed variance. Two changes are present respectively at time 1000 and 3000,
segmenting the sequence into three subsets. Inferring such locations, as well as the
within-segment parameters, is the goal of our analysis.

Albeit being of historical interest (with seminal works such as [Page, 1954; |Scott
and Knott, |1974; Eiauer and Hackl, [1978]), the problem of detecting change points has
seen increasing popularity over the last decade. Recent technological developments,
an ever-growing amount of large data streams — often intractable by traditional
techniques — have increased the demand for fast and efficient change point detection
algorithms (among many, we mention |Killick et al. 2012; Maidstone et al., [2017}
Fryzlewicz, 2014; Eichinger and Kirch| |2018). Lowering the computational complexity
as much as possible has proved to be extremely important for many applications from
the industry and several fields such as medicine, neuroscience, genomics, astrophysics,
etc.

The work included in this thesis was motivated by the need of extending those fast
procedures to more non-standard scenarios — often present in practical applications
— which could pose a challenge to existing methodologies either of statistical or of
computational nature. Three novel fast and efficient changepoint detection procedures
are therefore presented.

Chapter |3 introduces DeCAFS, a novel recursion of a model-based approach that
extends the FPOP procedure (Rigaill, [2015)) to data where the usual i.i.d. assumptions
fail, accounting for both autocorrelation in the noise and local fluctuations in the
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Figure 1.1: A realization of a Gaussian process with 2 changes in the mean parameter,
flagged by two vertical segments in green.

signal object of interest, while still retaining the desirable log-linear computational
complexity. DeCAFS, is capable of outperforming the current state-of-the-art
algorithms in a variety of real-world scenarios.

Chapters {4 and [5| focus on real-time analysis of a data stream, that we call
online changepoint detection. From the introductory example, the difference is in
that we have not observed the entire sequence, and we wish to test as we obtain
new observations whether a change has occurred or not. In this domain, several
challenges appear that render most of the current methods infeasible. In addition to
the unbounded nature of the data, which does not allow for any pre-processing nor
infinite computations and memory, a glimpse at the collection of real-world problems
featured in |Ahmad et al| (2017) would clarify the need for novel procedures. In
particular FOCuS, from Chapter [4] takes advantage again of a recursion similar to the
FPOP recursion, solving exactly the established sequential Page-CUSUM statistics
for Gaussian change-in-mean. In this way, FOCuS improves on related methodologies
either in terms of statistical power or computational efficiency. Within the same
Chapter is presented an application on monitoring AWS Cloudwatch CPU utilization.
Lastly, introduced in Chapter [f, NUNC, is an algorithm for online nonparametric
changepoint detection. This work was motivated by an open challenge posed by an
industrial partner, that of detecting anomalous behaviour in telecommunication data,
however proved itself to be efficient even on a different application.

Preceding the three methodological chapters, Chapter [2| provides a brief review
of the current state-of-the-art. This provides an introduction for the reader of some
basic knowledge of changepoint detection necessary to access the rest of the thesis,
should they not be acquainted with the field.



Chapter 2

Literature Review

Numerous approaches to changepoint detection have been introduced over recent
years. Despite all tackling a common problem, they differ in terms of approach or
formulation. Performing changepoint detection on a given sequence of observations
could correspond to either directly estimating the underlying generating signal and
the exact change locations; finding the optimal segmentation of the data — effectively
clustering an ordered set of elements; or testing whether a change or an anomalous
behaviour has been observed over a subset of the observations. Several classifications
of changepoint methods can be made. Some of these focus on the nature of the
analysis, separating univariate from multivariate, offline from sequential or online
procedures; other classifications discriminate the literature based on the underlying
model assumptions or on the nature of the change to estimate. What follows is a
classification that organises procedures based on the algorithmic approach employed
to solve the changepoint problem: such a classification will hopefully provide some
insights on how the various procedures relate in terms of the various optimization
problems they solve, from a computational perspective. In Section we introduce
approaches that are based upon dynamic programming (in particular the constrained
and penalised approach), in Section we focus on those methods based upon the
divide-and-conquer Binary Segmentation approach, in Section we briefly review a
selection of other approaches within the literature.

2.1 Constrained and Penalised Approaches

Constrained and penalised algorithms form a family of multiple-changepoint detection
algorithms. They operate via specifying a cost function for a given segmentation and
recursively seeking for the segmentation that achieves the smallest cost. The overview
section mostly takes inspiration from the work of Maidstone et al.| (2017).
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2.1.1 An overview of the constrained and penalised ap-
proaches

To provide a common framework, let v, .. .1, be an ordered sequence of observations.
Across the course of this thesis, to denote the subset of such a sequence from s to t, we
will write ys.y = ys, ...,y for s < t. By assuming that the sequence can be split into
K + 1 segments, we denote with 7y, 7y, ..., 7k, T r1 the set of ordered changepoints,
where 79 = 0, 7Tx41 = n by definition and 7, < 7,41 V k£ € 1,..., K. A segment is
a subset of the data ranging between between two contiguous changepoints, in our
notation, the segment between 73 + 1 and 731 will therefore be denoted by yr, 41.r, -

The objective is to find the optimal segmentation of our sequence ¥;.,. This

consists of finding the best set of 7 = 7, ..., 7x4+1 changepoints that minimise some
cost:
K
rfgleerl £(y7']g+137'k+1)7 (2'1)

T1,...,Tik k=0
where L(y,41.¢) is the cost for a segment for points y,y1, ... y;. If we assume the data is
independent and identically distributed within each segment, for segment parameter
6, then this cost can be obtained through:

t
L s+1:¢) — min —1lo i,@ 2.2

(1) = mjn 35 ~logl(.0) (22)
with f(y,0) being the likelihood for data point y if the segment parameter is 6.
Minimizing this corresponds to finding multiple changes in the underlying parameter
6. The form of L(-) depends both on the likelihood of choice and on the piecewise
constant parameters objects of inference. Some of the most common loss functions
can be found in Table however these can vary accordingly to the nature of the
change to estimate, as we are going to see in the next subsections.

The issue with such optimization problems lies in the fact that the optimal
segmentation would always be the one that separates each observation into a single
cluster, i.e. K = n, 7 =0,1,...,n. A constraint needs therefore to be added to
get a sensible estimate of the number of changepoints. Two major approaches are
possible: solving a penalised optimization problem, originating from Yao| (1988]), and
solving a constrained optimization problem, which was first introduced with |Yao and
Aul (1989).

The constrained optimization problem. One possible solution is to solve
for a fixed value of K. The segment neighbourhood procedure estimates the optimal
cost for segmenting a sequence of n observations in K + 1 parts:

Tl TK

K
Q?('LK) = min Zﬁ(y7k+1l7'k+1)'
k=0

4
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Model Parameter L(Yst1:t)

Ys+1:6 ™~ N(M? 02) H ﬁ ZE:S—Hz(yi - gs-l—%:t)Z

Yorri ~ N(o?) o (t = 5) [log (=) 41
2 Zﬁ:s+1(yi—?js+1:t)2

Yo ~N (0% o (t—s) [log(Bhenlmeny

Ysi1:4 ~ Pois(N) A (1 4 log(¥s+1:4)) Efzsﬂ Yi

Table 2.1: Some loss functions for different changepoint optimization problems. The
first column gives the underlying model assumption, the second column the parameter
object of inference, the third the correspondent loss. For brevity reasons, we write

gl:u(u - l + 1) = Z?:l y]"

Segment Neighbourhood takes advantage of a dynamical programming recursion to
solve this non-convex optimization problem with computational complexity KO(n?).
This is achieved through the recursion:

Q§K) — I?i? [QSKA) + ﬁ(yTH:t)} .

For a fixed K < n it is possible to compute this recursion for all £ = 1,...,n. The
quadratic increase in computational complexity comes from the fact that at each
iteration a check is needed for all 7 =1,...,¢ — 1 to perform the minimization.

This approach can be beneficial when the exact number of changes in the sequence
is known a priori. However, when K is unknown Maidstone et al.| (2017)) suggest fixing
a maximum number of changes allowed K, computing Q%k) forall Kk =0,1,..., K,
and then minimizing for o + g(k,n) for some penalty function g(k,n):

mkin [Qﬁf) + g(k:,n)]

The penalised optimization problem. When the penalty function is linear in
k,i.e. g(k,n) = Bk, for > 0 (and  potentially depending on n) we can write:

K
Qup = min [QF) + Bk] = min LE% L(rsrimes) + 8| = B. (2.3)

This is known as the penalised cost optimization problem. The cost function 9, 3
represent the optimal cost for segmenting the data up to time n given a penalty S.

Remark 1 The penalised changepoint problem can be formulated as an (0 penalised

non-convex optimization problem. For simplicity, let us focus on the Gaussian change
in mean problem. We observe y; ~ N(uy, 1), where py is the piecewise constant signal

5
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object of inference. That is, we find a change at t whether py # pi—1. We estimate
the number and location of the changepoints by effectively solving:

min Z [y — p)? + B850 (2.4)

Hl:n —1

where 0y = iy — -1, 1 € {0,1} is an indicator function, [ is the penalty for adding
a changepoint.

The Optimal Partitioning (OP) (Jackson et al., 2005) solves exactly through

a dynamic programming recursion. With Qy 3 = —f, we write the recursion:
Qrp = min [Qr s+ L(yri12) + 5] (2.5)
0<r<t
for t = 1,...,n. Considering that at each iteration we need to evaluate values for

t segmentation costs, we find that OP shows O(n?) computational complexity. In
Algorithm [I] we summarise the Optimal Partitioning procedure.

For the rest of this thesis we are going to be mostly focusing on the penalised
approach. Both approaches are closely related, and extensions that are found for
one are easily ported to the other optimization problem. However, the penalised
optimization problem incorporates model selection, and possibly for this reason it is
the predominant optimization problem in the dynamical programming changepoint
literature. To simplify notation we will refer to the optimal penalised cost Q,, 3 simply

as 9,,.

Algorithm 1: Optimal Partitioning
Data: y1., = {y1,...,yn} a series of length n
Input: >0

1 begin Initialisation
Qo+ —p
cp(0) « {0}

nd

fort =1 ton do

Q; + ming<r<t [Qr + L(Yrs124) + 5]

7« argming., o, [Qr + L(Yri14) + O]

ep(t) < (ep(7),7)

end

Return cp(n)

¢]

© O N o A W N

1

o

Reducing the computational complexity of OP and SIN. We mentioned how
the OP and SN solutions to the penalised and constrained minimisation have both
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quadratic computational complexity in the number of observations. Naively, reducing
the numbers of checks to be performed at each iteration reduces the complexity, and
in some situations it is possible to do so without resorting to an approximation.
Performing pruning, while still solving exactly the two optimization problems, is
possible if one of the two conditions on the segment costs holds:

Condition 1 There exists a constant k such that for every | <t < u:

'C(yl+1:t) + [’(yt—i—l:u) + K S ‘C(yl—i-l:u)

Condition 2 There exist some function (-, 8) such that the cost function satisfies:

t
E(strl:t) = ngin Z ’7(:%: 9)

i=s+1

for every s, t.

Condition (1} is at the basis of the inequality based pruning methods, originating
from Killick et al.| (2012)) where the PELT procedure is introduced; Condition |2 is at
the basis of the functional pruning methods, originating from the pDPA from Rigaill
(2010, [2015). PELT performs pruning over the OP recursion, whilst pDPA is based on
the SN recursion. Maidstone et al.| (2017)) showed that it is possible to use inequality
based pruning for the constrained optimization problems (the SNIP procedure), and
functional pruning within optimal partitioning (the FPOP procedure). Table
summarises the relationships between these procedures. We now cover in detail the
PELT and FPOP procedures.

No Pruning Ineq. Based Pruning Functional Pruning

Penalised Approach op PELT FPOP
Constrained Approach SN SNIP pDPA

Table 2.2: A map of the base constrained and penalised approaches and their faster
implementations.

PELT: inequality based pruning. The PELT algorithm — acronym for Pruned
Exact Linear Time — solves exactly the penalised minimization of [2.3|with an expected
computational cost that can be linear in n — while still retaining O (n?) computational
complexity in the worst case. This is achieved by reducing the number of segment
costs to evaluate at each iteration via an additional pruning step based on Condition
[ That is, if

Qr + L(Yry1:) + K > Q

7
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Optimal Partitioning PELT

Iterations
Iterations

Figure 2.1: An illustration of the OP and PELT recursions. Solid lines correspond
to the optimal segmentation costs Q., whilst dotted lines to the functions L£(y,41.).
We can see how the costs to evaluate at each iteration increase linearly in OP, whilst
they are reduced in PELT whether the pruning condition is met.

then we can safely prune the segment cost related to 7, as 7 will never be the optimal
changepoint location up to any time 7" > ¢ in the future. An illustration of this is
given in Figure[2.1] and a summary of the PELT algorithm can be found in Algorithm
(assumes Kk = 3).

There are virtually no disadvantages in implementing the PELT recursion over
the OP recursion, as the computational cost is at worst that of OP plus the cost of
checking the pruning condition at each iteration. In many situations however the gain
in speed over OP can be substantial, and Killick et al.| (2012) show that if the number
of changes increases linearly with n then PELT can have a computational cost that is
linear in n. More generally the computational benefits of PELT are largest when we
have many changepoints and short segments.

FPOP: functional pruning. FPOP — acronym for Functional Pruning Optimal
Partitioning — solves again the OP minimization in O(nlogn), worst case O(n?)
computational complexity. The FPOP recursion breaks down the cost into its
functional form, and can be shown to prune more efficiently than PELT — that is
at any iteration FPOP will have the same or fewer candidates for the most recent
changepoint than PELT. A dedicated comparison of the two pruning methods can be
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Algorithm 2: PELT

Data: yi., = {v1,...,yn} a series of length n
Input: >0

begin Initialisation

Qo+ -0

cp(0) « {0}

Ry = {0}

end

fort=1,...,ndo

Q; < minep, [Qr + L(Yr+1:4) + B

T argminTERt [QT + £<y7+1:t) + ﬂ]

cp(t) < (ep(7),7)

10 Ry~ {re{RU{t}}: Qr + L(Yrs14) + B < O}
11 end

12 Return cp(n)

© 00 N & Uk W N =

found in Section 6 of |Maidstone et al.| (2017)).

In terms of the methodology, the idea behind functional pruning consists of
splitting the cost function £(-) into its core components (-, #) according to Condition
2] Starting from the OP cost recursion we obtain:

Qt = Ogljgt [QT + L(y7'+1:t) + ﬁ]

t
Q. +min D | y(y:0) + 8

i=7+1

= min
o<r<t

i=7+1

= min min
0 0<7t<t

R
= mn g 4 0)

= m@in Q+(0),
with ¢f (6) being the optimal cost of partitioning the data up to time ¢ conditional
on the last changepoint being at 7 and the current segment parameter being 6, while

Q+(0) is the optimal cost of partitioning the data up to time ¢ with the current segment,
parameter being 6. Then, for Qy(0) = 0, it is possible to derive the recursion:

Qi(6) = min {Qr-1(6). minQu-1(6) + B} +(u. ). (2.6

9
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Here, Q:(0) = min, ¢/ () presents itself in the form of a piecewise function in
0, where ¢] (0) are its components. Performing the minimization over 7 consists in
reconstructing the domain where each component g7 () is optimal, i.e. finding D, C
R:0e€D, < ¢(0) = Q). If a component function is never optimal for any
0, we can simply prune it. A description of the FPOP procedure can be found in
Algorithm [3] For a graphical representation of the recursion see Figure [2.2]

Algorithm 3: FPOP
Data: y1., = {y1,...,yn} a series of length n
Input: 5 > 0.

1 begin Initialisation

2 Qo(e) 0

éo ~—0

end

fort=1,...,ndo

Q+(0) <= min {Q;_1(0), ming Q¢—1(0) + S} + v(y:,0)

0, + argmin Q,(6)

if v(6,,0,_,) > (3 then

| (t,7)
10 end

© 0 N o ok W

11 end

12 Return 6y.,, 7

The major drawback of FPOP compared to PELT, and of all functional pruning
methods in general, is that in several cases it is only possible to solve the recursion for a
one-dimensional # parameter. Furthermore, writing an implementation for the above-
mentioned recursion is often non-trivial as the form of Q;(#) depends on the underlying
model assumptions. For example, in the simple Gaussian change-in-mean setting, with
6 being the mean parameter object of inference, we find that v(y;,0) = (y; — 6)? is
quadratic in @, therefore each ¢] (f) will be a quadratic and @Q;(#) will be a piecewise
quadratic in . Other update functions may be more difficult to handle, such as the
Poisson change-in-paramter, where the cost function is y(y;,0) = (y;logf) — 6 has
both terms in # and log#: in such case the intersections of the piecewise functions
cannot be expressed in terms of elementary functions. On the positive side, working
directly with the functional form of the cost can allow for adaptations of the penalised
optimization problem to more sophisticated models and scenarios, as we are going to
see in the next paragraphs.

On a side note, two forms of the FPOP recursion are present in the literature. The
one in ([2.6)) originates from Hocking et al. (2017): while being slightly different from

10
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Figure 2.2: A representation of a single iteration of the FPOP procedure. In (a), 3
quadratics ¢;(0), with the two in red and the green being the quadratics for a change
respectively at 7 = 1,2; in blue, the line obtained from ming Q;_1(0) + 3; the dotted
black line is the optimal cost obtained from the pruning step. In (b), the update step
(y; — 0)? for adding the latest point y;, from the pruned cost, in black, to the final
updated cost Q¢(f), in purple.

the one reported in [Maidstone et al.| (2017)), it shares the same concepts but is more
compact as it maps a piecewise constant function to a piecewise constant function,
incorporating both the minimization, the pruning and the update of the optimal cost.
For this reason, it is the one adopted by many recent works related to functional
pruning (e.g. Runge et al., 2020a; Jewell et al.; [2020), as well as the one employed in
both Chapter 2 and Chapter 3 of this thesis.

Choosing the /0 penalty. Concerning the penalised optimization problem, some
research focused on how to pick sensible values for the penalty 5. One such of these
works, |[Lavielle and Moulines| (2000)), provides theoretical guarantees for consistency of
various common penalties. As an alternative to a fixed value, in Haynes et al. (2017a)),
CROPS, is introduced: a sequential procedure to find the optimal segmentation of a
sequence of observations over a range of penalties.

11
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2.1.2 Extensions to different models

We now proceed by listing some of the numerous model extensions that can be applied
to the penalised and constrained recursions.

Nonparametric PELT. To perform nonparametric changepoint detection, the
NP-PELT procedure, from Haynes et al. (2017h)) uses a segment cost chosen to detect
substantial changes in the empirical cumulative distribution function. This procedure
is detailed in Chapter [5] as the procedure shared in that chapter employs the same
nonparametric cost.

Change in slope of a linear model. Two works focused on detecting changes
in slope of a linear process through the penalised optimization problem: |Fearnhead
et al.| (2018) and Runge et al.| (2020b). They both specify a similar cost function:

t
‘C(y(ﬂ'-l-l):t:S?e): Z (yi_5+(i_7>e_s>27

, t—T
i=7+1

which performs linear interpolation of a linear function that takes the value s at time
7 and e at time . The minimization is performed, in CPOP, through a penalised
minimization problem with constraints on the segment length, solved through a
functional pruning recursion, and in SlopeOP over a finite set of real values s,e € §
of size m. Both algorithms achieve similar performances: a detailed comparison of
the two can be found in the more recent work Runge et al.| (2020Db).

Change in the AR autocovariance, AR noise. In Section 4.3 of Killick
et al.| (2012) a cost function for detecting changes in the autocovariance is introduced.
For detecting abrupt changes in the piecewise stationary signal of a sequence with
autocorrelation in the noise, we find the AR1Seg procedure (Chakar et al., |2017):
this procedure is based on the functional pruning pDPA recursion. More details
about AR1Seg can be found within Section [3.1} Chapter [3] introduces a procedure
that solves the generalization of such problem through a penalised functional pruning
recursion.

Robust FPOP. [Fearnhead and Rigaill (2019)) introduce a changepoint procedure
that makes the FPOP procedure robust to point-outliers. The idea is to replace the
cost (y; — p)? with a different loss that increases at a slower rate in |y; — p|. Different
loss functions are presented in the study, of those, we present the Huber loss (from
Huber, 2004])

V(. 0) = min{(y; — )%, 2Ky — 0] — K*},

and the biweight loss
’Y(yh 6) = min{(yt - 0)27 K2}’

with the latter being employed in the real-data application of Chapter 4l These are
to be implemented in the recursion at the update step.

12
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2.1.3 Extensions to different Change Scenarios

This subsection briefly covers some procedures that extend the simple recursions to
more sophisticated change scenarios.

Collective and Point Anomaly Detection. Another changepoint scenario
involves situations where there is a normal behaviour, and then segments of time where
the features of the data change from this. These segments are known as collective
anomalies, and the changes are commonly referred to as epidemic changes. The CAPA
procedure of [Fisch et al. (2018) extends the PELT recursion to estimate collective
anomalies, potentially in the presence of point anomalies. This is achieved through
minimizing the penalised cost:

eJ

K
> —1ogf<yt,0°>+; min () —log f(y.0') | + 5|,

t¢U[st+1,e7] t=s+1

where f(-,-) is our likelihood, #° is the parameter under the normal behaviour,
(st,eh), ..., (s, ef) are the collective anomaly intervals, with an anomaly starting
at s/ and ending at e/ with parameters ¢/ # 6°, j = 1,..., K. From its origin CAPA
has been extended to deal with multivariate sequences in [Fisch et al. (2019)), and to
perform online changepoint detection in [Fisch et al.| (2020)).

Constrained FPOP and GFPOP. |Hocking et al.| (2017)) propose an extension
of FPOP capable of providing inference on specific change patterns (for instance
only detecting up changes). This is achieved through specifying a constraint on the
parameters within the functional pruning minimization, deriving the recursion:

Qt(g) = min {Qt—1(0)7 IC@,Qt—1 + /6} + ’Y(ytv 0)7

where Ky is an operator necessary to constrain a specific type of change. For
example, to only detect up changes, our operator will be IC(,S,Q = ming 9 Q(¢).
Continuing our example, in the Gaussian change-in-mean, to constrain up changes
— often referred to as isotonic regression, the constrained FPOP recursions becomes:

Q:(p) = min {Qtl(ﬂ); Zf}ig Qua(p') + ﬁ} + (g — p)*.

Based on this idea, the GFPOP procedure, from Runge et al. (2020a)), develops a
general framework for constrained changepoint detection, translating the changepoint
problem within a discrete-state hidden Markov model that allows for nonparametric
modelling on the shape of the parameters between state transitions.

13
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2.1.4 Other extensions

Parallel PELT. In Tickle et al.| (2020) we find two ways to increase the efficiency
of the PELT procedure by taking advantage of parallelization. Two algorithms are
presented: the first procedure, Chunk, separates the sequence into multiple segments
which are allocated to different cores; in the second procedure, Deal, each core
evaluates only a subset of the sequence derived from equally spaced points.

2.2 Binary Segmentation approaches

Binary Segmentation (BS), from [Scott and Knott| (1974) and [Sen and Srivastava
(1975)), is a procedure that aims to segment the sequence through an iterative divide-
and-conquer approach. For this reason, BS is often employed to extend single
changepoint procedures to multiple changes procedures, and hence it is one of the
most prominent methods in the literature.

2.2.1 An overview of the binary segmentation approaches

The idea behind Binary Segmentation is to test for a change by splitting a sequence
into two segments and to check if the cost over those two segments is smaller then
the cost computed on the whole sequence. For example if our test is based on a
log-likelihood ratio statistic, or similar, then we test if there is a 7 that satisfy:

L(Y1:r) + L(Yrs10) + B < L(Y1:n) (2.7)

with § € R, and segment cost L£(-), as in If the condition in is true for
at least one 7 € 1,...,n, then the 7 that minimizes L(y1.;) + L(Yr+1.,) is picked
as a changepoint and the test is then performed on the two newly generated splits.
The procedure is repeated until no further changepoints are detected on all resulting
segments. In Algorithm [4] we describe the Binary Segmentation as a recursive
procedure, where the first iteration would be simply given by BinSeg(y1.,, 3).

In Killick et al. (2012) it is noted that while BS attempts to minimize the same
cost as OP in [2.3] it is not guaranteed that it will solve such minimization optimally;
as reported in |Fryzlewicz (2014), BS is consistent “whether minimum spacing between
any two adjacent change-points is of order greater than n3/4”: for smaller segments
lengths BS might miss a change. The major advantage with respect to OP comes
from the fact that the BS procedure is of O(nlogn) computational complexity: this
is because BS is a greedy procedure, in the sense that as soon as condition is not
met, the corresponding segmentation is immediately discarded and never evaluated
again. The BS procedure essentially builds a directed tree, where branches point to
a search for a split over different subsets of the data. Branches are pruned as soon as
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Algorithm 4: Binary Segmentation — BinSeg(ys., [3)

Data: ys; = {ys, ...,y } a series of length ¢t — s + 1
Input: 5 > 0.
if t — s <1 then
‘ Return {};
end

Q< min [L(Ysr) + L(Yrt1:t) — L(Yst) + Bl

TE{s,...,t}
if Q@ <0 then

6 7T ar;gmiri [L(Ys:r) + L(Yri11) — L(Yst)];
TES,...,t

cp — {7A—7 Binseg(ysﬁ'v ﬂ)a Binseg(yf'-f-l:bﬁ)};
8 Return cp;
9 end

Return {};

(S N N VN

~

1

o

no candidate splits meet the condition. In order to gain statistical power, two major
procedures have been introduced in the literature that can improve on the returned
segmentation: we illustrate those as follows.

Wild Binary Segmentation. WBS, Fryzlewicz| (2014), and its extension WBS2
Fryzlewicz| (2020) are multiple changepoints procedures that improve on the BS
changepoint estimation via computing the initial segmentation cost of BS multiple
times over M + 1 random subsets of the sequence, Vs, ¢, .- -, Ysytr» Y1:n, Dicking the
best subset according to what achieves the smallest segmentation cost and reiterating
the procedure over that sample accordingly. The idea behind WBS lies in the fact
that a favourable subset of the data ys, . could be drawn which contains a true
change sufficiently separated from both sides s,,, t,, of the sequence. By the inclusion
of the y;., entire sequence amongst the subsets, it is guaranteed that WBS will do no
worse than the simple BS algorithm. An iterative procedure is detailed in Algorithm
[l again, as before, the algorithm is initiated with WildBinSeg(y1.n, 8, M).

One of the major drawbacks of WBS is that in scenarios where we find frequent
changepoints, in order to retain a close-to-optimal estimation, one should draw
a higher number of M intervals: this can be problematic given that WBS has
computational complexity that grows linearly in the total length of the observations
of the subsets.

Seeded Binary Segmentation (SBS). |[Kovacs et al.|(2020) introduces the SBS
algorithm to mitigate the issues of WBS that arise from searching over random
segments of data. The idea is to eliminate the aleatory component from the
WBS procedure and to introduce a deterministic interval generating scheme such
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Algorithm 5: Wild Binary Segmentation — WildBinSeg(ys.;, 3, M)

Data: ys; = {ys, ...,y } a series of length ¢t — s + 1
Input: 5 > 0.
if t — s <1 then
‘ Return {};
end
Draw M = {[s1,t1], ..., [sm, ta]} tuples of subset indexes;
M — MU{[1,n]}
Q <« min ['C(ysm:T) + £(y7'+13tm) - ‘C(ysm:tm) + 5] 3

[sm.ytm}GM
TE{Smystm }

if Q@ <0 then
7A_ — argmiﬂ [['(ysmn—) + E(%H:m) - »C(ysm:tm) + ﬂ] ;

[57n7t7n}6M
TE{Smystm }

cp < {727 WildBinSGg(ySﬁ'a 67 M)7 WﬂdBinSeg(y%H:t, ﬁ? M)}a

10 Return cp;

S A W N -

®

©

11 end

12 Return {};

N

that intervals of larger lengths are less frequent than intervals of smaller lengths;
furthermore, the intervals are generated in such a way to cover uniformly the whole
sequence. That is, our intervals set will be:

flogy ()],

M= U U{H(Z’— Dug], [(2 = Dug + L]}, (2.8)

with 1/2 < a < 1 being a decay parameter regulating the smallest segment length,
my = 2% [a*] =1, I, = na*', u, = (n—1)/(mi —1). The new generating scheme
falls exactly in place of the one in line 4 of Algorithm |[5| with the rest of the procedure
being the same. In this way it is possible to obtain some theoretical guarantees on the
computational complexity of the method, which ends effectively being O(nlog(n)),
and on the asymptotic optimality of the procedure.

Narrowest Over Threshold. NOT, from Baranowski et al. (2016]), is an
alternative search scheme analogue to the BS schemes. Similarly to WBS it splits
data into subsets and performs a test on each subset. But to then construct the set
of estimated changepoints if follows the procedure:

1. keeps all segments whose test statistic is above some threshold;

2. orders these segments from shortest to longest;
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Figure 2.3: In black, the signal object of inference. In red, the best triangular
approximation of such signal for a change at 7 = 350, on the left, 7 = 500, in
the center, and 7 = 750, on the right.

3. adds changepoints by processing the list of segments following the new order;
when each new changepoint is added later segments in the list that contain that
changepoint are removed.

The idea is that all segments kept in the first stage show evidence for a changepoint.
But we can most accurately estimate the position of a change if the segment only
contains a single changepoint — and this is most likely to be for the shortest segments.
Hence we process the segments from shortest to longest. As we do this we add the
estimated change from the shortest segment, then remove all subsequent segments that
contain the time at which that change occurred (as the signal in such segments may be
because of the detected change), and then reiterate the procedure. To motivate NOT,
let us consider the example in Figure 2.3] We observe a piecewise linear sequence of
100 observations with two true changes at 350 and 650. Let’s say we wish to obtain
the best £2 triangular approximation of such signal — i.e. performing a single change
estimation as in one iteration of BS. In such a scenario, if we had any BS scheme
in place, such as WBS or SBS, we would flag a false positive. WBS would in fact
estimate a change in the middle as the resulting segmentation is the one that achieves
the smallest segmentation cost — minimizing the ¢2 error. NOT avoids such error since
it would only search through the narrowest interval, which is very likely to contain
one single changepoint.

2.2.2 Extensions of Binary Segmentation

Possibly for their simplicity and ease of coding, many procedures rely on Binary
Segmentation. We present some, by noting that what follows is certainly not a
comprehensive list of such extensions.
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Multivariate changepoint procedures. Several multivariate procedures take
advantage of Binary Segmentation to extend to single change statistics to detect
multiple changes. In |Wang and Samworth| (2018) a statistics for sparse change-in-
mean is derived from the left singular vector of a CUSUM transformation on the time
series matrix. Similarly in (Cho and Fryzlewicz (2015) a BS method for detection
of a change in the autocovariance and cross-covariance of a high-dimensional time
series. In |Leonardi and Bithlmann| (2016]) we find an efficient multivariate change-in-
regression procedure.

Change in parameters of an ARCH model. In Fryzlewicz and Rao| (2014]) the
BASTA procedure performs multiple changepoint detection in the piecewise constant
parameters of an ARCH model. BASTA is a two step procedure consisting of an
initial transformation of the series into a piecewise constant mean process u; =
g(xy, 1, ..., x4 ) for given g(-) and k, followed by a regular Binary Segmentation
approach. Multiple choices for g(-) are presented within the paper.

Non-stationary time-series. In |[Korkas and Fryzlewicz| (2017) the WBS
segmentation procedure is extended to deal with change detection in the second-order
structure of a non-stationary time series. This is achieved through the decomposition
of the series through local wavelet periodograms.

Nonparametric approaches. Recently, [Ross (2021) presented a way to
integrate nonparametric test statistics (like Mood, |1954) on a WBS scheme to build
a multiple changepoint procedure. Lastly, the procedure presented in Chapter [5| can
be essentially seen as an online nonparametric rolling window binary segmentation
approach.

2.3 Other approaches

We conclude the chapter by mentioning other approaches to changepoint detection
that do not directly fall in the super mentioned categories.

2.3.1 Sequential testing approaches

Here we present some offline sequential changepoint procedures based both on rolling
window statistics or on cumulative sums. A more comprehensive review of such
methodologies can be found in the background section of Chapter [ which focus on
the online changepoint detection problem, as many of those procedures find their
roots in the sequential hypothesis testing literature. For a comprehensive review of
the sequential procedures see Tartakovsky et al.| (2014)).

The MOSUM approach. Moving sums statistics originate as monitoring scheme
procedures (Eiauer and Hackl, [1978; |(Chu et all [1995) to be revisited recently as
multiple changepoint detection procedures, see Eichinger and Kirch| (2018]). The idea
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consists in a sequential evaluation of some test statistic in a rolling window, being a
subset of the data that contains the most recent observations up to some iteration.
The trace generated from the rolling window is then processed as a regular series in
order to reconstruct the changepoint locations. More formally, let y1.,, = y1,...,y, be
a realization from some stochastic process. For example, at time ¢ we can construct
the test statistics:

St - GSIE_ISESG ‘St,T‘7 (29)
T+G
i=7+1 i=7—G+1

Where h(-) is an estimator function of the parameter of interest 6§, G € N is
the bandwidth parameter that controls the size of the window, being 2G. The
statistic compares the difference of two sub-samples within the rolling window: a
large difference is an indication of the presence of a change. Hence, intuitively,
the MOSUM procedure maps a general changepoint problem to a change-in-mean
problem. We compute the statistic for ¢t € G,...,n — G (where for t < (), obtaining
its trace Sg.,_g. Then, to reconstruct the K changepoint estimates, for a given (3,
find [lg,ug] @ Sy, > BV le < up < lpy1; kK € 1,..., K the disjoint contiguous
sets of the statistics that are over the threshold 5. Within these sets, the value
of t corresponding to the highest value of the statistics is picked as a changepoint.
One of the most immediate advantages of MOSUM lies in the linear computational
complexity of the procedure, being O(Gn), as only one pass over the entire sequence
is necessary to reconstruct the trace of the statistics.

As an example, in Figure we find an illustration of the MOSUM procedure on
a Gaussian change-in-mean case. For this case, as reported in |Eichinger and Kirch
(2018)), the full statistics becomes:

St:

max )
G<r<i-G &

O

i=7+1 i=T—G+1

where ¢ is an estimate of the long-run variance necessary to ensure that the behaviour
of the partial sums is not affected by the number of changepoints. Choices for the
bandwidth parameter G, the threshold f and a long-run variance estimator for o,
as well as asymptotic guarantees on the power of the test are provided within the
Eichinger and Kirch| (2018).

For a general description of the MOSUM procedure and a comprehensive review
of its extensions, please refer to |[Reckrithm| (2019).

Sequential Likelihood Ratio tests. Dette and Gosmann| (2020) present a
sequential likelihood ratio test procedure to test for a single change in the parameters
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Figure 2.4: On top, a realization of a simple Gaussian change-in-mean scenario with
changes at 50 and 100. At the bottom, the value of the MOSUM statistics relative to
each time point. The dotted line corresponds to a threshold of 3.5, with the values
over the threshold highlighted in blue: in this case MOSUM correctly identifies the
two changepoints.

of some distribution. The procedure is based on cumulative sums of an estimator.

That is, we observe y, ~ f(6;) for t =1,...,n, and we wish to sequentially test for:
H0:91:---=9m:...,
against
H:bp=-=0,=- =0, #4011 =00=...

for m > 1 where y;., is stable under the parameters of interest and 7 > m is a
changepoint. The sequential test statistics, up to time ¢, will be given by:

S = max <Z h(y:) — Z h(yz')) :

i=7+1

where h(-) is an estimator function of the parameter of interest §. Reconstructing the
trace of such statistics up to time n has a computational complexity of O(n?), as for
computing the partial sums each iteration is linear in n. This issue is addressed in [4]
where the computational complexity is of particular interest. In Dette and Gosmann
(2020)) several test statistics are introduced to cover a more general class of parameters
and multivariate applications, amongst those the MOSUM statistics is derived as a
special case essentially obtaining an equivalent formulation to what already presented

in 2.0
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2.3.2 Penalised approaches (fused lasso)

The idea behind lasso optimization approaches is to express the changepoint problem
as a /1 penalised convex optimization problem. This approach is relatively close to
the penalised optimization problem formulated in [2.4] where the difference between
the two optimization problems is essentially in the type of penalty applied to the
minimization. Originating from Harchaoui and Lévy-Leduc (2007), focusing on the
simple Gaussian change-in-mean case, the Cachalot[] procedure solves:

n

minZ(yt — ) + FGZ e — pe1| (2.11)
t=2

H1:
" ot=1

with x > 0 being an /1 penalty on the magnitude of a change. A combined
LARS/LASSO and dynamical programming approach is then employed in order to
solve the optimization efficiently in O(n?).

A generalization to the multivariate case is derived in Bleakley and Vert| (2011)).
In Kim et al. (2009); Tibshirani et al. (2014), a similar optimization problem is solved,
with a penalty on the discrete derivative of the mean signal: as we are going to cover
this will be particularly helpful in case of a fluctuating mean signal. Similarly, as a
comparison to our ¢2 4 (0 optimization method introduced in Chapter [3| in Section
m we frame the LAVA (2 + /1 optimization problem (from (Chernozhukov et al.,
2017)) as a changepoint optimization problem.

2.3.3 Model Based approaches

The last approaches we review are based on formulating a model or log-likelihood of
the data with changes and estimate the resulting parameters through either a Bayesian
approach or EM approach.

Bayesian approaches. Historically, changepoint detection has always been of
interest to Bayesian Analysis with numerous works from the field (amongst those we
mention Raftery and Akman| 1986; Barry and Hartigan, 1993; Liu and Lawrence,
1999). Usually, the idea is to specify a model that allows for one or more changes and
to estimate the resulting parameters through the Bayesian inferential approach. A
prior can be placed either on the within-change parameters, the changepoint locations
or a point process regulating the distance between two successive changepoints.
To obtain inference from the posterior the sampling can be either done exactly
(for example we mention [Fearnhead, 2006) or through MCMC (Stephens| 1994) or
reversible jump MCMC approaches (as in Green, (1995). The Bayesian approach
to changepoint detection differs from those introduced so far both in terms of the

'With possibly one of the most well thought acronyms in the literature, for CAtching
CHAngepoints with LassO.
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initial parameters and of the final results: a Bayesian methodology relies on prior
specifications and can therefore be quite sensitive to such choices; a richer output
is produced that can more easily quantify uncertainty about changes, but it can be
harder to present a simple summary of the estimates (see |Siems et al., 2019).

Mixed Linear Modelling EM approaches. |[Picard et al.| (2011)) introduce
a procedure for performing multivariate changepoint detection through a blended
approach of Expectation-Maximization and Dynamical Programming. The procedure
relies on a mixed linear model with covariates and an additional parameter for
expressing some piecewise-constant signal. An EM procedure, namely the ECM
algorithm (Meng and Rubin, [1993), is then employed to estimate all the model
parameters. In this procedure the M step is broken into two sub-steps: an optimization
step for the parameters not subject to the changes, and a constrained dynamical
programming step for the optimization of the piecewise-constant parameters across
the multiple series.

HMM EM approaches. In this paradigm we wish to reconstruct the state of a
discrete Hidden Markov Model starting from the observations, assuming that each y;
is a realization of one of the K different models fi(y;), k=1,..., K.

As an example, we present the Expectation Maximization Change Point (EMCP)
methodology from (Chang and Lu (2016), a multiple segments multivariate change-
point procedure. They lay the complete log-likelihood function of the data, for
t=1,...,n observations, j = 1,...,m variates:

K n

Z Z 2k Z log fi(vr.;, Ok)

k=1 t=1 j=1

where fi () is the likelihood function for the data from group k — for instance, in the

Gaussian change-in-mean and variance fy(y) = kal/ﬂ exp [—(y — ug)/20%] — and the

zie € {0,1} is a Bernoulli random variable denoting belonging of a given observation
to a specific group and is defined as following:

1, if the t""observation belongs to model k,
z =
i 0, otherwise.

Estimations of both the zj 1., variables, which are treated as unobserved data,

as well as model parameters 6, is performed then through an iterative Expectation-
Maximization approach.
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Chapter 3

Detecting Changes in
Autocorrelated and Fluctuating
Signals

3.1 Introduction

Detecting changes in data streams is a ubiquitous challenge across many modern
applications of statistics. It is important in such diverse areas as bioinformatics
(Olshen et al., |2004; Futschik et all [2014)), ion channels (Hotz et al., |2013), climate
records (Reeves et al., |2007)), oceanographic data (Killick et al., 2010) and finance
(Kim et al.| |2005). The most common and important change detection problem is
that of detecting changes in mean, and there have been a large number of different
approaches to this problem that have been proposed (e.g. Olshen et al., [2004; Killick
et al., 2012; [Fryzlewicz, 2014; Frick et al., 2014; Maidstone et al., [2017} |[Eichinger and
Kirch, 2018; Fearnhead and Rigaill, 2019; Fryzlewicz, 2018, amongst many others).
Almost all of these methods are based on modelling the data as having a constant
mean between changes and the noise in the data being independent. Furthermore,
all changepoint methods require specifying some threshold or penalty that affects
the amount of evidence that there needs to be for a change before an additional
changepoint is detected. In general the methods have default choices of these
thresholds or penalties that have good theoretical properties under strong modelling
assumptions.

Whilst these methods perform well when analysing simulated data where the
assumptions of the method hold, they can be less reliable in real applications,
particularly if the default threshold or penalties are used. Reasons for this include the
noise in the data being autocorrelated, or the underlying mean fluctuating slightly
between the abrupt changes that one wishes to detect. To see this, consider change
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Figure 3.1: Segmentations of well-log data: wild binary segmentation using the
strengthened Schwarz information criteria (top); segmentation under square error loss
with penalty inflated to account for autocorrelation in measurement error (middle);
optimal segmentation from DeCAFS with default penalty (bottom). Each plot shows
the data (black line) the estimated mean (red line) and changepoint location (vertical

blue dashed lines).

detection for the well-log data (taken from |Ruanaidh and Fitzgerald, [2012; Fearnhead
and Liu, 2011)) shown in Figure . This data comes from lowering a probe into a
bore-hole, and taking measurements of the rock structure as the probe is lowered.
The data we plot has had outliers removed. As the probe moves from one rock strata
to another we expect to see an abrupt change in the signal from the measurements,
and it is these changes that an analyst would wish to detect. Previous analyses of
this data have shown that, marginally, the noise in the data is very well approximated
by a Gaussian distribution; but by eye we can see local fluctuations in the data that
suggest either autocorrelation in the measurement error, or structure in the mean
between the abrupt changes.

The top plot shows an analysis of the well-log data that uses wild binary
segmentation (Fryzlewicz, 2014) with the standard cusum test for a change in
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mean, and then estimates the number of changepoints based on a strengthened
Schwarz information criteria. Both the cusum test and the strengthened Schwarz
information criteria are based on modelling assumptions of a constant mean between
changepoints and independent, identically-distributed (IID) Gaussian noise, and are
known to consistently estimate the number and location of the changepoints if these
assumptions are correct. However in this case we can see that it massively overfits the
number of changepoints. Similar results are obtained for standard implementation of
other algorithms for detecting changes in mean, see Figure 13 in the Supplementary
Material.

Lavielle and Moulines| (2000) and Bardwell et al.| (2019)) suggest that if we estimate
changepoints by minimising the squared error loss of our fit with a penalty for each
change, then we can correct for potential autocorrelation in the noise by inflating the
penalty used for adding a changepoint. The middle plot of Figure [3.1| shows results
for such an approach (Bardwell et al., [2019); this gives an improved result but it still
noticeably overfits.

By comparison, the method we propose models both autocorrelation in the noise
and local fluctuations in the mean between changepoints — and analysis of the data
using default settings produces a much more reasonable segmentation of the data (see
bottom plot of Figure . This method is model-based, and assumes that the local
fluctuations in the mean are realisations of a random walk and that the noise process
is an AR(1) process. We then segment the data by minimising a penalised cost that
is based on the log-likelihood of our model together with a BIC penalty for adding a
changepoint.

The key algorithmic challenge with our approach is minimising the penalised cost.
In particular many existing dynamic programming approaches (e.g. |[Jackson et al.|
2005; Killick et al., [2012) do not work for our problem due to the dependence across
segments caused by the autocorrelated noise. We introduce a novel extension of the
functional pruned optimal partitioning algorithm of |Maidstone et al.| (2017)), and we
call the resulting algorithm DeCAFS, for Detecting Changes in Autocorrelated and
Fluctuating Signals. It is both computationally efficient (analysis of the approx 4000
data points in the well-log data taking a fraction of a second on a standard laptop)
and guaranteed to find the best segmentation under our criteria.

Whilst we are unaware of any previous method that tries to model both
autocorrelation and local fluctuations, Chakar et al. (2017) introduced AR1Seg which
aims to detect changes in mean in the presence of autocorrelation. Their approach is
similar to ours if we remove the random walk component, as they aim to minimise
a penalised cost where the cost is the negative of the log-likelihood under a model
with an AR(1) noise process. However they were unable to minimise this penalised
cost, and instead minimised an approximation that removes the dependence across
segments. One consequence of using this approximation is that it often estimates two
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consecutive changes at each changepoint, and AR1Seg uses a further post-processing
step to try and correct this. Moreover, our simulation results show that using the
approximation leads to a loss of power, particularly when the autocorrelation in the
noise is high.

Particularly if interest lies in estimating how the underlying mean of the data varies
over time, natural alternatives to DeCAFS are trend filtering methods (Kim et al.
2009; Tibshirani et al., [2014) which estimate the mean function under an L; penalty
on a suitably chosen discrete derivative of the mean. Depending on the order of the
derivative, these methods can fit a piecewise constant (in this case trend filtering
is equivalent to the fused lasso of [Tibshirani et al| 2005), linear, or quadratic etc.
function to the mean. One advantage of trend filtering is its flexibility: depending
on the application one can fit mean functions with different degrees of smoothness.
However it does not allow one to jointly estimate a smoothly changing mean and
abrupt changes — the L; penalty must be chosen to capture one or other of these
effects. This is particularly an issue if the main interest is in detecting abrupt changes
rather than estimating the mean. These issues are investigated empirically in Section
F of the Supplementary Material.

Distinguishing between local fluctuations and abrupt changes is possible by
methods that model the mean as a sum of functions (Jalali et al., 2013) — for example
one smoothly varying and one piecewise constant. And trend-filtering, or other
regularised estimators can then be used to estimate each component. The LAVA
approach of |Chernozhukov et al.| (2017)) is one such approach, fitting the piecewise
constant function and the smoothly varying function using, respectively, an L; and Lo
penalty on the function’s first discrete derivative. The main difference between LAVA
and DeCAFS is thus that LAVA has an L; penalty for abrupt changes, and DeCAFS
has an Ly penalty. If interest is primarily in detecting changes, previous work has
shown the use of an L penalty to be preferable to an L, penalty — as the latter can
often over-fit the number of changes (see e.g. the empirical evidence in Fearnhead
et al., [2018; |Jewell et al| 2020), and a post-processing step is often needed to correct
for this (Lin et al., 2017 Safikhani and Shojaie} 2020)).

One important feature of modelling the random fluctuations in the mean via a
random walk, is that the information that a data point y, has about a change at time
t decays to 0 as |t — s| gets large. This is most easily seen if we consider applying
DeCAFS to detect a single abrupt change. We show in Section that whether
DeCAFS detects a change at a time ¢ depends on some contrast of the data before
and after . This contrast compares a weighted mean of the data before ¢ to a weighted
mean of the data after ¢, with the weights decaying (essentially) geometrically with
the length of time before/after ¢. This is appropriate for the random walk model
which enables e.g. the mean of ;) to be very different to the mean at 3,1 if h > 0
is large, and thus y,,, contains little to no information about whether there has been
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an abrupt change in the mean of y;,; compared to the mean of y,. By contrast,
standard CUSUM methods for detecting a change in mean quantify the evidence for
a change at t by a contrast of the unweighted mean of the data before and after ¢
— thus each data point, y;.p, has the same amount of information about the change
regardless of the value of h. In situations where there are local fluctuations in the
mean but through some stationary process, such as a mean-reverting random walk,
data far from a change would still have a non-negligble amount of information about
it. In such situations, particularly if the segments are long, DeCAFS could have lower
power than CUSUM or other methods that ignore any local fluctuations in the data.
We investigate this empirically in Section [A.4.2]

The outline of the paper is as follows. In the next section we introduce our model-
based approach and the associated penalised cost. In Section [3.3] we present DeCAFS,
a novel dynamic programming algorithm that can exactly minimise the penalised
cost. To implement our method we need estimates of the model parameters, and we
present a simple way of pre-processing the data to obtain these in Section We
then look at the theoretical properties of the method. These justify the use of the
BIC penalty, show that our method has more power at detecting changes when our
model assumptions are correct than standard approaches, and also that we have some
robustness to model error — in that we can still consistently estimate the number
and location of the changepoints in such cases by adapting the penalty for adding a
changepoint. Sections and evaluate the new method on simulated and real
data; and the paper ends with a discussion.

Code implementing the new algorithm is available in the R package DeCAFS on
CRAN. The package and full code from our simulation study is also available at
github.com/gtromano/DeCAFS.

3.2 Modelling and Detecting Abrupt Changes

3.2.1 Model

Let y1., = (y1,.-.,Yn) € R™ be a sequence of n observations, and assume we wish to
detect abrupt changes in the mean of this data in the presence of local fluctuations
and autocorrelated noise. We take a model-based approach where the signal vector is
a realisation of a random walk process with abrupt changes, and we super-impose an
AR(1) noise process.

Sofort=1,...,n,

Yt = H + €, (3.1)
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where fort =2,....n

W = Mg + 1 + (St, with 7715 ~ N(O (o) ) (515 € R, (32)

and 0; = 0 except at time points immediately after a set of m changepoints, 0 < 7 <

- < T, < n. That is §; = 0 unless t = 7; 4+ 1 for some j. This model is unidentifiable
at changepoints. If 7 is a changepoint, then whilst the data is informative about g,
and ., we have no further information about the specific value of d,,; relative to
Nr+1. We thus take the convention that d,,7 = p,4+1 — pr and 7,7 = 0, which is
the most likely value of 7,,; under our model, and consistent with maximising the
likelihood criteria we introduce below. The noise process, €; is a stationary AR(1)
process with, for t =2,... n,

€ = Q61 + 1, with vy ;E/\/'(O, o?), (3.3)

for some autocorrelation parameter, ¢ with |¢| < 1 and ¢ ~ N (0,02/(1 — ¢?)).
Special cases of our model occur when ¢ = 0 or when 072] = 0. When ¢ = 0 our
noise process ¢; is then IID, and the model is equivalent to a random walk plus noise
with abrupt changes. When ag = 0 we are detecting changes in mean with an AR(1)
noise process, resulting in a formulation equivalent to the one of |(Chakar et al.| (2017)).

3.2.2 Penalised Maximum Likelihood Approach

In the following we will assume that ¢, ag and o2 are known; we consider robust

approaches to estimate these parameters from the data in Section [3.4, We can then
write down a type of likelihood for our model, defined as the joint density of the
observations, ¥1.,, and the local fluctuations in the mean, 7,.,. We will express this
as a function of py., and ds.,. Writing f(-|-) for a generic conditional density, we have
that this is

E(ylzn;ulzn752:n> = (H f(ut‘ut—ladt > 3/1‘,“1 (Hf yt!ytl,utl,ut))
t=2 t=2

x (gexp{—<“t‘*§;§‘5”2}>exp{—%}
) (H W EUEEREV. }) |

We have used the specific Gaussian densities of our model, and dropped multiplicative
constants, to get the second expression.

28



Chapter 3. Detecting Changes in Autocorrelated and Fluctuating Signals

If we knew the number of changepoints we could estimate their position by
maximising this likelihood subject to the constraints on the number of non-zero entries
of 65.,,. However, as we need to also estimate the number of changepoints we proceed
by maximising a penalised version of the log of the likelihood where we introduce a
penalty for each changepoint — this is a common approach to changepoint detection,
see e.g. Maidstone et al| (2017)). It is customary to restate this as minimising
a penalised cost, rather than maximising a penalised likelihood, where the cost is
minus twice the log-likelihood. That is we estimate the number and location of the
changepoints by solving the following minimisation problem:

Qn = min {(1 =) — m)* +
02:n

n

Z [)\(Mt — 1 — 0) + ’Y((yt — i) — (Y1 — Mt1)>2 + ﬂgﬁéo} }, (3.4)

t=2

where > 0 is the penalty for adding a changepoint, A = 1/02, v = 1/02, and
1 € {0,1} is an indicator function. For the special case of a constant mean between
changepoints, corresponding to 0727 = 0, we require pu; = 1+ 0, Vt =2,...,n and
simply drop the first term in the sum.

3.2.3 Dynamic Programming Recursion

We will use dynamic programming to minimise the penalised cost . The challenge
here is to deal with the dependence across changepoints due to the AR(1) noise process
which means that some standard dynamic approaches for changepoint detection, such
as optimal partitioning (Jackson et al., 2005) and PELT (Killick et al., 2012), cannot
be used. To overcome this, as in [Rigaill (2015]) or |Maidstone et al. (2017)), we define
the function pu — Q¢(x) to be the minimum penalised cost for data ;. conditional

on fi; = fi,

Qp) = min {(1= )y —m)?* +
02:t it =

zt: [A(Mi — Mi-1 — 5i)2 + ’7((% — pi) — ¢(Yi-1 — Mz‘—1)>2 + 5 ]15#0} }

1=2

So Q,, = min,ecr Qn(1); and the following proposition gives a recursion for Q:(u).

Proposition 1 The set of functions {p+— Qi(n), t =1,...,n} satisfies
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Ql(:u) = (1 - ¢2)’7(y1 - ,u)2 and, fOT = 27 - 1

Qu) = min { Q)+ min{An — . 8) 43 (= ) = s =) | (39)

u€R

The intuition behind the recursion is that we first condition on ;1 = u, with the
term in braces being the minimum penalised cost for y;.; given v and p; = p, and
then minimise over u. The cost in braces is the sum of three terms: (i) the minimum
penalised cost for y;.4—1 given u; (ii) the cost for the change in mean from u to u; and
(iii) the cost of fitting data point y; with p;. The cost for the change in mean, (ii),
is just the minimum of the constant cost for adding a change and the quadratic cost
for a change due to the random walk. The recursion applies to the special case of a
constant mean between changepoints, where A = oo, if we replace min{\(u — u)?, 5}
with its limit as A — oo, which is 81 ,4,.

Whilst recursions of this form have been considered in earlier changepoint
algorithms (e.g. Maidstone et al.,|2017; Hocking et al., 2020), the dependence between
the current mean u and the previous mean p that appears in terms (ii) and (iii) makes
our recursion more challenging to solve. We next show one efficient way of solving by
combining existing functional pruning dynamic programming ideas with properties of
infimal convolutions.

3.3 Computationally Efficient Algorithm
3.3.1 The DeCAFS Algorithm

Algorithm [6] gives pseudo code for solving the dynamic programming recursion
introduced in Proposition [I The key to implementing this algorithm is performing
the calculations in line 5, and how this can be done efficiently will be described
below. Throughout we give the algorithm for the case where there is a random walk
component, i.e. A < oo, though it is trivial to adapt the algorithm to the A = oo case.

As well as solving the recursion for Q;(n), Algorithm |§] shows how we can also
obtain the estimate of the mean, through a standard back-tracking step. The idea is
that our estimate of ji,, fi,, is just the value of p that maximises @, (x). We then loop
backwards through the data, and our estimate of p; is the value that minimises the
penalised cost for the data y;.; conditional on p;41 = fi;+1, which can be calculated as
By () in line 11.

Finally, as we obtain the estimates of the mean, we can also directly obtain the
estimated changepoint locations. It is straightforward to see, by examining the form
of the penalised cost, that the optimal solution for ds., has d;11 # 0 (and hence ¢ is a
changepoint) if and only if A(fi;11 — fir)? > B.
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Algorithm 6: DeCAFS

Data: y = y., a time series of length n
Input: >0, A>0,v>0and 0 < ¢ < 1.
1 begin Initialisation
2 | Qi(p) (1= )y(y — p)?
3 end
4 fort=2ton do
5 Qi(p) <

min {Qt—l(u) + min{\(p — u)?, 8} + ’Y((yt — 1) = (Y1 — U)>2}

end

begin Backtracking

fin, < argmin Qy,(u)
T+n

10 fort=n—11t01do

2
n || B < Qo)+ minfA (e = s B+ (e — i) = 0y — )
12 fiy <— argmin By (p)

13 if ({; — fiue1)* > B/ then

14 | 7 (t,7)

15 end

© 0w N o

16 end

17 end
18 Return jiy.,, 7
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3.3.2 The Infimal Convolution

The main challenge with Algorithm [6] is implementing line 5. Firstly this needs a
compact way of characterising Q;(x). This is possible as Q1 (p) is a quadratic function;
and the recursion maps piecewise quadratic functions to piecewise quadratic functions.
Hence @ () will be piecewise quadratic and can be defined by storing a partition of
the real-line together with the coefficients of the quadratics for each interval in this
partition.

Next we can simplify line 5 of Algorithm [6] As written line 5 involves minimising
a two-dimensional function, in (u, ) € R?, over the variable u. We can recast this
operation into a one-dimensional problem by introducing the concept of an infimal
convolution (see Chapter 12 of |Bauschke and Combettes| 2011)).

Definition 1 Let f be a real-valued function defined on R and w a non-negative
scalar. We define INF; o (68) = f(0) and for w > 0,

— i 2
INF,(6) = min (f(u) + w(u —0) ) , (3.6)
as the infimal convolution of f with a quadratic term.

The following proposition presents a reformulation of the update-rule into a
minimization involving infimal convolutions, for the case ¢ > 0. The proof is in
Section together with details of equivalent results when ¢ < 0.

Proposition 2 Assume ¢ > 0. The functions {Q¢(p),t = 2,...,n} can be written

as
Qi) = min { Q7 (1), QF ()}
where )
Q7 (1) = INFo,_oir (1) + 25 (e = oy — (1= O)n)
Q7 (1) = INFo, o) + 25 (s — dwis — (1 — o))+ 5.
and

@tmoz@tmm—vwl—@(u—%{?%i)é

3.3.3 Fast Infimal Convolution Computation

As noted above we can represent Q; by Q; = (¢}, ..., ¢¢) where each ¢} is a quadratic
defined on some interval [d;,d;+1[ with dj = —oo and dgy; = +oo. It is this
representation of (); that we update at each time step. Some operations involved
in solving the recursion, such as adding a quadratic to a piecewise quadratic, or
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calculating the pointwise minimum of two piecewise quadratics are easy to perform
with a computational cost that is linear in the number of intervals (see e.g. Rigaill,
2015). The following theorem shows that a fast update for the infimal convolution of
a piecewise quadratic is also possible, and is important for developing a fast algorithm
for solving the dynamic programming recursions.

Theorem 1 Let Q; = (qf, ..., q;) be the representation of the functional cost Q. For
all w > 0, the representation returned by the infimal convolution INFq, . has the
following order-preserving form:

INFq, ., = (INFg", INFg;*, ..., INFg,* "~ INFg;"" ) ,

with 1 = up < g < ... < Ug_y < Ugx = S and s* < s.

The key part of this result is that the order of the quadratics is not changed
when we apply the infimal convolution, and thus we can calculate INFg, , using a
linear scan over the real-line. The proof of this theorem is given in Appendix C of
the supplementary materials of Romano et al. (2021)), and an example algorithm for
calculating INF, ,, with complexity that is linear in s is shown in Section

3.4 Robust Parameter Estimation

Our optimisation problem 1' depends on three unknown parameters: 0’%, o2 and

¢. We estimate these parameters by fitting to robust estimates of the variance of the
k-lag differenced data, zF =y, — yi, for k > 1.

Proposition 3 With the model defined by - (3-9),

t+k

1 — k
szN(Zéi,kag+2 ¢ 2), t=1,...,n—k.

g
—h2 Y
i=t+1 1 Qb

Providing k is small relative to the average length of a segment, the mean of zF will
be zero for most ¢: if there are m changes then at most km of the zFs will overlap
a change and have a non-zero mean. A way to alleviate this issue is to estimate the
variance of z¥ through a robust estimator, such as the median absolute difference from
the median, or MAD, estimator.

Fix K, and let vz be the MAD estimator of the variance of zF for k = 1,..., K.
We estimate the parameters by minimising the least square fit to these estimates,

2 2 > S A 2
Sy(0,,0,) = Z (k:crn + 21 — ¢20V - vk> :
k=1
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In practice we can minimise this criteria by using a grid of values for ¢ and then for
each ¢ value analytically minimise with respect to 0,27 > 0 and 02 > 0. Obviously, if
we are fitting a model without the random walk component we can set 0727 =0, or if
we wish to have uncorrelated noise we set ¢ = 0. A remark: the least square estimate
implicitly assumes that the zFs are independent. Such an assumption does not hold
on our model, however, ignoring the dependence in the zFs would just slightly reduce
the statistical efficiency of the estimator.

An empirical evaluation of this method for estimating the parameters is shown in
Appendix F.1 of the supplementary materials of Romano et al.| (2021). These include
an investigation of the accuracy in situations where we have changepoints. In our

simulation study we use K = 10, though similar results were obtained as we varied
K.

3.5 Theoretical Properties

We can reformulate our model as a linear-regression. To do this it is helpful to
introduce new variables, 7;.,, that give the cumulative effect of the random-walk
fluctuations. To simplify exposition it is further helpful to define this process so it
has an invertible covariance matrix. So we will let 7; ~ A/(0, 0,2]) and 7y = 7)1+, for
t=2,...,n. For a set of m changepoints 7., and defining 7y = 0, we can introduce
an x (m+ 1) matrix X, where the ith column is a column of 7,_; zeros followed

by n — 7;_1 ones. Our model is then
Yim = Xogn A + Ciin,s (3.7)
where (3., is a vector of Gaussian random variables with
Var((y.,) = Var(ey.,) + Var(f.,) := Zar + Zrw

the sum of the variance matrices for the AR component of the model, €;.,, and the
random walk component of the model, 7;.,; and A is a (m + 1) x 1 vector whose
first entry is gy — 71 and whose ith entry is 6, ,41 the change at the (i — 1)th
changepoint. This formulation also allows us to consider the impact of model error
on DeCAFS. Later, when we consider its asymptotic properties, we will allow for the
data generating process to be but with Var((y.,) different from that assumed by
DeCAFS.

As shown in Section E of the Supplementary Material of |Romano et al.| (2021)),
the unpenalised version of the cost that we minimise, conditional on a specific set of
changepoints, can be written as

C(Tlim) = A f]{ni%:O [(ylzn - Xm:mA - ﬁl:n)TZ;Fli<yl:n - XTQ;mA - 771:n) + ﬁ{nxg\}vﬁln] )
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where 7);.,, is assumed to be a column vector. Thus the penalised cost is F, =
ming, ;... [C(71.m) + mp]. In the remainder of this section we will call C(7y.,,,) the cost,
and C(71.,) + m/3 the penalised cost.

Whilst our cost is obtained by minimising over 7s.,, the following result shows
that it is equal to the weighted residual sum of squares from fitting the linear model

BD).

Proposition 4 The cost for fitting a model with changepoints, Ty.,, s
C(Tlsm) = mAin(yl:n - XTo;mA)T (EAR + ERW)i1 (ylsn - X‘f'o:mA) (38)

Let Cy denote the cost if we fit a model with no changepoints. The following corollary,
which follows from standard arguments, gives the behaviour of the cost under a null
model of no changepoints. This includes a bound on the impact of mis-specifying the
covariance matrix, for example due to mis-estimating the parameters of the AR(1) or
random walk components of the model, or if our model for the residuals is incorrect.

Corollary 1 Assume that data is generated from model with m = 0 but with
C1n @ mean-zero Gaussian vector with Var((y.,) = 2. Let a;f be the largest eigenvalue
of (Xar + Zrw) 1. If X = Yar + Zrw then Co — C(T1.4) ~ X3. Otherwise, for any x

Pr(Co — C(r1.4) > ) < Pr(xj > /),

Furthermore, if we estimate the number of changepoints using the penalised cost
with penalty B = Caf logn for any C' > 2, then the estimated number of changepoints,
m, satisfies Pr(m =0) — 1 as n — oo.

To gain insight into the behaviour of the procedure in the presence of changepoints,
and how it differs from standard standard change-in-mean procedures, it is helpful to
consider the reduction in cost if we add a single changepoint.

Proposition 5 Given a fixed changepoint location T :

(i) The reduction in cost for adding a single changepoint at T1 can be written as
Co — C(11) = (WTy1.n)?, for some vector v defined as

1 Comy _
v = {(ZAR + Srw) g, — 2_7(EAR + Xrw) 1Uo} ;

/ — 2 0
CTI CO,T1 /CO

where ug 1s a column vector of n ones, u,, is a column vector of T, zeroes followed
by n — 1y ones, and

co = up (Car+Srw) Mo, oy = uf (Bar+HERW) Mtry, ¢ = ul (Sar+ERw) Uy, -
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(ii) The vector v in (i) satisfies >y, v; =0 and v* (Xar + Srw)v = 1.

(i) For any vector w that satisfies Y i w; =0 and w” (Lar + Srw)w = 1,

(z ) (z) |
i=71+1 i=71+1

The vector v in part (i) of this proposition defines a projection of the data that
is used to determine whether to add a changepoint at 7. The properties in part (ii)
mean that this projection is invariant to shifts of the data, and that the distribution
of the reduction in cost if our model is correct and there are no changes will be 3.
The statistic v yy.,, can be viewed as analogous to the cusum statistic (Hinkley, 1971))
that is often used for a standard change-in-mean problem, and in fact if we set ¢ = 0
and o, = 0 so as to remove the auto-regressive and random-walk aspects of the model,
]va1;n| is just the standard cusum statistic. The power of our method to detect a
change at 7; will be governed by the distribution of this projection applied to the
data in the segments immediately before and after 1. For a single changepoint where
the mean changes by ¢ this distribution is a non-central chi-squared with 1 degree of
freedom and non-centrality parameter 6*(3_" . v;)>. Thus part (iii) shows that v is
the best linear projection, in terms of maximising the non-centrality parameter, over
all projections that are invariant to shifts in the data and that are scaled so that the
null distribution is x?.

To gain insight into how the auto-regressive and random-walk parts of the model
affect the information in the data about a change we have plotted different projections
v for different model scenarios in the top row of Figure 3.2l The top-left plot
shows the projections if we have ¢ = 0 for different values of the random walk
variance. The projection, naturally, places more weight to data near the putative
changepoint, and the weight decays essentially geometrically as we move away from
the putative changepoint. In the top-right plot we show the impact of increasing the
autocorrelation of the AR(1) process, with the absolute value of the weight given to
data points immediately before and after the putative change increasing with ¢.

A key feature of the random walk model is that for any fixed O'% > () the amount
of information about a change will be bounded as we increase the segment lengths
either side of the change. This is shown in the bottom-left plot of Figure|3.2| where we
show the non-centrality parameter for detecting a change in the middle of the data as
we vary n. For comparison we also show the non-centrality parameter of a test based
on the cusum statistic (scaled so that it also has a x? distribution under the null of
no change). We can see that ignoring local fluctuations in the mean, if they exist and
come from a random walk model, by using the cusum statistic leads to a reduction
of power as segment lengths increase. For comparison in the bottom right we show
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Figure 3.2: Top row: projections of data v for detecting a change in the middle of
n = 100 data-points. Random walk model (top-left) for varying 02 of 0.03 (black), 0.02
(red) and 0.01 (green); AR(1) plus random walk model (top-right) for o7 = 0.01 and
varying ¢ of 0.4 (black), 0.2 (red) and 0.1 (green). In both plots the blue line shows
the standard cusum projection. Bottom row: non-centrality parameter for a x? test of
a change using the optimal projection (solid line) and the cusum projection (dashed
line) for a change of size 1 in the middle of the data as we vary n. Out-fill asymptotics
(bottom-left) where (o7, ¢) is (0.0025,0) (black), (0.01,0) (red), (0.0025,0.5) (green)
and (0.01,0.5) (blue); In-fill asymptotics (bottom-right) where for n = 50 (07, ¢) is
(0.0025,0) (black), (0.01,0) (red), (0.0025,0.5) (green) and (0.01,0.5) (blue).
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an equivalent comparison where we consider an infill asymptotic regime, so that as
n increases we let the random walk variance decay at a rate proportion to 1/n and
we increase the lag-1 autocorrelation appropriately. In this case using the optimal
projection gives a non-centrality parameter that increases with n, whereas the cusum
statistic has power that can be shown to be bounded as we increase n.

We now turn to the property of our method at detecting multiple changes. Based
on the above discussion, we will consider in-fill asymptotics as n — co.

(C1) Let yi,...,y, be generated as a finite sample from a Gaussian process on [0, 1];
that is y; = 2(i/n) where, for t € [0,1] 2(t) = p(t) + ¢(t), u(t) is a piecewise
constant with m® changepoints at locations ry, ..., 7,0, and ((t) is a mean zero

Gaussian process. For a given n define the true changepoint locations as 70 =
|nr?]. The change in mean at each changepoint is fixed and non-zero.

(C2) Assume there exists strictly positive constants c¢,, ¢, and ¢4, such that we
implement DeCAFS with ¢} = ¢,/n and either (i) ¢ = 0 and 0, = ¢,; or

(ii) ¢ = exp{—cy/n} and o2 = ¢, (1 — exp{—2c,/n}).

(C3) There exists an « such that for any large enough n if X0 is the covariance of
the noise in the data generating model (C1), and EXLR) + Eg\L,)V is the covariance

assumed by DeCAFS in (C2) then the largest eigenvalue of (E(AnR) + Zgb{,)*lEg
is less than o.

The two regimes covered by condition C2 are due to the different limiting behaviour
of an AR(1) model under in-fill asymptotics, depending on whether the AR(1) noise
is independent, case (i), or there is autocorrelation, case (ii). The form of o2 in each
case ensures that the AR(1) process has fixed marginal variance, ¢, for all values of
n.

The key condition here is (C3) which governs how accurate the model assumed
by DeCAFS is to the true data generating procedure. Clearly if the model is correct
then (C3) holds with o = 1. The following proposition gives upper bound on « in
the the case where the covariance of the data generating model is that of a random
walk plus AR(1) process, but with different parameter values to those assumed by
DeCAFS in (C2), e.g. due to mis-estimation of these parameters.

Proposition 6 Assume the noise process ((t) of the data generating process (C1) is
equal to a random walk plus an AR(1) process.

(i) If Cou(((t),((s)) = ¢y min(t, s) fort # s and Var(((t)) = )t +c,, and DeCAFS

G
is implemented as in (C2)(i), then (C3) holds with a = max{c}/c,,c)/cy}.
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(i) If Cou({(t),((s)) = ¢y min(t, s)+c) exp{—c}|t—s|} and DeCAFS is implemented
as in (C2)(ii), then for any e >0 (C3) holds with

e & c A
a= max{——(b(l +€), -~ <1+ c_§> (1+¢), -2

Cy Cg c, o Cy

The following result shows that we can consistently estimate the number of
changepoints and gives a bound on the error in the estimate of changepoint locations,
if we use DeCAFS under an assumption of a maximum number of changepoints (the
assumption of a maximum number changes is for technical convenience, though is
common in similar results, e.g. Yao, |1988).

Theorem 2 Assume data, y.,, is generated as described in (C1), and let m and Ty
be the estimated number and location of the changepoints from DeCAFS implemented
with parameters given by (C2), penalty B = Calogn for some C' > 2, and a mazimum
number of changes Mmax > m°. Then as n — co: if ¢ > 0

Pr (m—mo, max |7A',»—7'ZQ|—O> — 1;

i=1,...,m0

and if ¢ =0

i=1,...,m0

Pr (7’77, =m’, max |f—1)|< (logn)z) — 1.

The most striking part of this result is the very different behaviour between
¢ = 0 and ¢ > 0. In the latter case, asymptotically we detect the position of the
changepoints without error. This is because the positive autocorrelation in the noise
across the changepoint helps us detect it. In fact, as n — oo the signal for a change at
t comes just from the lag-1 difference, y;11 —y;. The variance of (y11 — ;) is O(1/n),
and its mean is 0 except at changepoints, where it takes a fixed non-zero value. A
simple rule based on detecting a change at ¢ if and only if (y,41 — v;)? is above some
threshold, ¢;(logn)/n for some suitably large constant ¢;, would consistently detect
the changes. For the infill asymptotics we consider, empirically DeCAFS converges
to such an approach as n — oc.

The theorem also gives insight into the choice of penalty 3. It is natural to choose
this to be the smallest value that ensures consistency, as larger values will mean loss of
power for detecting changes. Assuming the DeCAFS model is correct and we have the
true hyper-parameters this suggests using § = 2logn, the infimum of the penalties
that are valid according to the theorem. This is the value that we use within our
simulation study — though slightly inflating the penalty may be beneficial to account
for error in the estimated hyper-parameters or if we want to account for substantial
model error.
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Figure 3.3: Four different change scenarios. Top-left, no change present, top-right,
change pattern with 19 different changes, bottom-left up changes only, bottom-right,
up-down changes of the same magnitude. In this particular example data were
generated from an AR model with ¢ = 0.7, o, = 2.

3.6 Simulation Study

3.6.1 Comparison with Changepoint Methods

We now assess the performances of our algorithm in a simulation study on four
different change scenarios, illustrated in Figure [3.3] In all cases we run DeCAFS
with 8 = 2logn, and estimate the parameters ¢, o,, 0, as described in Section

Simulations were performed over a range of evenly-spaced values of ¢, o,, 0,.
There are no current algorithms that directly model local fluctuations in the mean, so
we compare with two approaches the assume a constant mean between changes: FPOP
(Maidstone et al., 2017)) which also assumes IID noise, and AR1Seg (Chakar et al.
2017) that models the noise as an AR(1) process. We compare default implementation
of each method, which involves robust estimates of the assumed model parameters.
We also compare an implementation of FPOP with an inflated penalty (Bardwell
et al., 2019) to account for the autocorrelated noise. To see the impact of possible
misestimation of the model parameters, we also implement DeCAFS and AR1Seg
using the true parameters when this is possible.

We focus on the accuracy of these methods at detecting the changepoints. We
deem a predict change as correct if it is within +2 observations of a true changepoint.
As a measure of accuracy we use the F1 score, which is defined as the harmonic mean
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of the precision (the proportion of detected changes which are correct) and the recall
(the proportion of true changes that are detected). The F1 score ranges from 0 to
1, where 1 corresponds to a perfect segmentation. Separate figures for precision and
recall can be found in Section [A.5 Results reported are based over 100 replications
of each simulation experiment, with each simulated data having n = 5000.

In Figure we report performances of the various algorithms as we vary ¢ for
fixed values of 0, = 2 and 0, = 0. In Figure 3.4B, we additionally fix ¢ = 0.85, but
we vary the size of changes. In these cases there is no random walk component and
the model assumed by AR1Seg is correct.

There are a number of conclusions to draw from these results. First we see that
the impact of estimating the parameters on the performance of DeCAFS and AR1Seg
is small. Second, we see that using a method which ignores autocorrelation but just
inflates the penalty for a change does surprisingly well unless the autocorrelation is
large, ¢ > 0.5, this is inline with results on the robustness of using a square error
cost for detecting changes in mean (Lavielle and Moulines, 2000). For high values of
¢, DeCAFS is the most accurate algorithm. The one exception are the simulations
where there are no changes: the default penalty choice for AR1Seg is such that it
rarely introduces a false positive.

In Figure we explore the effect of local fluctuations in the mean by varying
o,. We see a quick drop off in performance for all methods as o,, increases, consistent
with the fact that it is harder to detect abrupt changes when the local fluctuations
of the mean are greater. Across all experiments, DeCAFS was the most accurate
algorithm.

One word of caution when fitting the full DeCAFS model, is that when o, is
large it can be difficult to estimate the parameters, as a model with a very high
random walk variance produces data similar to that of a model with constant mean
but high autocorrelation. Whilst the impact on detecting changes of any errors when
estimating the parameters is small, it can lead to larger errors in the estimate of the
signal, 1;: as different parameter estimates mean that the fluctuations in the data are

viewed as either fluctuations in the noise process or in the signal. An example of this
is shown in Section [A.4.1]

3.6.2 Robustness to Model Mis-specification

We now investigate the performance of DeCAFS when its model is incorrect. First we
follow (Chakar et al. (2017)) and simulate data with a constant mean between changes
but with the noise process being AR(2), i.e. € = @161 + ¢a€4_o + 4. In Figure
3.5| we report F1 Scores for DeCAFS and AR1Seg as we vary range ¢,. Obviously
as |¢s| increases, all algorithms perform worse, but the segmentations returned from
DeCAFS are the more reliable as we increase the level of model error.
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Figure 3.5: F1 score on different scenarios with AR(2) noise as we vary ¢,. Data
simulated fixing 0, = 2, 0, = 0 and ¢; = 0.3 over a change of size 20.

Second, we consider local fluctuations in the mean that are generated by a
sinusoidal process rather than the random walk model, see Figure [3.6B. In Figure
we compare performance of DeCAFS and AR1Seg as we vary the frequency of
the sinusoidal process. Again we see that DeCAFS gives more reliable segmentations
in these cases. In the three change scenarios performance decrease as we increase the
frequency of the process. In these cases it becomes significantly harder to detect any
changepoints, however DeCAFS still has higher scores than AR1Seg since it is more
robust and returns fewer false positives. Additional simulation results, showing the
robustness of DeCAFS to the mean fluctuations being from an Ornstein-Uhlenbeck
process or to the noise being AR(1) within a segment but independent across segments
are shown in Sections F and G in the Supplementary Material.

3.6.3 Comparison to LAVA

The LAVA method of (Chernozhukov et al.| (2017)) can be applied to model a signal
as the sum of a piecewise constant function and a locally fluctuating function: and is
thus a natural alternative to DeCAFS. If we let X denote the n X n matrix whose ith
column has i — 1 zeroes followed by n — i+ 1 ones then LAVA can estimate the mean
t1m as X (fi.n + g1.n) where the vectors f and g minimise

(y — X(fin + gl:n))T(y — X (fin + g1n)) + M| fronllr + )‘2Hglzn‘|§7

with || - |1 and || - ||2 denoting, respectively, the L; and Ly norms.
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Figure 3.6: In A the F1Score on the 4 scenarios for the Sinusoidal Model for fixed
amplitude of 15, changes of size 5 and IID Gaussian noise with a variance of 4, as
we vary the frequency of the sinusoidal process. In B an example of a realization for
the updown scenario, vertical segments refer to estimated changepoint locations of
DeCAFS (in light green) and AR1Seg (in blue).
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The interpretation of this is that (f + g); is the change in the mean of the data
from time ¢ — 1 to time 7. The penalties are such that fi., is sparse, and thus is
modelling the abrupt changes in the mean, while ¢g., is dense and is accounting for
the local fluctuations. It is possible to show that DeCAFS is equivalent to LAVA if
we have independent noise and replace the L; norm by an Ly norm.

We implemented LAVA using the lavash package in R. This implementation of
LAVA is substantially slower than DeCAFS, and empirically the computational cost
appears to increase with the cube of the number of data points. As a result we
compare DeCAFS with LAVA on simulated data of length n = 1000 (for which LAVA
takes, on average, 132 seconds and DeCAFS 0.02 seconds per dataset).

LAVA tunes \; by cross-validation. We used a plug-in value for A5 based on the
oracle choice suggested in |Chernozhukov et al. (2017). This choice depends on the
variance of the local fluctuations, i.e. the variance of the random walk component
in our model, and we implemented LAVA using both the true variance (denoted
LAVA), and using the same estimate of the variance as we use for DeCAFS (denoted
LAVA _est). The plug-in approach seemed to give better results, and was substantially
faster than using cross-validation to tune A\. It also makes a comparison with DeCAFS
easier, as in situations where neither method estimates any abrupt changes, the two
methods then give essentially identical estimates of the mean.

Results from analysing data simulated under a pure random-walk model (so ¢ = 0)
are shown in Figure [3.7. Whilst both method perform similarly at estimating the
underlying mean, we see that LAVA is less reliable at estimating the changepoint
locations — and often substantially over-estimates the number of changepoints. As
summarised in the introduction, this is not unexpected as it is common for methods
that use ¢, penalties on the size of an abrupt change to overestimate the number of
changes (see e.g. [Fearnhead et al., [2018; [Jewell et al.| 2020).

3.7 (Gene Expression in Bacilus subtilis

We now evaluate DeCAFS on estimating the expression of cells in the bacteria
Bacilus subtilis. Specifically we analyze data from Nicolas et al.| (2009), which is
data from tiling arrays with a resolution of less than 25 base pairs. Each array
contains several hundred thousand probes which are ordered according to their
position on the bacterial chromosome. For a probe, labelled t say, we get an
RNA expression measure, Y;. Figure [3.8] shows data from 2000 probes. Code and
data used in our analyses, presented below, are available on forgemia : https:
//forgemia.inra.fr/guillem.rigaill/decafsrna.

The underlying expression level is believed to undergo two types of transitions,
large changes which |Nicolas et al. (2009) call shifts and small changes which they
call drifts. Thus it naturally fits our modelling framework of abrupt changes, the
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Figure 3.7: On top: comparison of the F1 Score in A1, Precision in A2 and MSE in
A3, for DeCAFS (in green) and LAVA (in red) with oracle initial parameters and the
relative results with estimated initial parameters (in lighter colours), on the updown
scenario for a random walk signal over a range of values of o,,. On the bottom the
first 250 observations of two realization of the experiment with, in B1, o, equal to 0.5
and in B2 o, equal to 2. Again, the continuous line over the data points represent
the relative signal estimations of DeCAFS and LAVA; the segments their changepoint
locations estimates.
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Figure 3.8: Data on 2000 bp of the plus-strand of the Bacilus subtilis chromosome.
Grey dots show the original data. The plain red line represents the estimated signal of
DeCAFS with a penalty of 10log(n). The dashed black line represents the estimated
signal of hmmTiling.

shifts, between which there are local fluctuations caused by the drifts. To evaluate
the performance of DeCAFS at estimating how the gene expression levels vary across
the genome we will compare to the hmmTiling method of Nicolas et al.| (2009). This
method fits a discrete state hidden Markov model to the data, with the states being the
gene expression level, and the dynamics of the hidden Markov model corresponding to
either drifts or shifts. As a comparison of computational cost for of the two methods,
DeCAFS takes about 7 minutes to analyse data from one of the strands, each of which
contains around 192,000 data points. Nicolas et al. (2009) reported a runtime of 5
hours and 36 minutes to analyse both strands.

A comparison of the estimated gene expression level from DeCAFS and from
hmmTiling, for a 2000 base pair region of the genome, is shown in Figure We see
a close agreement in the estimated level for most of the region, except for a couple
of regions where hmmTiling estimates abrupt changes in gene expression level that
DeCAFS does not.

To evaluate which of DeCAFS and hmmTiling is more accurate, we follow
Nicolas et al| (2009) and see how well the estimated gene expression levels align
with bioinformatically predicted promoters and terminators. A promoter roughly
corresponds to the start of a gene, and a terminator the end, and we expect gene
expression to increase around a promoter and decrease around a terminator.

For promoters, consider all probe locations ¢ from the tiling chip and consider a
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Figure 3.9: Benchmark comparisons. The number of promoters (left) and terminators
(right) correctly predicted on the plus strand, M (J) using a 22 bp distance cutoff, as
a function of the number of predicted breakpoints, R(d). Plain black lines are the
results of hmmTiling (as reported in Figure 4 of Nicolas et al., 2009)). Dotted black
lines are the results of hmmTiling when considering all probes rather than only those
called transitions. Plain red lines are the results of DeCAFS using 8 = 8log(n)
for promoters and 5log(n) for terminators. These values were learned on the minus
strand using a data-driven approach.

The thin dark-green leaning line represent y = x.

threshold parameter §. We can count the number of probe locations with a predicted
difference d, = flyr1 — fip strictly greater than §. We call this R(9). Among those
probes, we can count how many have a promoter nearby (within 22 base pairs). We
call this M (0). By symmetry we can define an equivalent measure for terminators. A
method is better than another if for the same R(J) it achieves a larger M (J).

We used a data-driven approach to choose the penalty, S for DeCAFS, benefitting
from having separate data from the plus and minus strand of the chromosome.
For Figure the penalty was learned on the minus strand data and tested on
the plus strand data. More specifically we ran DeCAFS on the minus strand for
g = {2log(n),2.5log(n)...30log(n)}. For each § we computed M () for a fixed
R(0) = 750 and took the  maximizing M (d): 8log(n) for promoters and 5log(n)
for terminators.

Figure[3.9 plots M (§) against R(J) for the plus strand as we vary § for DeCAFS and
two different estimates from hmmTiling. The first, hmmTiling.ori, are the prediction
presented in Nicolas et al.| (2009). The second, hmmtTiling.all, are those obtained
when using all probes rather than only those called transitions by hmmTiling.

In the case of promoters the prediction of hmmTiling is slightly better than
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DeCAFS for lower thresholds but noticeably worse for higher thresholds. In the case
of terminators the prediction of DeCAFS are clearly better than those of hmmTiling.
Given that DeCAFS was not developed to analyze such data we believe that its
relatively good performances for promoters and better performances for terminators
is a sign of its versatility.
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Chapter 4

Functional Pruning Online
Changepoint Detection

4.1 Introduction

Over the previous decade we have witnessed a renaissance of changepoint algorithms,
and they can now be seen to make a difference to many real-world applications.
Most of the current literature focuses on an analysis a posteriori of observing a
series of data; such a type of analysis is often referred to as offline changepoint
detection. However, as technology develops, the demand from several fields for
online changepoint detection procedures has increased drastically over recent years.
Examples include, but are not limited to, IT and cyber security (Jeske et al.,
2018; Tartakovsky et al) 2012; Peng et al., |2004); detecting gamma ray bursts
in astronomy (Fridman, 2010; Fuschino et al., [2019); detecting eathquake tremors
(Popescu and Aiordachioaie, 2017; Xie et al., 2019); industrial processes monitoring
(Pouliezos and Stavrakakis, [2013); detecting adverse health events (Clifford et al.
2015)); and monitoring the structural integrity of aeroplanes (Alvarez-Montoya et al.,
2020; Basseville et al., 2007).

The online setting raises computational challenges that are not present in offline
changepoint detection. A procedure needs to be sequential, in the sense that one
should process the observations as they become available, and at each iteration one
should make a decision whether to flag a changepoint based on the information to
date. The procedure needs to be able to run on a finite state machine for an indefinite
amount of iterations, 7.e. be constant in memory; and it needs to be able to process
observations, at least on average, as quickly as they arrive. Many online changepoint
application settings have high frequency observations, and some also have limited
computational resources. For example, the observations from ECG data in the 2015
PhysioNet challenge (Clifford et al., 2015) are sampled at 240Hz, while methods for
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detecting gamma ray bursts (Fuschino et al. |2019) need to process high-frequency
observations and be able to be run on small computers on board micro-satellites. A
challenge with online changepoint algorithms is to meet this computational constraints
whilst still having close to optimal statistical properties.

This paper considers the univariate change in mean problem. Current online
changepoint methods with a linear computational cost include the method of |Page
(1955)) that assumes we know both the pre-change and post-change mean; or moving
window methods such as MOSUM. Whilst assuming the pre-change mean is known
is reasonable in many applications as there will be substantial data to estimate this
mean (though see discussion in (Gosmann et al.| 2019), the former approach can lose
power if the assumed size of change is wrong. For example, this method can have
almost no power to detect changes that are less than half the size of the assumed
change. Similarly, moving window methods can perform poorly if the window size is
inappropriate for the size the change. A small window size will mean little power at
detecting small changes, whilst too large a window will lead to delays in detecting
larger changes. See Section for an example of these issues.

An alternative, with more robust statistical properties, is to e.g. apply a moving
window approach but consider all possible window sizes. In the known pre-change
mean setting this is known as the Page-cusum approach (Kirch et al., [2018) and is
the approach of [Yu et al.| (2020) for the case of an unknown pre-change mean. The
theoretical results in [Yu et al. (2020)) demonstrate the excellent statistical properties
of such a method. However current exact implementations of this idea have a
computational cost per iteration that is linear in the number of observations, and
thus have an overall quadratic computational cost. [Yu et al| (2020) comment on
the challenge of developing faster algorithm with good statistical guarantees: ”we
are not aware of nor expect to see any theoretically-justified methods with linear
order computational costs”. This paper presents such an algorithm, which we call
Functional Online CuSUM (FOCuS ). We develop FOCuS for detecting changes
in mean in univariate data, and it can be applied to settings where either the pre-
change mean is known or unknown. In both cases it has an average per iteration
computational cost that increases with the logarithm of the number of observations.
Furthermore, we develop an approximate version of FOCuS which empirically has
almost identical performance and has bounded cost per iteration. In the unknown
pre-change mean case FOCuS implements the method of [Yu et al| (2020)), and our
implementation of FOCuS can analyse 1 million observations in less than a second on
a common personal computer.

Much research on online changepoint methods has looked at how to implement
methods so that they have well characterised performance under the null hypothesis
of no change. There are two distinct criteria for quantifying a method’s behaviour
under the null, one is the average run length (Reynolds| [1975) which is the expected
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number of observations until we detect a change. The other is a significance level —
the probability of ever detecting a change if the method is run on infinitely long data.
In practice these two criteria effect the choice of threshold for a detection method.
If we wish to control the significance level then we need a threshold that increases
with the number of observations (see e.g. Kirch and Kamgaing;, [2015)), whereas if we
wish to control the average run length we can use a fixed threshold. The FOCuS
algorithm can be used with either approach — but for simplicity we will only use a
fixed threshold in this paper.

The outline of the paper is as follows. In Section we consider the challenge
of detecting a univariate change in mean when the pre-change mean is assumed
known. We present the FOCuS algorithm which can be viewed as implementing
the procedure of Page (1955) simultaneously for all possible size of change. Our main
theoretical result shows that FOCuS achieves this with an average computational
cost per iteration that is logarithmic in the number of data points. Our bound on the
average per iteration cost is tight, and when processing the one millionth observation
roughly equates to the cost of evaluating 15 quadratics. In Section we then give
two extensions of the FOCuS algorithm. First to the case where the pre-change mean
is unknown. This algorithm can be viewed as implementing the statistical tests of [Yul
et al. (2020)): but whereas their algorithms are either exact but with a linear cost per
iteration or approximate with a cost that is logarithmic in the number of iterations,
the FOCuS algorithm is exact and has an average cost that is logarithmic per iteration.
We do not present any statistical theory for FOCuS , but this is covered in [Yu et al.
(2020). Second we show how to extend FOCuS to detecting changes in the presence
of outliers. In Section we show a monitoring application for FOCuS on some AWS
Clowdwatch server instances. Finally, the paper concludes with a discussion.

4.2 Known pre-change mean

4.2.1 Problem Set-up and Background

Consider the problem of detecting a change in mean in univariate data. We will let
x; denote the data at time ¢, for t = 1,2,.... We are interested in online detection,
that is after observing each new data point we wish to decide whether or not to flag
that a change has occurred. We will first assume that the pre-change mean is known.
Often the methods below are implemented in practice using a plug-in estimator for
the pre-change mean that is calculated from training data.

A common approach to this problem (see |Kirch et al. [2018)) is to use a cumulative
sum of score statistics, also know as a CUSUM based procedure. Assume we model
our data as coming from a parametric model with density f(z;u) and denote the
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pre-change mean as pip. Define the score statistic of an observation x as

a .
H(xz,p) = %W.

Then if there is no change prior to time n
E(H(X;, 1)) =0, fori=1,...,n.

Thus evidence of a change prior to time n can be obtained by monitoring the absolute
values of partial sums of these score statistics, which we denote as

S(s,n) =Y H(x;, o).

1=s+1

The idea is that these partial sums should be close to 0 if there is no change, and they
should diverge away from zero if there is a change.

For ease of presentation, and to make ideas concrete, in the following we will
consider the case where we have a Gaussian model for the data. In this case H(z, u) =
(x — p). Also as we are assuming g is known, then without loss of generality we can
set po = 0.

There have been a number of different choices of partial sums that we can monitor.
For detecting a change after observing z,,, Kirch et al.| (2018) mention the following
statistics

CUSUM  C(n) = %|5(O,n)|; (4.1)
MOSUM My (n) — %w(n —wn): (4.2)
mMOSUM — mMy(n) = ﬁw(n ~ kn],n)]: (4.3)
Page-CUSUM  P(n) = max ——|S(n —w,n)|. (4.4)

The scale factor in each case is to normalise the cumulative sum S(-,-) so as to
standardise its variance. In each case we would compare the statistic at time n with
some appropriate threshold, and detect a change prior to n if the statistic is above
the threshold. As discussed in the introduction the choice of threshold impacts the
properties of the test under the null. It is possible to choose thresholds that are
constant or that increase as n increases (Kirch et al., [2018), but for simplicity we will
use constant thresholds throughout.

The standard CUSUM statistic uses the partial sum of score statistics to time n.
For both the MOSUM procedure (Eiauer and Hackl (1978), |Chu et al. (1995))) and
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mMOSUM procedure (originating in Chen and Tian) 2010) we need to specify a tuning
parameter. The MOSUM method uses the partial sum over a window of the most
recent w > 0 observations, whilst the mMOSUM fixes some proportion 0 < k < 1
and uses the partial sum over the most recent proportion & of the observations. All
three of these statistics are online, in that there is again only an O(1) update of the
statistics as we process each new data point. The Page-CUSUM maximises over all
possible partial sums ending at time n.

To understand the difference between CUSUM, MOSUM and Page-CUSUM we
implemented these methods for detecting a change at time ¢ to some mean p for
different values of ¢ and p; and compared the detection delay of each statistics. Results
are shown in Figure [1.1] In Figure [f.1a] we simulated data with a change after 1000
observations and the size of change is chosen to give high power for the window size
of the MOSUM procedure. MOSUM and Page-CUSUM tend to detect a change
quickly. In the second example, shown in Figure [4.1b] we reduce the magnitude of
the change, and find that the MOSUM test loses power substantially and has a much
larger detection delay than Page-CUSUM. In our final example, see Figure we
have the same size of change as the first example, but now the change occurs after
8,000 observations. In this case we see that the CUSUM statistic behaves poorly.
This is because the CUSUM statistic has to average the signal from data after the
change with all the data prior to change, and this reduces the power of the test
statistic, particularly when there is substantial data pre-change. Both MOSUM and
Page-CUSUM perform as in the first example.

Whilst we do not show the performance of mMOSUM in these examples, it shares a
similar sensitivity to choice of window proportion, k, as the MOSUM does for window
size.

The Page-CUSUM tries to avoid the issues with choosing a window size within
the MOSUM method, and is equivalent to maximising the MOSUM statistic over
w. However current implementations of Page-CUSUM are not online — in fact
the computational cost of calculating maxo<s<, |S(s,n)| increases linearly with n,
resulting in an O(n?) computational complexity.

An alternative approach (Page] |1954, 1955)) to detecting the change is based on
sequentially applying a likelihood ratio test under an assumed value for the post-
change mean, ;1. Under our Gaussian model with pre-change being 0, we have that
the contribution to the likelihood-ratio statistic from a single data point, x; is

LR(x4, 1) = iy (% — a:t) (4.5)

At time n, the test-statistic for a change at time s is the sum of these terms from
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Figure 4.1: Detection delays of CUSUM (in green), MOSUM (in red, with w = 50)
and Page-CUSUM (in blue) on three sequences. The sequences were generated in the
following way: (a) a sequence of 2000 observations with a change of size 1 at 1000;
(b) similar to (a) but with a change in the mean of 0.2; (c¢) similar (a) again, but
with an additional 8 x 10% observations at the start of the sequence. Penalties were
tuned accordingly to the simulation study in Section [4.2.3] The solid grey line refers
to the true changepoint location, the dashed segments to the detection delays of the

super-mentioned procedures.
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t=s+1,...,n. As we do not know the time of the change, we maximise over s:

Qppy = max H (% - l’t) .

We will call this statistic the sequential-Page statistic.
Whilst our definition of @, ,, involves a sum over n terms, [Page (1954) showed
that we can calculate Q,, ,, recursively in constant time as:

Q. = Max {0, Q11 + 1 (% — wt>} ) (4.6)

One issue with the sequential-Page statistic is the need to specify pu;, and a poor

choice of 11; can substantially reduce the power to detect a change. This is similar to

the choice of window size for MOSUM. To partially overcome this, in both cases we

can implement the methods multiple times, for a grid of either window sizes or values
of p1. Obviously, this comes with an increased computational cost.

4.2.2 FOCuS’ : solving the Page recursion for all j;

Our idea is to solve the sequential-Page recursion simultaneously for all values of the
post-change mean. That is we can re-write (4.6)) in terms of a recursion for a function
Q. () of the post-change mean p; = p. We then have Qo(p) =0 and forn =1,...,

Qule) = max {0, Quor() + e (wa— £} (4.7)
We would then use max @), (i) as our test statistic. It is straightforward to see that
for any 1, Qn(p1) = Qny,. Thus if we can efficiently calculate @, (1) then our test
statistic is equivalent to the maximum value of the sequential-Page statistic over all
possible choices of post-change mean.
Furthermore, the following proposition shows that this test statistic is equivalent
to the Page-CUSUM statistic (4.4)), or equivalently the maximum of the MOSUM
statistic over all possible windows.

Proposition 7 The mazimum of Q, (1) satisfies

1 1

m;fLXQn(M) = §P(n)2 = 5 max M,(n)?,

where P(n) is the Page-CUSUM statistic and M, (n) is the MOSUM statistic with
window size w.
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Algorithm 7: FOCuS" (one iteration)

Data: z, the data at time n; @, _1(u) the cost function from the previous
iteration.
Input: A >0
Qn(p) < max {0, Qn_1() +p(z,—%)}; // Algorithm 8 : amortized
O(1)
Q,, + max, Qn (1) ; // Theorem |5 : average O(log(n))
if 9, > ) then

2
3
4 ‘ return n as a stopping point;
5
6

=

end
return (), (p) for the next iteration.

The proof for this can be found in Appendix [B.1]

A skeleton of the resulting algorithm for online changepoint detection is given in
Algorithm [ We call this the Functional Online CuSUM (FOCuS ) algorithm. To
be able to distinguish this version, that assumes a known pre-change mean, we call
Algorithm [7] FOCuS° . The FOCuS° algorithm is only useful if it is computationally
efficient, and in particular if we can implement Steps 1 and 2 efficiently. These steps
correspond to solving recursion to get @, (1) from @Q,,—1(x) and then maximising
Qn(). We will describe each of these steps in turn, and present results on their
average computational cost.

4.2.2.1 Step 1: updating the intervals and quadratics

For Step 1 of Algorithmwe propose to update the value of @, (1) separately for > 0
and p < 0. These can be updated in an identical manner, so we will only describe
the update for u > 0. We will use the fact that maps piecewise quadratics
to piecewise quadratics, and hence @, () will be piecewise quadratic (see Maidstone
et al., 2017, for a similar idea) and can be stored as a list of ordered intervals of
u together with the co-efficients of the quadratic for @,(u) on that interval. Let
Sy = 2321 x; be the sum of the first ¢ data points. The quadratic introduced at
iteration 7 will be of the form

u(i :z:t—(n—T)g> :,u((Sn—ST)—(n—T)g>.

Thus, if at time n we know n and S, its co-efficients can be calculated if we store
7 and S;. This information stored for the quadratic does not need to be updated at
each iteration.
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As a result, to update @, (u) we need only add a quadratic, update the interval
associated with currently stored quadratics, and remove quadratics that are not longer
optimal for any u (i.e. whose associated interval is the empty set). Intervals only
change due to comparisons between stored quadratics and the new quadratic. The
new quadratic is a constant at 0. A key observation, simplifying the functional update,
is that the difference between a quadratic introduced at iteration 7 and 0 gives that
the new quadratic is better on the interval

t=7+1

Considering all 7 we get get that the new quadratic is better than all others on
2 max i T +00
T A= (n—T1)’ '
Therefore to update @, (1) we essentially need to recover

max Z o (4.9)

(n—7)

Furthermore this argument shows that the lower bound for any existing quadratics is
either unchanged, if it is lower than this value, or that quadratic can be removed.

One can show that the set of changes in @,(u) are part of the convex hull of
the 2D points {(1,51),(2,5%),---,(n,S,)}, see Lemma (3| in the Appendix. In fact,
our algorithm for updating the list of quadratics is based on Melkman’s Algorithm
(Melkman)|, |1987) for calculating the the convex hull of a set of points, and is given
in Algorithm [§l A graphical representation of 4 iterations of the procedure is found
in Figure . As described above, @, () is defined by k quadratics, with associated
triples denotes as (7;, s;,1;) for i = 1,..., k. These are ordered so that 0 =1} < -+ <
l. The idea is that at time n 4+ 1 we need to find the value of [ such that @, (I) =0,
by solving . We can do this by considering each quadratic in turn, starting with
kth quadratic and stepping through them in decreasing order. If we are considering
the ith quadratic we check whether @,,({;) < 0 or not. If it is we remove the quadratic
and move to the (i — 1)th quadratic (or stop if i = 1). If @,(l;) > 0 then [ > [; and
we find [ as the positive value of p such that the ¢th quadratic is equal to 0.

We can show that Algorithm |8 has an amortized per-iteration cost that is O(1).
The intuition is that each quadratic is added once and removed once, and otherwise
unchanged. Thus the average per-iteration cost is essentially the cost of adding and
of removing a quadratic.
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Figure 4.2: A graphical representation of FOCuS cost function across 4 iterations
from time 500 to 504 (left to right). Labels report the iterations where the quadratics
were added. The line being the newly added quadratic (hence yet to be updated).
We notice how the quadratic introduced at time 502, in purple, is pruned after just
two iterations, being no longer optimal.

Algorithm 8: Algorithm for max{0, @, _1(u) + p(z, — p/2} for p >0
Data: Q; (1) = Q an ordered set of triples {¢; = (3, s;, L) Vi=1,..., k},
x, and S,_1

15, Sp_1+x,; // update cumulative sum
2 Qi1 — (Thor =1, Skr1 = Spy Ly = 00) ; // new quadratic
31 k;
4 while 2(sgy1 — 8;) — (Tp1 — 7)l; <0 andi>1do
5 | ii—1;
6 end
7 et < 2(Ske1 — $i)/(Thw1 — T0); // update new quadratic
8 if ¢ # k then
9 ‘ Q<+ Q\ {1, - an}; // pruning old quadratic
10 end
11 return {Q, g1}, Sn
Theorem 3 The worst case complezity of Algorithm [§ for any data x1,...,x7 is

O(T) and its amortized complezity per iteration is O(1).

Proof: At iteration n, let k,, be the number of quadratics input, and let ¢, be the
number of times the algorithm repeats the while loop in Steps 4 to 6. Let C be the
cost of steps 1 to 3 and 7 to 11, and C5 be the cost of one set of steps 4 to 6. Then
the computational cost of one iteration of Algorithm [§]is C; + ¢, x Cs.

The key observation is that k, 1 = k, — (¢, — 1) + 1. That is if we repeat Steps 4
to 6 ¢, times then we will remove ¢, — 1 quadratic in Step 9 and add one quadratic in
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Step 11. Furthermore k; = 0 and k74 is the number of quadratics for Q7 (u). Thus
the total computational cost is

T T

T
2(01 +¢,Cs) = C1T + Cy Z cn = CiT + Oy 2(2 + Ky — kpt1).
n=1

n=1 n=1

Due to the cancellations in the telescoping sum and the fact that k; = 0 we have

T
chZQT_kT—I—l SQT

n=1

Thus the theorem holds O

As the overall computational cost is linear in 7T, the expected cost per iteration
must be constant. The proof gives a form for the overhead in terms of the operations
in Algorithm [§ In practice this cost is observed to be negligible relative to the cost
of step 2 of Algorithm [7| namely that of maximising Q, ().

4.2.2.2 Step 2 : maximisation

To implement Step 2 of Algorithm [7] we first use the trivial observation that if x,, > 0
then @, (1) < Qn—1(p) for all ;o < 0. Thus to check if max, Q,(x) > A we need only
check this for 4 > 0. Similarly if x,, < 0 then we need only check for < 0. To
perform the check we just loop over all quadratics stored for either u > 0 or u < 0,
and for each one check if its maximum is greater than A. For a quadratic with stored
triplet (7, s,1) this involves checking whether

(Sp —5)% > 2X\(n — 7). (4.10)

If we flag a change at time n, then we can also output the value of 7 corresponding
to the quadratic whose maximum is largest, and this will be an estimate of the time
of the change. The computational cost is thus proportional to number of quadratics
that are stored, and can be bounded using the following result.

Theorem 4 Let xq,...,x7,... be a realization of the process X; = u; + €; where ¢;
are independent, identically distributed continuous random variables with mean 0. Let
the number of quadratics stored by FOCuS® for p > 0 at iteration T be #I0... Then
iof p; is constant

E(#T)y) < (log(T) + 1),

while if p; has one change prior to T then
E(#Iiy) < 2(log(T/2) +1).
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The proof for this and can be found in Appendix By symmetry, the same
result holds for the number of quadratics stored for ;4 < 0. The conditions of the
data generating mechanism are weak — as the distribution of the noise can be any
continuous distribution providing the noise is independent.

The theorem shows that the expected per-iteration time and memory complexity
of FOCuS® at time T is O(logT). Furthermore, the expected per-iteration cost is
essentially equal to checking log(n) + 1 times if there has not been a change,
and for 2(log(n/2) + 1) if there has been an, as yet, undetected change. A change
of fixed size is detected in O(1) iterations, and thus the overall computational time,
for large T', will be dominated by the cost of iterations prior to the changepoint. For
data for size one million, the bound on the number of quadratics is less than 15.

The FOCuS® algorithm is not strictly online, due to the cost per iteration not
being bounded. But it is simple to introduce a minor approximation that is online.
Assume we have a constraint that means we can find the maximum of at most P
quadratics per iteration. A simple approximation is to introduce grid of points £m,
for m, € R*, p = 1,..P. There are then two natural approaches. One is that if
we have P + 1 quadratics stored we pruned to P quadratics by removing the first
quadratic whose interval does not contain a grid point. Alternatively we can keep all
quadratics but only find the maximum of the quadratics whose interval contains a grid
point. The advantage of this latter approach is that it avoids any approximations to
@ (1) which could propagate to future values of Q;(u) for ¢ > n. Both these methods
would dominate using the sequential-Page approach that used the same grid for p;
values. For example, if Q,(u) denotes the approximation to Q,(u) using the first
approach, then we have Q, (1) = Qp iy for all pq in our grid.

4.2.3 Simulation Study

We compare the FOCuS procedure with MOSUM, from and the sequential
Page-CUSUM statistics, from (4.6). In particular, the Page-CUSUM statistics was
evaluated on grid of 25 values illustrated in Figure[4.3} the geometric grid is denser at
the center in order to maximise power over changes of smaller magnitudes; similarly,
MOSUM was evaluated over an equivalent set of window sizes such that w; = (\/pu1;)?
with ji;; being a Page-CUSUM grid point. We furthermore compare the FOCuS®
procedure with its approximation on a grid of 10 points, obtained from a subset of the
same grid. This is roughly equivalent the number of intervals stored in FOCuS® over
a sequence of 10 thousand observations where no change is present (as 2;11 1 Jt =~
9.789). In Figure we find a comparison of the maximum of the FOCuS" statistic
against the values of the Page-CUSUM statistic evaluated on the super mentioned
grid. We note that as the true post-change mean p; falls exactly on one of the grid
points of the Page-CUSUM statistics, then the value of the statistics for FOCuS® and

61



Chapter 4. Functional Pruning Online Changepoint Detection

0 Zs 0 E 75 00
u u

(a) Page-CUSUM (b) FOCuS® approximation

Figure 4.3: On the left, the 25 points grid employed for the simulations concerning
the Page-CUSUM statitics, on the right, a subset of 10 grid points from the same
grid, needed for the relative FOCuS approximation.

Page are going to be equivalent. However, as the post-change mean p; falls exactly
in the middle of two grid points, then the FOCuS statistics is going to be higher the
Page-CUSUM statistic. Intuitively, Page-CUSUM should have an advantage whether
the true change does fall exactly on one grid point, whereas in other situations FOCuS
will perform better. On this observation, we build the following simulation study: we
first evaluate the average run length in function of various values of a fixed penalty.
Then we choose the smallest possible penalty for a guaranteed average run length,
and we evaluate the performances of a method through the detection delay.

We evaluate the run length in function of a fixed threshold up to two million
observations under the null N(0,1). Stopping times were recorded for a given
threshold, and results were averaged across 100 different replicates. Results are
reported in Figure 1.5, We notice how, up to a fixed run length, MOSUM threshold
is lower then both FOCuS and Page-CUSUM. When comparing FOCuS with Page-
CUSUM, of the benefits of the latter is in the slightly smaller threshold — this is
expected as we have already denoted how the FOCuS® statistics will always dominate
Page.

Fixed the thresholds as above, we compare the detection delay of the various
implementations. We superimpose on the previously generated sequences a piecewise
constant signal with a change at 1 x 10°, and we evaluate the average detection delay
by averaging the stopping time minus the real change location. The experiment
is then repeated for a range of change magnitudes, among those we find all the
Page-CUSUM grid points. Results are summarised in Table 4.1 We denote how
FOCuS" shows a faster detection delay compared to the Page-CUSUM on changes of
smaller magnitudes < 0.05. On larger magnitudes, Page-CUSUM slightly outperforms
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Figure 4.4: A comparison of the FOCuS® cost (in blue) against the evaluation of
the Page-CUSUM statistics on the grid introduced before (grey vertical lines) for
two sequences with a change of magnitude 0.48, in (a), and of 0.66, in (b). The
dashed black line refers to the true post-change mean. Blue labels refer to the
maximum achieved by FOCuS® , grey labels to the value of the Page-CUSUM for
each corresponding grid point in both cases.

FOCuS whether the post change mean falls in proximity of a grid point — this is
because, again, at the grid points, both statistics have the same value, but Page’s
smaller threshold results in a faster detection. On the contrary, in between points,
FOCuS outperforms Page, and this effect becomes negligible for changes of larger
magnitudes. The FOCuS” approximation suffers of a slower detection delay when
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Run Length

]
threshold

Figure 4.5: Average Run Length up to 1 x 10° in function of a fixed threshold for
FOCuS? , in green, for Page-CUSUM, in light green and for MOSUM, in red. Log
scale on the y axis.

compared to both Page-CUSUM and FOCuS® , however this is again reduced for
larger magnitudes, and the method still outperforms MOSUM.

In Figure we find a comparison of the FOCuS’ cost function and the
corresponding Page-CUSUM statistic evaluated on the various grid points. From
that it is possible to notice that as the true post-change mean p; falls exactly on one
of the grid points of the Page-CUSUM statistics, then FOCuS and Page are going
to be equivalent. However, in the case we have a post-change mean pu; exactly in
the middle of two grid points, then the FOCuS statistics is going to outperform the
Page-CUSUM statistic. This difference is less significant as the size of the change
increases, and this explains why performances amongst the two implementations are
similar for changes of larger magnitudes.

4.3 Extensions of FOCuS

In this section we discuss how the functional recursion of can be extended to
other models. We first show that Algorithm [§] also applies for the Gaussian unknown
pre-change mean model and we recover similar guarantees in terms of average runtime
complexity. For more complex models, we do not get such theoretical guarantees, but
functional pruning techniques developed in Rigaill (2015); [Maidstone et al. (2017)
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Detection Delay
Magnitude Page-CUSUM  FOCuS® FOCuS® 10p MOSUM

0.010 327399 325288 327468 392577
0.017 105578 104713 105743 126189
0.030 34426 34069 34210 38879
0.050 12173 12326 12683 14270
0.053 11109 11088 11445 12833
0.070 6568 6495 6704 7666
0.092 4016 4019 4139 4692
0.100 3371 3371 3460 3857
0.159 1247 1264 1283 1518
0.200 800 815 818 916
0.250 513 510 512 598
0.278 410 417 417 465
0.300 357 353 355 407
0.400 208 207 207 245
0.483 141 141 141 164
0.500 133 132 132 151
0.600 95.2 95.3 95.6 110
0.700 70 70 70.3 82.5
0.800 51.9 52.5 53.4 60.5
0.840 48.2 483 48.8 54.2
0.900 42.8 42.8 434 475
1.000 35.2 35 35.8 38.6

Table 4.1: Detection delays for Page-CUSUM, FOCuS° , and the FOCuS’
approximation on a 10 points grid for 20 change magnitudes. In particular, on the
left most column, we underline the magnitudes that fall exactly on the Page-CUSUM
gridpoints.

apply. We illustrate that they are empirically efficient (in O(log(7T')) per iteration) for
a loss function robust to outliers proposed in Fearnhead and Rigaill (2019).

4.3.1 FOCuS when the pre-change mean is unknown

Assume we are observing a sequence of observations zi,...,x, distributed as a
N(pp, o) under the null and as N(pui,0) under the alternative, with ¢ known and
p1 7 po- As suggested by [Yu et al.| (2020), a natural test for a change in the likelihood
ration statistic

Q.= max > (w—p)— > (w—m) . (4.11)
Te{l,...,n} p— —
Ho,pu1 ER = =7+

Yu et al| (2020) present finite-sample results that demonstrate the statistical
optimality of such a test. They also present algorithms for evaluating this test statistic.
The fastest algorithm that avoids any approximation is O(n) in computational
complexity per iteration while being O(n) in storage, which make their methodology
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infeasible to a true online setting. For the rest of this paper will refer to such algorithm
as Yu-CUSUM.

Let us explain how we can solve (4.11]) using the functional recursion of FOCuS"
. A key observation is that the difference in cost between a change at 7 and a change
at n for any two means p and p; can be written as:

T

D (@wi—po)’+ Y (wi—p)* =Y (w—p0)* = — (11— pto) <2 > m— o — Ml) (4.12)

t=1 t=7+1 t=1 7+1

The right hand size can be rewritten as —d(2) ", x; — m) taking § = py — po and
m = po + p1. As before we can consider separately the case § > 0 (up-change) and
d < 0 (down-change). We will discuss the case § > 0 only, as the other case follows
immediately by symmetry. For 6 > 0 the sign of only depends on m, and we
recover, as in for the known pre-change mean case, that a change at n is better
than a change at 7 if m is in the interval :

n

2y ﬁ : +oo>. (4.13)

t=7+1

Hence, we can update the intervals and quadratics corresponding to candidate changes
exactly as in Step 1 of FOCuS® using Algorithm

We provide in Appendix a pseudo-code description of the FOCuS algorithm
in case the pre-change mean is not known, but in essence there are only two small
differences between FOCuS and FOCuS" :

1. For the interval update (step 1), in FOCuS® for up-changes we could restrict
our attention to py € [uo, +00) (resp. (—o0, ug| for down-changes), whereas in
FOCuS, not knowing the value of the first segment mean, we need to consider
all cases for m, i.e. m € (—o0, +00).

2. For the maximisation (step 2) in FOCuS’ we only need to optimize the value
of the last segment, whereas in FOCuS we also need to optimize the pre-change
mean.

We derive in Theorem |5| in appendix the same bound as FOCuS® on the
expected number of candidates showing that the expected per-iteration time and
memory complexity of FOCuS at time 7" is O(log(7T)).

4.3.2 FOCuS in the presence of outliers

Further extensions of FOCuS are to use different loss functions to the square error loss
obtained from a Gaussian log-likelihood. Motivated by the application in Section [4.4
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we will consider a robust loss function, the biweight loss, which enables us to detect
changepoints in the presence of outliers (see Fearnhead and Rigaill, 2019). We define
thie loss as

Lz, 1) = —max{(% —xt>2,K}, (4.14)

where K is a user specified threshold. Using that in our online setting we recover the
following functional recursion:

Qn(p) = max {Z L(z1,0), @na(p) + L(zn, M)} : (4.15)

Using ideas described in Section 3.2 of |[Fearnhead and Rigaill| (2019) it is straightfor-
ward to implement this recursion for all y efficiently. For this model we are unable
to recover a bound on the expected number of candidate changepoints. However we

observed empirically that the cost for iteration 7' is in O(log(T)) (see Figure [£.6).

4.3.3 Simulation Study

In Figure we find a comparison of the runtime between FOCuS? , FOCuS , the
robust implementation introduced in (R-FOCuS) and Algorithm 3 from [Yu
et al.| (2020), denoted as Yu-CUSUM. Runtimes were recorded for multiple finite
sequences of lengths ranging from 100 to 5 x 10%. To produce a fair comparison both
implementations were written in C++4, all simulations were performed on a common
personal computer. We find little difference when comparing FOCuS® with FOCuS
, both showing an empirical linear increase in timings with the latter being slightly
slower. When comparing FOCuS to Yu-CUSUM, we find a comparable runtime only
up ton = 100, after which FOCuS is generally faster, in particular on larger sequences,
given that Yu-CUSUM shows quadratic complexity. Lastly, we notice how R-FOCUS,
while still retaining a linear computational complexity, has a larger overhead compared
to the simpler implementations.

As one could estimate the mean of a Gaussian process when the pre-change mean
is unknown, and use that value to run the algorithms introduced in Section 4.2} the
second comparison we make is between FOCuS" with the pre-change-mean known
learned over a training sequence and FOCuS with the pre-change mean unknown.
We study in particular the performances of FOCuS® as we vary the size of training
data from 100 observations up to 1 x 10°. We compare both average run-length as
a function of the threshold, and detection delay as a function of the magnitude of
a change. For each experiment, we report summaries over 100 replicates, and the
results on detection delay are for thresholds chosen so each algorithm has an average
run-length of 1 x 10°. In all cases we simulate data with 1 x 10° data points prior to
the change. Results are summarised in Figure [4.7
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Yu-CUSUM |
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100 4
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FOCuS
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100 1000 10000
Run Length

Figure 4.6: Runtime in milliseconds of FOCuS° , FOCuS , R-FOCuS and Yu-CUSUM
in function of the length of the sequence (log-scale on both axes). Grey lines refer to
an expected O(n) increase (dashed) and O(n?) increase (dotted).

FOCuS with pre-change out performs FOCuS® . In part this is because it requires a
smaller threshold to achieve the same average run length. Furthermore the detection
delay of FOCuS® can be substantially increased if the estimate of the pre-change
mean is close to post-change mean; whereas the reduction in detection delay when
the estimate of the pre-change mean is away from the post-change mean is much less.
The advantage of FOCuS is that it can improve its estimate of the pre-change mean
using the data prior to any change. Thus we see substantial benefits of FOCusS relative
to FOCuS” when the amount of training data is small. It is only when the amount
of training data is of the same order as the amount of data prior to the change that
FOCuS" gives similar results to FOCuS .

4.4 Application of FOCuS to the AWS Cloudwatch
CPU utilization

We now evaluate FOCuS by comparing with a bespoke anomaly detection algorithm
on the Amazon CPU utilization datasets from the the Numenta Anomaly Benchmark
(Ahmad et al. [2017). The aim with these datasets is to detect anomalous behaviours
in the CPU utilization of various Amazon Cloudwatch instances. For each dataset
anomalous behaviours have been manually flagged by experts, and those stand as the
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Run Length
Detection Delay
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threshold magnitude

(a) Average run length in function of a (b) Detection delay in function of various
fixed threshold. magnitudes of a change.

Figure 4.7: Comparison between FOCuS pre-change unknown and pre-change known.
Blue line corresponds to FOCuS with pre-change unknown, while the other lines
correspond to FOCuS for different training set sizes: 100 (light green); 1000 (dark
green); 1 x 10* (pink); and 1 x 10° red. Both figures have a log-scale on the y axis.

ground truth. The data sets are shown in Figure [4.8] and demonstrate a range of
behaviour. As point anomalies are common we will use the R-FOCuS algorithm.

When evaluating algorithms we will follow the methodology in [Ahmad et al.
(2017). A detection is deemed to be correct if it lies within £0.05 - n of the true
anomaly, where n is the length of the time series; and multiple detection within the
window are allowed. A method can use the first 15% of each dataset, a portion of
data known to not include any anomalies, to set tuning parameters. We use this
data to tune both K in the biweight loss and the detection threshold as described in
Appendix [B.4

As some data sets have multiple anomalies to be detected, we have to adapt
R-FOCuS so that it does not stop once a change to some anomalous behaviour has
occurred. To adapt R-FOCuS we simply initiate the procedure again at the estimated
changepoint location after a detection is triggered. In order to reduce the number of
false positives and to extend the average run length of the algorithm, at each detection
we inflate the penalty by a factor of log(7y)/ log(7s—7s_1), with 7o, ..., 7, being a vector
of estimated changepoint locations.

We compare R-FOCuS with numenta HTM, the best performing algorithm to
date on these data. Numenta HTM (Ahmad et al) 2017) is an anomaly detection
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algorithm that employs an unsupervised neural network model to work with temporal
data (Cui et al., [2016]) to perform anomaly detection.

Results are summarised in Figure [1.§ and Table 4.2l We find that R-FOCuS has
better performances in term of Precision, the proportion of true anomalies detected,
and Recall, the proportion of detections that are true anomalies, compared with
Numenta HTM. On a case to case basis, in most of the sequences both algorithm
flagged correctly the anomalous behaviours. HTM overall achieves slightly shorter
detection delays (with the exception of f), however it produces more false positives
(13 false detections against 7 of R-FOCuS ). In terms of missed detections, both
algorithms perform similarly, with R-FOCuS missing and anomaly in a which flagged
by HTM, whilst in d we observe the opposite.

Overall, this shows the flexibility of R-FOCuS for online change detection,
especially considering that R-FOCuS is a simpler approach which is operating under
model misspecification, and with significantly shorter computational run-times than
Numenta HTM (on 3000 observations R-FOCuS takes roughly 2 milliseconds against
the 4 minutes for HTM).

Detector Precision Recall
R-FOCuS 0.58 0.82
Numenta HTM 0.50 0.76

Table 4.2: Precision and Recall for R-FOCuS and Numenta HTM.
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Chapter 5

A Nonparametric Approach to
Online Anomaly Detection

5.1 Introduction

The challenge of sequential nonparametric changepoint detection has seen significant
development in recent years. See, for example, [Tartakovsky et al| (2014) for an
excellent introduction to the area. Contributions include the work of |Gordon and
Pollak (1994)), [Ross and Adams (2012)), and Padilla et al. (2019), for example, who
introduce novel approaches to detect changes in an unknown distribution. Others,
including |Chakraborti and van de Wiel (2008); Hawkins and Deng (2010)); Murakami
and Matsuki (2010); Ross et al. (2011); [Mukherjee and Chakraborti (2012)); Liu
et al. (2013); |Wang et al| (2017) and |Coelho et al. (2017) seek to address a different
nonparametric challenge: the sequential detection of changes in the mean, scale, or
the location of the data. Such methods have also found application in a range of
fields including monitoring financial systems (Pepelyshev and Polunchenkol 2017,
monitoring viral intrusion in computer networks (Tartakovsky and Rozovskii, 2007)),
detecting changes in social networks (Chen, 2019), genome sequencing (Siegmund),
2013), and radiological data (Padilla et al., [2019).

Our work is motivated by novel challenges increasingly encountered within many
contemporary digital settings, such as those found in the telecommunications sector.
In such environments it is increasingly important to perform device-side analyses on
units with limited computational power and data storage capability or adding as
little computational overhead as possible. Existing methods, such as those mentioned
above are unsuitable for use in such cases as they require the entire data stream to be
stored and analysed a posteriori, whereas our memory-constrained setting makes this
impossible. As a consequence, an online approach that uses a lighter data footprint
is required.
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The first example we present, encountered by an industrial collaborator, can be
seen in Figure [5.1 Here we display two sample data sets of a key operational metric
that are routinely monitored to identify problems with networking devices. Figure
[.1j(a) displays data from a healthy device, whereas the data in Figure[5.1|(c) contains
an event that triggers a user intervention. Note, in particular how the structure of the
data changes in the region when the event occurs. This can perhaps be more clearly
seen in Figures [5.1[(b,d). The ideal, therefore, is to be able to (i) identify the start
of changing structure in advance of the user being required to start an intervention —
we call the correct detection of such an event an ‘anticipation’; (ii) using an approach
that does not necessarily require the same underlying distribution pre- and post-
change and (iii) can still permit (more subtle) non-anomalous changes in structure
that occur over time due to typical operational issues (e.g. electrical interference, line
optimisation etc).

g,
Density

Metric

200 300 400 500
Observation Number 2 4 6

(a) (b)

0 100 200 300 400
Observation Number 95 100 105 110

(c) ()

Figure 5.1: Example of telecoms operational data: (a) a series without an event, and
(c) a series with an event taking place between the two red lines. The corresponding
kernel density estimates are presented in (b) and (d) respectively.

The second example aims at monitoring for the movement of a DualShock
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controller through the y-axis reading from the accelerometer. Each data stream
consists of 2000 observations, over 100 different data series. The controller is then
directly or indirectly moved at a known time, changing its state. In Figure [5.2] we
present an example of each of the four different types of movement considered, and
remark that we model the movement of the controller as a change in distribution. The
aim of this application is to detect the presence of an user trough the movement of
the controller as quickly as possible. An online efficient method is required due to the
high frequency at which the data is recorded and not to have a huge computational
overhead.

1500, H
1000 H

() (d)

Figure 5.2: Examples of the four different types of movement experienced by the
controller. These correspond to picking up the controller (a), sitting on a sofa where
the controller is lying (b), shaking the controller (c), and sliding the controller along
a table (d).

Many existing methods, such as those mentioned above, are unsuitable for
use in this setting as they typically require the entire data stream to be stored.
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Unfortunately in our problem setting, such memory constraints are no longer possible.
To overcome this one might, for example, consider adopting an online nonparametric
changepoint detection approach using a sliding window, such as in the MOSUM
test (Chu et al.| 1995 |[Eichinger and Kirchl 2018; |Kirch et al. 2018; [Meier et al.,
2021). Alternatively a control chart based approach, e.g. Ross and Adams| (2012),
might be considered. Unfortunately, as described above, our telecoms operational
metric can exhibit non-anomalous shifts in mean and variance. Such structure, while
operationally acceptable, may cause a control chart based approach to return excessive
false alarms due to the cumulative nature of the test statistic. Consequently we choose
to adopt a sliding window to guard against this. Further, existing nonparametric
sequential changepoint detection methods prove unsuitable as they do not expect the
null distribution to change over time. To this end we introduce a new windowed,
nonparametric procedure to detect sequential changes in an online setting. Taken
from the Latin, nunc (‘now’), our approach provides a Nonparametric UNbounded
Changepoint (NUNC) detection.

We propose two variants of NUNC: NUNC Local, and NUNC Global. The
first of these algorithms, NUNC Local, performs the detection in a sliding window,
considering only the points inside this window. This allows for the implementation
to work in an online setting. The second, NUNC Global, uses an efficient updating
step to compare the distribution of the historic data seen with the distribution of the
data inside the sliding window; if these differ significantly, a change is identified. The
rest of this paper is organised as follows: In Section we outline the methodology
behind our new sequential tests. In particular, we detail the existing nonparametric
changepoint methods our work is based upon, and in Section we provide details
of our two new window-based changepoint detection tests. The remainder of the
section then explores the properties of the test, including the choice of quantiles and
threshold in Section [5.2.2] We then explore the performance of NUNC Local and
NUNC Global using both simulated scenarios (Section and data arising from the
previously described telecommunications setting (Section [5.4).

5.2 Background and Methodology

Our approach builds on the recent work of |Zou et al.| (2014)) and Haynes et al.| (2017al),
utilising a nonparametric likelihood ratio test as the basis for the proposed sequential
Nonparametric test. In so doing, the method permits a range of data distributions
to be modelled, without the need for restrictive parametric assumptions. Below we
introduce both NUNC approaches, and provide a discussion of their various features
including computational performance and the choice of quantiles. However, prior to
doing so, we review the pertinent literature on nonparametric changepoint methods.

We begin by outlining some notation. Assume that we observe a data stream
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of real valued independent observations 1, xo, ..., x;, and that the data stream can
contain a changepoint, at some (unknown) time point 7. Further, assume that
is the start of this data stream, x; is the most recently observed point, and that
for j > 4, x;; = x;...,x; denotes a segment of the data. If a change is present in
the data at 71, then we refer to x,...,x, as the pre-change segment, drawn from
a distribution Fy(-). Similarly, z, 41,...2,, are considered to be drawn from post-
change distribution, Fy(-), with F} # F.

Following [Zou et al.| (2014)), let F}.;(¢) denote the (unknown) cumulative distribu-
tion function (CDF) for the segment x;, ..., x;, and Flzt(q) as its associated empirical
CDF. Le.

Fra(q) {anj<q)+05x]1( )}. (5.1)

Under the assumption that the data are independent, then the empirical CDF will
follow a Binomial distribution. That is,

tF14(q) ~ Binom(t, F1.,(q)). (5.2)

Using the Binomial distribution, we write the log-likelihood of the segment
Try41y- - Try @S

~ ~

Ll i1mi0) = (72=71) | Fririma(@0)108(Fr1:0,(0)) = (1= Fry 1 (@) J08(1 = Prsaima(0))]

(5.3)
Consequently, equation can be used to form a likelihood ratio test statistic for
the detection of a change at a single quantile of the distribution as follows:

max L(x1:r3q) + L(Xr414:9) — L(21:459).

1<r
Following Zou et al. (2014) and Haynes et al. (2017a)), this test statistic can
be averaged over multiple quantiles, ¢i,..., ¢k, in order to search for a change in

distribution. The statistic for such a test can be formulated as follows:

Ck(14) = mnax 7= Z 2 [L(z1rs qr) + L(@ri13 @) — L(21:45q1)] - (5.4)
Here K is the fixed number of quantlles to be averaged over. |Haynes et al.| (2017a)
propose that a value of K is chosen that is proportionate to log(t). The choice of
quantiles at which the empirical CDF can be evaluated will be discussed later in
Section [5.2.2]
Using this test, a changepoint is declared when Cgk(x1;) — 3 > 0. Thus the
stopping time for our test becomes
K
max » 2[L(z17;qr) + L(Tri1e; qr) — L(T145 )] > KB, (5.5)

1<7<¢t
k=1
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where (3 is the threshold for the test.

Having outlined how the existing (offline) nonparametric tests work, and how the
cost function from this work can be used to devise a stopping rule for a sequential
changepoint detection test, we are now in a position to introduce our two variant
nonparateric approaches.

5.2.1 Two Sequential Changepoint Detection Algorithms

We now introduce two different, yet related, approaches that can be adopted within
this nonparametric framework: NUNC Local and NUNC Global. Common to both is
the use of a sliding window, and the test statistic given in equation . Where the
two approaches differ, however, is the manner in which the data observed outside the
window are handled. In NUNC Local, a simplistic perspective is adopted, taking the
data contained within the sliding window into account — i.e., previously seen points
that fall outside this window are forgotten. The advantage of this approach is that
the sequential test is immune to false alarms that might be caused, for example, by
a natural drift in the underlying distribution of the data. The drawback, however, is
that the empirical CDF must be estimated only from the data in the window and so
any historic information is lost.

NUNC Global seeks to overcome the short-comings of NUNC Local. Specifically,
NUNC Global stores the empirical CDF that has been estimated using all data
observed so far, and tests whether the data from such empirical distribution differ
from the data observed in the current window. In Section (.4l we will seek to
contrast the differences between these to variants. However, prior to this, we describe
both search methods more carefully, whilst also describing various properties and
recommendations.

5.2.1.1 NUNC Local

Our first method takes a sliding window of size W and performs the test on the data
within this sliding window. In the sliding window of points we have that

K
Q= max Y 2[L(xwirr @) + L1 ) — L@-wirsar)],  (5.6)
k=1

t—WH1<r<t

where K is the number of quantiles and 3 is the test threshold. When Q! > K g3
then the algorithm stops at time t and declares that a change has occurred at time 7.
A description of NUNC Local pseudocode can be found in Algorithm [0

The choice of the parameters for NUNC Local, including the window size,
quantiles, and threshold; will be discussed in Section and in simulations in
Section [5.3] We remark here, however, that the choice of K and the size of the
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window is related to the computational cost of NUNC Local. In particular, this cost
is K- O(W?).

Algorithm 9: NUNC Local Algorithm

Data: {z;_wi1,..., 21,2}, the last W realizations from a data generating
process X.

Input: >0, K <W, qi,...,q quantiles

¢ —log(2W —1);

Q thHJlr%}éTSt [Zszl 2 (E(x(t—W):T; @) + L(Tr 105 Q1) — L(Tg—w)a; Qk))]§

=

N

3 7" < argmax [Zszl 2 (ﬁ(ﬂﬁ(t—W):T; @) + L(Trp1:05 Qi) — L(Tg—w)a; C]k))];
—Wl<r<t

if Q@ > K3 then
‘ Return 7* as a changepoint
6 end

[3, SN

In order to reduce the computational requirements of NUNC Local, which is
quadratic in window size, it is possible to instead perform the search on a subset
of the points in the sliding window. In this setting, we obtain the stopping condition:

K
max Y 2[L(z-wirr; qk) + L(Tri105 @) — L(T—wire; ar)] > KB, (5.7)

where By C {t — W + 1,...,t}. This corresponds to changing the maximisation
in Algorithm refalg: Forgetting to taking place over the set B; rather than the
entire window. Using a subset of size J << W, the computational cost of NUNC
Approximate is reduced to JK - O(W). To find a suitable subset of values to search
inside the sliding window, we first note that intuitively it only makes sense to search
for a change in the right hand half of the window. This is because the data in the
left of the window has already been scanned for a change several times. Moreover,
we can also establish the following: that there exists a point on the right hand side
of the window such that a changepoint cannot be detected to the right of this point.
For any quantile ¢ the test statistic is bounded such that

T T W —r
»C($t—W+1:r§ Q) + £($T+1:t; Q) - »C(l"t—WH:t; Q) < _W log W - (W - T) log ( W ) .

(5.8)
Furthermore, for fixed W, this equation is decreasing as 7 increases, and so if 7 is
the point such that

T* ™ W —71* 15}
T ee o (w— )1 <z
AT (W T)og( 7 )_2
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then for 7 > 7% detection of a change is impossible.
Proof 1 See Appendizx.

As a consequence of Proposition [}, only a portion of the right hand side of the window
needs to checked, and the value of this cutoff can be found, with the value for 7* being
calculated numerically. Further computational efficiencies can be realised for NUNC
Local if it only performed on a spaced out grid of points. This is due to the value of
the test statistic being correlated at nearby points. Consequently, if segmenting the
data at ¢ does not return a change, then it is unlikely that a change will be detected at
t+ 1. As a result, we propose to use an equally spaced grid of J points starting from
the centre of the window, after it has been trimmed using the value of 7*. However,
one drawback of using the grid method is that there will be a higher detection delay
for smaller values of J. This is due to it taking longer for the change to reach a
point that we are checking. As such, we conclude that there is a trade-off between
computational efficiency and detection delay when using the approximated algorithm.

5.2.1.2 NUNC Global

NUNC Global differs from the NUNC Local. Specifically it tests whether or not the
data in the window comes from a different distribution to all the data seen so far.
To store the information in a memory efficient manner, we again fix K quantiles and
update the longrun empirical CDF, denoted by zg,)(-), each time a point leaves the
sliding window. The recursive equations for this update step are as follows:

ZI(/II;V) (q) = FI:W(Q)7

Zx(/fzﬂ)(@ = # (t— W)Z‘(/f/)(Q) + F(t—W+1):(t—W+1)(Q) , t=>W. (5.9)
-W+1

L.e. the long run empirical CDF is updated to take into account the point that will

leave the sliding window at the next iteration. The Global algorithm then compares

the distribution for the long run empirical CDF to the distribution of the data in the

sliding window, denoted by Ft_W+1:m(‘).

To implement this approach, we need to obtain a CDF estimate of the full data.
This is given by a weighted mixture of the long run empirical CDF and the current
segment empirical CDF estimate. Assuming we are at time, m, and have a sliding
window of size, W, we write this as

~ ~ t—W W .
Frn(q) = Fra(q) = ——20(@) + - Fiow1a(q).
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With these distributions in place, we can obtain the equivalent likelihoods, given
respectively by

Llanawst) = (t = W) |2 (0) log(=47 () — (1 = 50(@)) log(1 - #(@))]
£<37t7W+1:t§ t) =W [therl:t(Q) log(Ft7W+1:t(Q>> - (1 - Ft7W+1:t(Q)) log(l - ﬁ’t7W+1:t<Q)):|
ﬁ(xht; 75) =1 [Ffull(Q) log(ﬁfull(Q)) - (1 - Ffull(Q)) log(l - Ffuu(Q))} . (5'1())

The test statistic is then given by:
K
Q?l()bal = Z 2 [»C(xl:t—W; Qk:) + E(mt—W+1:t; Qk;> - £($1:t§ ka)} . (5-11>
k=1

When Q7°** > K8 we stop and declare a change at time t. Pseudocode outlining
the Global algorithm is provided in Algorithm [I0] We note that the computational
cost of NUNC Global is KO(W).

Algorithm 10: NUNC Global Algorithm

Data: z_w1).w, the last W realizations from a data generating process X;

ZI(;/) (qx) for qi € t1.x

Input: g > 0; K < W; t1.k the fixed quantiles.
Q <+ Zle 2[L(zre—w; qr) + L(Te—wiras @) — L2105 Q)5

1
2 if Q@ > Kf3 then

3 ‘ Return ¢ — W as a changepoint.

4 else

5 Zr(/ffﬂ)(%) — t_v%/.H (t— W)Zt(;/)(Qk) +F(t7W+1):(t7W+1)<Qk) for g1 € qu.x.
6 end

The advantage of this approach, over NUNC Local, is that only K pieces of
information are required to store information about the estimate of the CDF of the
null distribution, irrespective of the number of points observed so far or the size of
the sliding window, satisfying the memory constraint requirement of our application.

5.2.2 Parameter selection

The execution of both NUNC Local and Global require the selection of a various
parameters, including the K quantiles ¢, ..., g, and threshold 5. Additionally, the
size of the sliding window W must be chosen with care. In practice, W be chosen
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based on specific knowledge of the application and data generating process at hand.
We defer further discussion of this until Section [5.3] where we consider the impact of
W on different simulation scenarios.

Next we turn to the challenge of choosing the K quantiles qq,...,qx. The value
of K itself should be chosen to be proportionate to log(WW), in line with the method
proposed by Haynes et al| (2017a)). In particular, the value K = [4log(n)| was
proposed, see Haynes et al.| (2017al Section 4.3) for details. Given K, one approach to
choosing the {gx} would be to evaluate evenly spaced empirical quantiles. However,
an alternative approach is motivated by Haynes et al| (2017a, Section 3.1)). That is,
we select ¢, such that

g = (1 (W + 1) exp [%(21{ . 1)D_1 , (5.12)

where ¢ = —log(2W — 1). The reason for making such a choice is that this gives a
higher weight to values in the tail of the distribution (Haynes et al., |2017a), allowing
for more effective change detection. In the Local algorithm, the ¢; will be updated
as the window changes; in the Global algorithm, however, these K points are fixed in
time. As such, the values of g, must be obtained using the first W points of data the
algorithm analyses. In some situations, however, this issue can be avoided because
there is prior knowledge of the underlying distribution for the data. In this case known
quantiles can be utilised rather than estimating them from the data.

Another important requirement for the two algorithms presented here, as in
other sequential changepoint methods, is the ability to control the false alarm rate
(Tartakovsky et al., 2014). In general, the value of 8 will be tuned so that the
probability of a false alarm for data under the null hypothesis is set to some level
«. This will be the case, for instance, in the telecommunications application where
the threshold value will be tuned on devices where no even is detected. That said,
we can follow a similar approach to that of |[Eichinger and Kirch (2018) to obtain
an idea of how beta relates to the probability of a false alarm. Indeed, we can
(asymptotically) approximate the distribution of each term in the sum of equation
by a chi-squared-1 distribution (Wilks,|1938). This is the asymptotic distribution
of the likelihood-ratio test for a fixed ¢, 7, and ¢, assuming independent identically
distributed (i.i.d.) data. With this approximation, it can be shown that: If g is
chosen such that § = max {(i, 52}, where

Pr=1-8K"log (W(t —0;4/+1))

B, = 1+2\/210g (W(t_WJF 1)),

(67

then the probability of a false detection by time ¢ is bounded above by «.
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Proof 2 This result follows from bounds on the tail of sums of chi-squared distribu-
tions and a Bonferonni correction — see the Appendix for details.

It should be noted, that in situations where the window size is large this bound
may be conservative due to it being an asymptotic bound. Furthermore, when the
assumptions of data independence and identical distribution are not met, this bound
may not hold, as illustrated in simulations. In such settings we suggest selecting a
threshold by tuning on a data stream that does not contain any changes.

If using an approximate grid of size J < W, then it is necessary to replace the
values of W in the above proposition with the value J. Furthermore, as a corollary
to Proposition a bound can be obtained for use in NUNC Global.

Corollary 2 If 3 is chosen such that = max {S1, 52}, where

51 =1- 8K_1 10g (m)

8, = 1+2\/210g (W)

then the probability of a false detection by time t is bounded above by a.

Proof 3 The proofs follows similarly to Proposition however we perform only
one test, rather than W tests, per window.

Now that the methodology behind NUNC has been presented, and methods for
quantile and threshold selection discussed, we consider its performance within various
simulation settings.

5.3 Simulation Study

In this section we perform examine properties of both NUNC approaches in various
simulation settings. These can be see in Figure 5.3 The first (Figure p.3{(a)) is a
change in the mixture proportions of a bi-modal Gaussian distribution, whilst the
second example considers a change in the scale of a Cauchy Distribution. The third
setting is a change in the amplitude of a sinusoidal process, and the final setting is
that of a change in the drift parameter of an Ornstein-Uhlenbeck (OU) process. Both
the sinusoidal and OU examples are included to highlight how NUNC performs when
the independence assumption is not met. Realisations of each of these data generating
processes can be seen in Figure [5.3|

In what follows, we explore the performance of each method across the four given
scenarios. In particular we consider the influence of window size on the power, and
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Figure 5.3: Four different simulations scenarios: (a) change in the amplitude of a
sinusoidal process; (b) change in scale of a Cauchy distribution; (c¢) change in mixture
proportions of a bi-modal Gaussian distribution; and (d) change in the drift parameter
of an Ornstein—Uhlenbeck process.
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the detection delay, of the test. In each setting we will also compare the NUNC-based
tests against a MOSUM test, as implemented by Meier et al. (2021), a competitor
nonparametric online changepoint algorithm that has a lightweight data footprint.

5.3.1 False Alarm Probability

We begin by considering the false alarm rates returned by the three methods (NUNC
Local, NUNC Global and MOSUM) for 100 replicates of each of our four data
generating scenarios, without a change being present. In each case, the series
generated was of length 1000, with K = 20 and W = 150 for NUNC Local and
NUNC Global. For comparison, we also compared against the equivalent MOSUM
procedure (i.e. W = 150, and other settings set to default). The resulting false alarm
rates for a range of thresholds can be seen in Figure [5.4]

To explore the practical utility of Proposition [5.2.2] we compare the thresholds
required for the i.i.d. multi-modal Gaussian and Cauchy change-in-scale false alarm
rate when seeking to achieve a 10% false alarm rate. Our study highlights that penalty
values of 9 and 10 are required by the NUNC Global algorithm for the multi-modal
Gaussian and Cauchy scenarios respectively. In these two settings, penalties of 11.6
and 12.6 respectively were required for NUNC Local. This compares favourably with
the approximate penalty values selected using Proposition m (9.51 and 12.30 for
the Global and Local cases respectively). Unsurprisingly, in the case of the (non-i.i.d.,
temporally dependent) sinusoidal and OU scenarios, the penalties required for a 10%
false alarm rate differ from those provided by Proposition

5.3.2 Detection Power and Detection Delay

We now turn to consider the detection power and detection delay of the NUNC
algorithms in a variety of settings. Following Tartakovsky et al. (2014), we define
the detection power as the probability that a changepoint is detected after it has
occurred, and the detection delay as the difference between the stopping time of the
test and the time the changepoint is known to have emerged. Again we focus on 100
replicates of each of the four scenarios displayed in Figure 5.3 where each series is of
length 1000 and the change occurs at time ¢t = 300. In each case we seek to estimate
the detection power and detection delay, controlling the false alarm rate at 10% and
allowing the window size W of the algorithms to vary.

Results for the detection power, and detection delay, are summarised in Tables
and respectively. It is notable that NUNC is able to detect changes in a variety
of settings, including those where the data has time-dependent structure. We also
note that NUNC Global outperforms NUNC Local in most cases, except when the
underlying distribution is sinusoidal. This is perhaps to be expected since NUNC
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False Alarm Rate
False Alarm Rate
False Alarm Rate

Figure 5.4: The False Alarm rate for increasing threshold values for the four different
simulation scenarios analysed with (a) NUNC Local, (b) NUNC Global and (c)
MOSUM. The dotted line indicates a false alarm rate of 0.10, and the error bars
indicate two standard deviations. In each plot the simulation scenarios are represented
by sinusoidal change-in-amplitude (dark blue); the Cauchy change-in-scale (light
blue); in emerald green, the change-in-mixture proportions (emerald green); and the
change-in-drift in a OU process (light green).

Global incorporates the long-run empirical CDF which stores the historical data.
This allows for better identification of departures from the null when the data is
stationary. When the data is non-stationary, however, this is not so beneficial and so
the performance of NUNC Local is comparable.

Turning to consider the results obtained for the detection delay, displayed in Table
it is evident that NUNC Local demonstrates stronger performance than that of
NUNC Global. This is as expected, because NUNC Global checks if the distribution
of the data in the window differs from the long run empirical CDF, whereas NUNC
Local checks each point in the window (after pruning as per Proposition 1) for a
changepoint within the window.

In comparison to the MOSUM, the detection power of NUNC typically exceeds it
except in the specific case of multi-modal data being analysed with a large window.
The reason MOSUM performs so well in this case is due to the fact that the change in
mixture proportions can also be cast as a change in mean. For the sinusoidal process,
however, the non-stationarity of the data means that the threshold that is required is
too high for detection to take place.

The results in Table also illustrate how, as one might expect, the performance
of NUNC Local improves for stationary data as the size of the window increases.
Specifically, the larger window provides a better estimate of the CDF of the
(stationary) data stream, which in turn makes it easier to identify when a change
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has occurred. The price for this increased power, however, comes in the form of an
increase in computational cost due to the larger window size. As such, there is a
trade off between detection power and the computational burden of NUNC Local.
For NUNC Global, on the other hand, in many situations the use of the long run
CDF provides a better estimate of the distribution under the null. This somewhat
reduces the need to increase the window size.

5.4 Applications

5.4.1 Monitoring Operational Performances of Network De-
vices

We now revisit the telecommunications example, briefly introduced in Section [5.1], to
explore the utility of NUNC in this setting. Recall that the data consists of historic
records of a key operational metric routinely monitored on devices that have limited
computational power and data storage capability. We have records for 473 such
devices, of which 133 were known to contain a (series specific) event that triggered
a user intervention. Due to the specifics of the application, engineers believed that
it is possible to identify the start of the event in the operational data before a user
identifies and makes an intervention. If this is true, then it would be desirable to
identify the start of changing structure in advance of the user identifying and making
an intervention. We call the correct detection of such a change in advance of user
identification, an ‘anticipation’. Conversely, the detection of such an event before it
is resolved is called a ‘detection’. The aim of this exploratory analysis, therefore, is to
identify to what extent NUNC can (a) identify the correct (event-containing) series
and (b) to what extent it can be used to ‘anticipate’ or ‘detect’.

Before summarising the results, we briefly discuss the various parameter choices
made: specifically, the threshold g, the window size W, and the choice of K. In line
with Haynes et al. (2017al), we choose K = [4log(W)]. The choice of 5 was made to
control the false alarm rate at a desired level after discussion with domain experts.
In this particular setting, false alarms can be tolerated if this results in improved
identification of real events. Consequently a false alarm rate of 15% was selected. In
order to identify the appropriate value of 3 to achieve this, we first fix a window size
and then perform NUNC on the 340 data series without the event, choosing a value
of B that gives the desired false alarm rate. NUNC is then applied to the 133 series
known to contain an event using this [, for the chosen window size, to explore the
power of the approach for different window sizes. A similar process is also used to
implement the MOSUM test; again, the threshold is chosen to control the false alarm
rate at 15% for a given window size.

In Figure [5.5(a) we present the anticipation rate for a range of window sizes. As
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Figure 5.5: In (a) comparison of anticipation rates achieved by the Local (Solid Line)
and Global (Dashed Line) variants of NUNC, and the MOSUM (Dotted Line), for
varying window sizes, for a window size of 100 and a false alarm rate of 15%. In (b) a
histogram illustrating the distribution of the time between the detection of an event
by NUNC Local and the report by a customer, for a window size of 100 and a false
alarm rate of 15%.

can be seen, a window of size between 80 and 120 performs the best, with NUNC
Local correctly identifying (i.e. anticipating) > 50% of events in advance of user
intervention. We also note that NUNC outperforms the MOSUM for various choices
of W. One reason for this is because the MOSUM test threshold is set to avoid
detecting the non-anomalous changes in mean that many of the series exhibit, and
this reduces detection power.

False Alarms 1% 5% 10% 15%
Local 0.08 (0.37) | 0.28 (0.59) | 0.38 (0.68) | 0.51 (0.77)
Global || 0.03 (0.36) | 0.06 (0.51) | 0.20 (0.67) | 0.35 (0.76)

MOSUM || 0.02 (0.02) | 0.04 (0.08) | 0.05 (0.10) | 0.06 (0.12)

Table 5.3: Table illustrating proportion of events anticipated (and detected) for
varying rates of false alarms for both NUNC Local and NUNC Global.

Finally, for a fixed window size (W = 100) we explore the anticipation and
detection rate as the false alarm rate (or equivalently () varies. The results are
summarised in Table [5.3, and Figure [5.6]

From the results presented, one remark that can be made is that the detection
power for NUNC Local and NUNC Global is similar, with both achieving over 75%
for a false alarm rate of 15% and window of W = 100, but the anticipation power of
NUNC Local is significantly better for a range of false alarm rates and window sizes.
As in the simulations on detection delay, this is due to the way that NUNC Local
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Figure 5.6: Comparison of event anticipation (a) and event detection (b) rates
achieved by both the Local (Solid Line) and Global (Dashed Line) variants of NUNC,
and the MOSUM (dotted line), for a window of size W = 100 and a false alarm rate
of 15%.

04
False Alarms

checks every point within the window for a change, allowing for a shorter detection
delay. A second observation is that NUNC achieves better results than the MOSUM
in terms of both anticipation, and power, as the false alarm rate varies.

5.4.2 Controller Data Analysis

In this section we perform an analysis of a DualShock controller movement dataset.
As described in the introduction, the corpus contains 100 data streams consists of
2000 observations each. The aim of the analysis is to detect a change in the physical
state of the controller, which could be either directly or indirectly associated with the
presence of a user.

To measure the performance of NUNC we perform NUNC Local, the NUNC local
approximation from [5.7] (referred as NUNC Approx), NUNC Global, and the MOSUM
on each data stream. We record a successful detection if a change is identified after
the known time of the change, we record the detection delay as the difference between
the stopping time and the time at which the real event occurred. In Table we
present the results for the detection test using K = 15, a window of size 100, for
NUNC Approx J = 5, and the § value set according to Proposition to give a false
alarm rate of 1%. To allow for a comparison with the MOSUM procedure we tune its
threshold so that the false alarm rate is controlled at 1% on the data streams before
movement occurs.

As can be seen from the results in Table [5.4] the performance of NUNC outstrips
that of the competitor. Furthermore, NUNC Local is able to offer the best
performance in terms of power but it is only marginally better than NUNC Global.
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Method Power | Delay | Delay sd
NUNC Local 0.79 98.68 162.63
NUNC Approx 0.77 | 149.35 221.45
NUNC Global 0.76 90.71 100.76

MOSUM 0.31 96.68 179.67

Table 5.4: Table depicting the performance of the variants of NUNC and the MOSUM
on the controller movement dataset.

We also see that NUNC Approx offers comparable detection power with NUNC Local,
for a saving of as many as 95 x 1901 checks for a change, however the use of a smaller
grid drastically increases the detection delay.

One aspect of NUNC Local that can also be explored in this application is how
the detection power can be affected by both too small, or too large, a penalty value.
Indeed, too small a penalty results in early detections that are recorded as false
positives and reduce detection power, whereas too large a penalty results in missed
detections. This is depicted in Figure 5.7 The problem is less apparent for the
Global variant, however, because of the use of the historic information stored in the
long run CDF. Finally, we observe that the detection power for larger thresholds
is increased for NUNC Local for a larger window; this is because a larger window
contains the changepoint for a longer period of time, offering more opportunities for
detection at the expense of enhanced computational cost. By fixing the number of
checks completed, however, NUNC Approx affords this extra power without this extra
cost. This demonstrates the power of the method.

TPR
~

TPR

~

Figure 5.7: Detection power of NUNC Local (blue), NUNC Global (red), and NUNC
Approx (green) for a window size of 100 (a) and 200 (b) with respect to changing
values of f3.
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Chapter 6

Remarks and Conclusions

Three novel methodologies were introduced during the course of this thesis: (a)
DeCAFS, extending the FPOP recursion to a more sophisticated model accounting for
both autocorrelation in the noise and a fluctuating mean signal; (b) FOCuS, extending
the sequential Page-CUSUM statistics to an online analysis to deal with a pre-change
mean unknown and to more sophisticated models; and (¢) NUNC Local and Global:
two related, nonparametric changepoint methods with a lightweight data footprint.

Concerning DeCAFS and FOCuS, there are various ways of developing the
recursions, that build on other extensions of the functional pruning version of optimal
partitioning. For example, conditions on the underlying mean object of inference
could be implemented to produce inference constrained to specific change patterns
(Hocking et al., 2020), or a geometric decay on the mean between segments (Jewell
et al., 2020)). Of major interest is a derivation of a multidimensional recursion, as
this is one of the limiting factors of the functional pruning recursions, as they are
currently restricted to the one-dimensional case. This could be solved either exactly
thanks to the recent findings of |Runge (2020)), or through a grid-based approximation
on the domain of the parameters.

Ultimately, based on the latest functional pruning developments, the goal is
to derive a versatile offline and online multivariate changepoint detection method.
Ideally, such a method should be capable of dealing with non-standard change patterns
and scenarios, various stochastic processes, whilst also being robust to outliers and
model misspecification. One possible way of doing so would be to embed the online
changepoint problem within a discrete-state hidden Markov model as seen in |Runge
et al.| (2020a), encoding all the novel recursions on the different state transitions.

Concerning NUNC, we denote how the Global implementation offers greater power
in instances where there is a stationary underlying null distribution for the data
(cf. Section . Conversely NUNC Local shows greater resilience and is able
to outperform NUNC Global in settings where the process contains time-dependent
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or other non-independent structures, such as in the examples that we considered.
As with any approach, NUNC has various weaknesses that might be identified for
criticism. For example, the estimation of the empirical CDF from windowed data
means that gradual changes are likely to go undetected. In addition, as identified
by our simulation study, NUNC Global struggles with changing structure in time-
dependent series. The investigation of potential alternatives to the NUNC framework,
that can resolve such weaknesses, are left as avenues for future research.

Lastly, some work could be done in order to provide better initialization values for
each method, which could lead to further improvements on the statistical performance
of each method respectively. For instance, work could be done to improve the initial
estimation of parameters o, o, and ¢ for DeCAFS, or providing a procedure to pick
W the window size and K the number of quantiles for NUNC. This is particularly
challenging in an online scenario, as no look-up-ahead is allowed and therefore there
is the need for online estimators to learn and adapt parameters iteratively.
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A.1 Proof of Proposition

The initial condition for @ (u) follows immediately from its definition.

Then, for t € {2,...,n}, we need to condition the problem separately on whether
or not we have a changepoint. If we consider no change in the mean of the signal,
then we can we can re-arrange the cost at time ¢ based on the cost at time ¢ — 1 in
the following way:

Qululd, = 0) = mgn{@um) + M= w2+ (e = 1) = 9y —u>)2} .

Similarly, when we have a change:
2
Quulo 7 0) = min { Qi) + 7= 0= 07+ (G0 = ) = o1 =)+ 5}

=i { Qa0 42 (0= ) = blus — ) 4.5}

where the second equality comes from minimising over 9.
Lastly, to obtain the whole cost at time ¢t we take the minimum of these two
functions:

Qi(p) = min {Q;(p|6; = 0), Qe(p|6; # 0)}
i { Qs+ i = 0% 8} + (0= ) — o~ ) |
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A.2 Proof of Proposition

From the result obtained in Appendix [A.1] simple, albeit tedious, algebraic manipu-
lation enables us to re-write the recursions for Q:(u|d; # 0) and Q:(u|é; = 0) in terms
of the infimal convolution operator. Let z; = y; — ¢y;_1.

For Q;(u|d; # 0), we can rearrange

7((% — 1) — oY1 — U))2 = (2 — p+ pu)’

Y(ze — p)* +70°u® + 2yduz, — 2ydup

= (2 — p)? + 0" + 2ypuz + yp(u — p)* — ypu' — you
2

2
— bl 2001 - 9) (u= 22 ) a0 e -

2

Hence, we have

Quulé #0) = min [@t_xu)—wu—fb) (v-12) +w<u—u>2]

+ (2= (1= @)u)*+ 8

gl
l—¢

= INFoooli) + 725 (2= (1= 0h) +5 = Q)

where

@Fmonhmw—vwl—@(u— & )é

Similar, for Q;(u|d; = 0), we can rearrange

A(p —u)? + 7((% — ) = O(ye1 — U)>2

2
= (ot N =001 0) (w12 ) o et ) -

Hence

5 g 2 -
Quuld, =0) = INFo,_ga(0) + 72 (2= (1 = 9)) = Q7 ()

where Q;_; is defined above. O
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Comment 1 If ¢ < 0 then v¢ < 0 and the infimal convolution INFg, | ,4(t) is not
defined. In this case we make a transformation of variable v = —u so that

Qu(uld; # 0) = min [Qtl(—v) —79(1 - 9) <_” 1 it¢> +79(—v — M)2]

Y
e (= o+
i 2
— i | Quea(-) =900 =) (v 125 ) = ol 4 20 )| 4 1 (L o+
i 2
— i | Quea(-) = 7000 = ) (0 120 ) ol = 2o+ 7+ 2100° 4 42)
v
T ¢(Zt —(1=)u)?+p
i 2
= i [Qua(=0) 2001 0) (v4 12 )+ 2900+ o - m?]
+7 j ¢(Zt — (1= @)u)* + 2yop” + B
o } 7 2 2
= INFg, | e (1) + % <Zt - (1= ¢)M> + 2yopu” + 5,
where )
Qs = Quea(-) 1601 = 0) (w21 ) 4 2o

Simalarly if v + X < 0 then we need to make a similar change to the equation for
Q(u|d, = 0). This becomes

~
1—-¢

Qi(pldr =0) = INFg, | 1oin(p) + (Zt —(1- ¢)M>2 +2(v¢ + N)p?,

where )
_ 2z
Ques(0) = Qual=0) = 29(1 = 0) (14 25 )+ 2004 Ae?
If $ < 0 then v¢ < 0 and the infimal convolution INFg, , ,4() is not defined. In
this case we make a transformation of variable « = —u and ¢ = —¢ so that

7<(yt — 1) — O(Yr—1 — U)>2 =z —p+ ou)® =y(z —p+ QEQ)Q

2
2

= 70(i— p)’ = 76(1 - 9) (ﬂ— 115) +76
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by the same manipulation as given at the start of this section.
Thus using that Q;_1(u) = Q;_1(%) we obtain

2
Qo #0) = min [Qt_1<—a> ~0(1=d) (7= 2= ) i m?]
R CRlCROD
_ N2
= INFo, 50 + 7= (2 = (1= )+ 5 =@F ()
where )
Ques) = Qe () =931 = ) (7= =)
Similarly, using the same transformation @ = —u and ¢ = —¢ we also derive
v Y L o=
Qululdi =0) = INFg,_, 5\(0)+ (20— (L= ) = Q7 ()
where (@t,l is defined above. O

A.3 Algorithm for INFq,,

Algorithm 11| shows how we can now calculate INFq, ., in a linear-in-piece O(s) time
complexity. In this algorithm we have input ¢! = INFg!, where ¢! is the i'" piecewise
quadratic from Q; with i € {1, ..., s}. Algorithmcomputes the intervals, DoM® such
that {pDOMY",i = 1,...,s*} is the partition of the real line for INFq, ., with @, storing
the associated quadratics for each interval in this partition. In Algorithm [I1] we use
the list-operator Last(l) to designate the last element of the list [; index Last(l),
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delete Last(l) to get the associated index of the last element or to delete this element.

Algorithm 11: INFq, ., pruning

Input: List of ordered quadratics (q!,q¢?,..., ¢ ¢)
1 begin Initialization: (), means ”"Remaining quadratics” and LB " Left
Bound”

2 | Qu (@) LB e (—0)

3 end

4 for i =2 to s do

5 j < index Last(Q)

6 | g qi(pi) —ql(pi) =0 with ¢l(u) < ¢l(p) for > p; close to
7 | while u; < Last(LB) do

8 delete Last(Q,); delete Last(LB)

9 J « index Last(Q.)

10 pi + () — ¢l (pi) = 0 with i (n) < ¢l(p) for pu > p; close to p;
11 end

12 Q. + (Q.,q)); LB + (LB, ;)
13 end

=
'y

s* = #LB (the number of element in LB)
15 fori =1 tos*—1do

16 | poMm! =|LB(i), LB(i +1)]

17 end

18 DOM? =]LB(s*), +o0|

19 Return ), and (DoM., ..., DOM?")

A.4 Additional Empirical Results

A.4.1 Distorted Parameter Estimation

To see what might happen in case of a distorted parameter estimation, as mentioned
in the simulation study of Section [3.0] please refer to Figure [A.1] We can see there,
how even when misspecifying the model, in this case via fitting a pure AR(1) when
there was some drift in the signal, we find a distorted signal p estimation, however
we are still able to reconstruct the changepoint locations relatively well. A complete
simulation study on the behaviour of the estimator is in the supplementary materials
of Romano et al.| (2021)).
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-100-

Algorithm
-200-
> — DeCAFS

— DeCAFS.est

—-300-

-400-

Figure A.1: An example of a sequence generated with o, = 4, 0, = 2, ¢ = 0.14, with
relative signal and changepoints estimates of DeCAFS with real parameter values
compared to DeCAFS with estimated ones. On this particular sequence, our estimator
returns values for initial parameters of &, = 0, ¢, = 4.6, ¢ = 0.98, resulting in a
distorted signal estimation.

A.4.2 Comparison of DeCAFS and AR1Seg on a Ornstein-
Uhlenbeck process

We compare performances of both DeCAFS and AR1Seg from |Chakar et al.| (2017)) on
a discrete Ornstein-Uhlenbeck process with abrupt changes. Let y1., = (y1,...,Yn) €
R™ a sequence of n realizations of the process:

y=mte t=1,....n

where fort =2,....n

e = fr+ 1
and ¢ ~ N(0,0?), f; is a piecewise constant signal we wish to infer the changes
11

of whether f; # f,_1, and finally v, is a discrete Ornstein—Uhlenbeck process defined
by:
Vg = Vi1 — Oy +ouny; with o, C\éN(Oa 02).

Differently from the RW process introduced in the main model in Equation (3.1
the OU process is a mean reverting process, which rather then diverging as a pure
Random Process would do, it reverts to its original initial value. This is regulated by
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the parameter 0, where it can be seen that for # = 0 we observe a pure Random Walk
process.

We performed a small simulation study comparable to the previous ones, which
is summarised in Figure [A.2] where we report the average F1 scores of DeCAFS and
AR1Seg over 100 replicates of each experiment. Separate figures for precision and

recall can be found in Appendix [A.5] Figure [A.7]

none randl
1.0-

7

0.6-

0.4-
Algorithm

up updown AR1Seg est

1.0- //——— //—’—— — DeCAFS est

0.6-

F1Score

0.4-

000 025 050 075 1.00 000 025 050 075 1.00
0

Figure A.2: F1 score on different scenarios with an underlying OU process as we vary
6. Data simulated fixing 0, = 1, 0,, = 1 and o = 1 over a change of size 10.

We denote how DeCAFS is relatively robust to this kind of model misspecification,
producing good changepoints estimates overall, especially for larger values of 6. As a
matter of fact, for § ~ 1 we have in fact a simple AR(1) noise with changes: in this
scenario AR1Seg matches DeCAFS performances.

A.5 Additional Simulation Results

In Figures and [A.4] we summarize the results of the first simulation of Section [3.6
in terms of Precision (the proportion of detected changes which are correct) and
Recall (the proportion of true changes that are detected). Similarly, Figure
shows Precision and Recall for the simulation with an AR(2) noise, Figure shows
Precision and Recall for the simulation with an underlying sinusoidal signal, and
Figure [A.7] shows Precision and Recall for the simulations where the local fluctations
in the mean are from an Ornstein-Uhlenbeck process.
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Figure A.3: Precision on the 4 different scenarios from the main simulation study of
Section Should be read in conjunction with Figure
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Figure A.5: Precision (a) and Recall (b) on different scenarios with a AR(2) noise.
Should be read in conjunction with Figure [3.5
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Figure A.6: Precision (a) and Recall (b) on different scenarios with an underlying
sinusoidal process. Should be read in conjunction with Figure [3.6]
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Figure A.7: Precision (a) and Recall (b) on different scenarios with an underlying
Ornstein-Uhlenbeck process. Should be read in conjunction with Figure [A.2]
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Algorithm AR1Seg est — DeCAFS est

rand1 up updown
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Figure A.8: F1 score (a), Precision (b) and Recall (c¢) on 3 different change scenarios
with an independent between-the-changes AR(1) noise as we vary ¢. Data simulated
fixing o, = 2 over a change of size 10.

As an extension on the simple AR(1) noise (Figure|3.4|A), we investigate a further
case of model misspecification. Differently to what already shown, we now assume
independence in the AR(1) noise across the various segments. Results for F1Score,
Precision and Recall across the 3 change scenarios are summarised in Figures
For values of ¢ < 0.5 DeCAFS has comparable performances to the ones of the model
where we have dependence across segment. Throughout DeCAFS tends to perform
similarly to or better than AR1Seg.

Figure shows a comparison between LAVA and DeCAFS when the mean is
sinusoidal with abrupt jumps.

105



Appendiz A. DeCAFS
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Figure A.9: On top: comparison of the F1 Score, in A1, Precision in A2 and Recall,
in A3, for DeCAFS est (in light green) and LAVA (red) and LAVA est (in orange)
on the updown scenario for a sinusoidal signal over a range of different amplitudes.
On the bottom the first 250 observations of two realization of the experiment with an
amplitude of 2, in B1 with no changes, whilst in B2 with 20 changes. The continuous
line over the data points represent the relative signal estimations of DeCAFS est
LAVA oracle, and LAVA est; the segments their changepoint locations estimates. In
B1, in particular, LAVA est and DeCAFS est have an almost equal signal estimation.
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B.1 Proof of Proposition

It is straightforward to show, for example by induction, that the solution Q,(u) to
recursion (4.7) can be written in the form

~~~~~

Hence

_ . -
max Qn(p) Trzqf?fn{mgXZu(wz > }

w

2
n
1 (zg‘n—wﬂ%‘)
= max { —w | =L 2

The second line uses the fact that the maximum over p is when p is the sample mean
of ¥;.,. The terms in the final expression are just (1/2)M,,(n)? as required. The result
in terms of P(n) follows directly from P(n) = max,, M,(n). O

B.2 Focus pseudo-code
One way to deal with the pre-change mean unknown case is to split the total cost

function in two components, one for the pre-change and the post-change means. We
introduce the recursion:
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Qnp) = Q)1 (1) + p(22y — 1)
Qn (1) = max{Q, (1) + p(2x, — p), max Qn (i)},

where Q,, = max, Q) (¢) — max, Q" (). A description of the algorithm is found in
algorithm . Compared to FOCuS® we observe a minor additional computational
overhead from the need of storing, updating and maximising the Q° cost.

Algorithm 12: FOCuS (one iteration) — Pre-Change mean unknown

Data: z;, the last realization from a data generating process X;
O (1), QL (i) the cost functions from the previous iteration.

n—1 n—1

Input: A >0
1 Qn(p) < Qny(p) + p(2w, — p);
2 Qp (1) = max{max, Q0 (1), Q) (1) + p(2z, — 1)} ; // Algorithm
3 Q, + max, Q} (1) — max, Q%(u) ; // Theorem |5 : average O(log(n))
4 if 9Q,, > A then
5 ‘ return n as a stopping point;
6 end
7 return Q° ,(u), QL ,(u) for the next iteration.

B.3 On the expected number of changes stored by
Focus

B.3.1 Variants of the FOCuS implementations

We study the number of candidate changepoints 7 € {1,--- ,n} stored by FOCuS
at each iteration. We first report three different variants of the FOCuS optimization
introduced in Chapter [l We can have:

e FOCuS? which solves the problem for a known pre-change mean jq (typically
0) and unknown post-change mean fi;.

Q) = TeI{I%aXn} {Z(l’t — o) — Z (@ — M1)2} - (B.1)

""" t=1 t=7+1

This problem is solved through Algorithm [§ an algorithm similar to the
Melkman’s algorithm (Melkman, [1987)).
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e FOCuS which solves the problem for both unknown pre-change and post-change

means:
Qn - TEI{I},aX,n} {Z(xt N 'LLO)2 o Z (xt - lul)Q} . (B2)

p1,p0ER t=1 t=r+1

e FOCuS’" which solves the problem in the case we do not know the first segment
mean and the value of this mean is optimized:

szt = er{r%ax ) {max Z(:)ct - ,uo)2 - Z (z — ﬂ1)2} . (B.3)
O ) —1

Ho
ui€R t=7+1

This is solved in Appendix [B.2] This can be done in a similar fashion to the
functional-pruning update of the pDPA algorithm with one change (Rigaill,
2015)).

B.3.2 Assumptions and definitions

We assume that:
Ti = i + &, (B.4)

where ¢; are i.i.d with a continuous distribution and ; is a piecewise constant signal
in 1 or 2 pieces. We denote a true changepoint with 7.
We define the cost of a segmentation x;,; with a change at 7 as:

T

Qi:j,r(ﬂo,ﬂl) = Z(xt - Mo)2 + Z (2 — ,u1)2.

t=t t=7+1

with pre-change and post-change means jio and p;. As a convention, for j = 7, we
J

take: gij;(1to, ) = D25 (2 — po)?*.
Sets of changepoint candidates. We call Z) ; the set of candidate changepoints
stored by FOCuS’, Z,.; the set stored by FOCuS, and Igft the one stored by FOCuS*".

By definition those will be:

I’?] = {T | El Hi, VT/ 7é T, qi:j,T<O7IU/1) < Qi:j,7’<07,ul)}7
T {7 | 3 po, 1, V7' # 7, Qi (po, 1) < Qirjr (Mo, 1) }

Ii;ojpt = {7' | 3, VT ET Hll;)ﬂ Gizjr (fho, p1) < Hlltionqz':j,r'(ﬂoam)}.
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We will first show that Igj and Iff " are in Z;.j. Our goal will then be to control
the size of the set Z;,; of candidate changepoints stored by FOCuS . To this end, we

will consider separately the sets of positive and negative changes:

If] ={7 [T p < pa, VT # T, Qi:j,r(:uonul) < Qi:j,r'(M07M1)}- (B.5)
Izij = {T ’ El Ho > u17VT/ 7£ T, qi:j,7'<1u0>,ul) < qi:j,T’(/L[):ﬂl)} . (B6)

B.3.3 Main results

On the assumption of a realization from (B.4)) we can get the following bound on the
number of changepoints stored by FOCuS®, FOCuS and FOCuS".

Theorem 5 For alln >1
E#T,) < E(#T1,) and EH#ILY) < E(#Tvn)

For D = 0 we have:

n

E#I},) = E#I;,) = Y 1/t < (1 +log(n))

1

and

E(#TI.,) = 22”: 1/t <2(1+log(n)).

For D =1 we have
E(#I1.,) < 4(1 4 log(n/2)).

Overview of the proof. The proof to this theorem relies on a combination of three
lemmas, summarized here:

1. Lemma : Z,.; includes both fo " and Z9..:

250

2. Lemma : for i < j <k we have T, CTL U ,;

3. Lemma [3} Z;; is the set of extreme points of the sequence Sj,;

and Lemma , that controls the number of extreme point of a random-walk (derived
from |Andersen, [1955; |Abramson, [2012). The four lemmas are covered in details and

proven in Appendix [B.3.5]

110



Appendiz B. FOCuS

For signals with no or one change of size n=1024 to 4194304
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Figure B.1: Number of observed candidate stored by FOCuS for signals with no change
or with one change. The two black lines represent the function y = x and y = 0.5x.
Red and blue line are the fitted regression lines for respectively the no-change and
single-change scenarios.

Proof 4 Using lemma[1] we obtain the first two inequalities.
For D =0 we apply Lemma )| both on I}, and I;,,.
For D =1, using lemma |4 we get that

I]—\i_/[(xl:n) g I]\—Z(xlzr*> U I&(£T*+l:n)-

We then apply Zemma on Iy (x1.0+) and Iy (xri1.). The worst case is obtained for
" =n/2. By symmetry on I,;(x1.,) we obtain the final result. O

B.3.4 Empirical bound evaluation

To illustrate the bound of Theorem 5| we simulate signals of various length n (from
n = 2% to n = 10??) without no change (5 replicates) and with one change (100
replicates). We then record the number of candidates stored by FOCuS . Where a
change was present, its location was sampled uniformly between 1 and n—1. Similarly,
the change magnitude sampled uniformly at random in [0, 4]. Results are summarised
in figure We denote how the observed number of candidates is always less than
4(log(n) + 1), with the average being around 2(log(n) + 1).
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B.3.5 Inclusions and convex hull Lemmas

We begin with the two inclusion lemmas.

Lemma 1
% C Ty, and IO C 1T,

Proof 5 We get the first inclusion by definition of I and Zy.p,.
Consider a change T in Ifﬁt. Then there exists j1y such that for all 7/ # T

MMy Qrenr (o, 1) < 00 Gz (1o, f11).
Defining fr = min,,, q1.n+ (o, 1), we get:
Qijir (fls 1) = I%n Gizjir (fhos p1) < Hﬁtn Gicjr (Mo 1) < Gicjrr (s 1)
Therefore T is also in Iy.,. O

Lemma 2 Fori <j <k
T, C I3UTh, (B.7)

Th C TyUTi, (B.8)

Proof 6 Consider any 7 in (i + 1 : j) NZL}

157
we get that

El MO?Nl?v T/ # T, qi:j,ﬂ'(,u07 ,ul) < Qi:j,T’(,u07 :ul)v

then by definition and using equation

therefore T is also in I7,. We proceed similarly for any 7 in (j +1: k) ﬁIthlzk. By

symmetry, we get the result for I, . 0

A useful identity For any 7, 7/, ug and p; we have that

Gicjir (10, 112) = Gizjrr (pho, 1) = (po — 1) (2 D w o - m) : (B.9)

T+1

which does not depend on 7 and j. This identity simplifies the proof of the following
lemma which relates the set Z7; and Z;; to the convex hull of S;.;.

Lemma 3 The set of T in I;r] are the extreme points of the largest convex minorant
of the sequence Si;. By symmetry, the set of T in L, are the extreme points of the
smallest concave majorant of S;;.
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Proof 7 Using equation , we get that if 7' is in Ifj it must be that for any T
and 1"
1_:7'4-1:7" < jT’—l—l:T;

’
g T T . .
With Ty 1.7 = % This is equivalent to for all T and 7" :

ST/ - ST ST” —_— ST/
<

7

;0

T —T " — 7

and therefore is part of the largest convex minorant of the sequence S;.;.
We get the result on I, ; by symmetry. 0

The next lemma is based on |Andersen| (1955)).

Lemma 4 Assuming the x; follow an i.i.d continuous distribution on i : j with ji; =
pi for all't ini: j then E(#L};) = E(#1I;;) = ST+ 1)

Proof 8 We use lemma [5 and then apply [Andersen| (1955) (definitions at pages 1
and 2, then pages 23-24). O

B.4 Estimation of initial parameters

We propose a simple sequential estimator for the initial parameters needed to run
FOCuS in an semi-supervised manner. The basic idea to tune the A threshold value
is to run the FOCuS procedure without a threshold on at most w values, for w < n,
then compute:

) — max{mﬁlx Qi(p) Vi=12,...w}

Using such value as a penalty will very naively ensure that the FOCuS procedure will
run for at least w observations. The next step would be the one of inflating this value
A®) in order to provide a longer average run length to the algorithm: which is we
set A = kA, On the application within Section simply found that the value of
= %(1 —¢) with w = 300, m = 700 and & being an estimate of the standard
deviation of y1, ..., ¥y, produced reasonable results.
For tuning the K parameter of the bi-weight loss, one could simply store the initial
w values and, if any observation within 1.5 interquantile ranges of those values are
present, i.e. if we are in presence of outliers, then simply tune the K to be the highest
occurring value within this limit. Then, one can simply run FOCuS as described
above to tune the \ parameter with the newly found K. In total, this estimation
adds a linear in w computational overhead, which consist in temporarily storing the
initial w values and performing the estimation of the K.
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NUNC

C.1 Proof of Proposition 6|

Proof 9 In order to prove the desired bound, we focus on the extreme case where
either 1., < q and x,11.w > q, or vice versa, and note that this case maximises the
exTPTesSsion
L(zt-wi1r;q) + L(Tri1459) — L(Te-wi1:65 ), (C.1)
for any quantile q.
By writing out the likelithoods in the above equation, it can be observed that

L(x—wi1:r:q) =0, L(xr114:9) =0, and

Elarwasia) = g You g — (W = 1) log () (©2)
in the case where each x1.. > q and v, 1.w < q. We also have
Cloicwaasia) = o+ (7 = ) 1og (117 (©3)

W—t

when 1., < q and T 1.w > q. Given both > and are less than one, the log
terms in equations (C.2) and (C.3) are both negative. As such, we can bound both

equations (C.2)) and (C.3) above by the following bound:

T T W —r
L@ i) <~ log - — (W — 1) log ( ) .

w W W
As this case dealt with the mazimum of equation (C.1)), this then means that for any
quantile ¢ and window of data x1,...,xw we have that
T T W —r
L(i—wirr; @) + L(Tr 4145 9) — L(Te—wi14:q) < W log W (W —7)log ( W ) )

(C4)
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as required. Additionally, we note that this equation is decreasing in T for fixed W .
We then consider the test statistic, given by equation (5.5). As a result of the

bound in equation (C.4)) if
_ 7)] < KB

then detection is impossible, as the bound for the test statistic does not exceed the
threshold for the test. As a result, we conclude that if

W—T><E
%4 -2

T T W
2K |~ log — — (W — 1)1
WOgW (W —1) og(

* *

T T
T g (W= )1
WOgW (W T)og(

then due to the fact the expression decreases as T increases then for T > 7* detection
1s impossible. This completes the proof.

C.2 Proof of Proposition

Proof 10 A false alarm by the time t under NUNC' Local can be written as

t K
=P < U swni%}éTQ; 2 [L(zsmwrrs @) + L(Tri1iss @) — L(Tsmwr153 Gr)] = Kﬁ)

t s K
S P (Z 2 [»C(xs—W—i-l:T; Qk) + ‘C(J:T+1:5; Qk) - 'C(xs—W—‘rl:s; Qk)] Z Kﬁ)
+1 k=1

(C.5)

The next part of the proof uses the fact that, under the i.i.d. assumption,
asymptotically for any quantile the following holds

2 [ﬁ(l‘s—W—l—l:T; Qk) + ﬁ(xT—&—l:s; Qk) - *C(ms—W—&—l:s; Qk)] ~ X%

As in |Wainwright (2019), it can be shown that if a random wvariable X; follows a
X3 distribution then it is Sub-Exzponential with parameters 4 and 4. That is, X; ~
SE(4,4).

Under dependence, as is the case between different quantiles, if X; ~ SE(v2,b;)

then > " X; — E(X;) ~ SE ((ZL V), max; bl-), and so

K
D L(rewirrs @) + L(@ri1si gn) — L(@swi1s3 gr)] — K ~ SE(AK?, 4).
k=1
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We then use a well known bound on the subexponential tail (Vershynin|,|2018) to obtain

s=W r=s—W+1 k=1

Z Z P (22 [L(Ts—wirr; G) + L(Tri1is; @) — L(Ts—wi1s; Gr)] > Kﬁ)

s=W t=s—W+1

<W(t—W +1)exp (—%min{KB;K,(Ki};K)z}). (C.6)

t s K
- Z Z P (Z 2 [ﬁ(xS—W-FlZT; Qk) + £(x7'+1:s; Qk) - £(xs—W+1:s; Qk)] - K Z Kﬂ - K)
k=1

We can set this final line equal to a to control our desired false alarm rate. We
have two cases in equation ((C.6) and must bound above by the largest of these. The

first case is that
Kp— K
Wi(t—W+1)exp (—%) =«

in which case we choose

B =1-8K'log (W(t—OTZ/V—l—l))'

On the other hand we have the case where

Ve s ey ()

and solving this gives

By = 1—1—2\/210g <W<t _y+1)).

We then choose the larger of 81 and By, completing the proof.
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