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Abstract 

 

Introduction: Diabetes mellitus is a metabolic disorder leading to multiple health conditions 

including diabetic foot ulcers (DFUs), which often become infected. Current therapies are ineffective 

and contribute to antimicrobial resistance (AMR). Therefore, new non-antibiotic treatments are 

required. Cold Atmospheric Plasma (CAP), an ionised gas, has the potential to resolve infection by 

delivering reactive species (RS) such as hydrogen peroxide (H2O2) deep into the wound. CAP can also 

be used to deliver antimicrobial drugs from a hydrogel dressing also known as plasma-activated 

hydrogel therapy (PAHT). 

Aim: To investigate the potential of a PAHT for the treatment of infected DFUs. 

Methods: A systematic review compared two bacterial detection techniques – 16S rRNA gene 

sequencing and conventional culture. The physical (electrical and optical) and chemical (RS delivery) 

characteristics of CAP jet were studied. Povidone-iodine (PVP-I) solution and PVP-I from a hydrogel 

(i.e. PVP-I–PAHT) exposed to CAP were assessed using UV-visible spectroscopy and agarose-starch 

assays. The antibacterial efficiency of PVP-I–PAHT was assessed using checkerboard synergy assay, 

Kirby-Bauer Assay, and a wound biofilm model. 

Results: The review demonstrated the Staphylococcal spp. and Pseudomonas spp. predominance in 

DFUs. A low-power CAP jet, which can deliver up to 1.91 mM of H2O2 in solution was established. 

A potential formation of hypoiodous acid (HOI) was shown upon the interaction of PVP-I with CAP-

produced H2O2. Complete eradication of an immature biofilm and a log 2 reduction against 1 hour 

incubated mature biofilms were observed with PVP-I–PAHT.  

Conclusion: This is the first study to investigate the properties of plasma-activated PVP-I and the 

anti-microbial activity of PVP-I–PAHT against the bacteria specific to DFUs. It also highlights the 

role of H2O2 and HOI in CAP–PVP-I treatment of DFUs. An existing antimicrobial (PVP-I) was 

repurposed with non-antibiotic CAP technology which is important to combat the growing problem of 

AMR.  
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1 Chapter 1 : Introduction 

1.1 The Clinical Problem - Diabetes Mellitus and Diabetic Foot 

Ulcers 

 

Diabetes Mellitus (DM) defines a collection of metabolic disorders featuring a chronic state of 

hyperglycaemia. They are caused by a defect in the anabolic hormone, insulin, which alters its 

secretion, its activity, or both. DM can be broadly classified based on its pathology as shown in Table 

1.1. Polyuria, polydipsia, weight-loss, polyphagia and blurred vision are all symptoms of chronic 

hyperglycaemia. If left uncontrolled, DM is a life-threatening illness, with the development of 

symptoms such as stupor or coma from sequalae such as ketoacidosis or hyperosmolar 

hyperglycaemic nonketotic syndrome.1, 2 As a consequence of DM, the marked hyperglycaemic state 

produces a myriad of multi-systemic damage leading to diabetic foot ulcers (DFUs), atherosclerosis, 

and neuropathy among many others.1 This chapter aims to review the clinical problem of DM and 

DFUs, its pathophysiology and classification, as well as discuss the available and upcoming adjuvant 

treatment options. 

Table 1.1: General classification of DM. 3 

Category Definition 

Type 1 Autoimmune β-cell destruction causing complete insulin deficiency. 

Type 2 Progressive loss in β-cell insulin secretion following resistance. 

Gestational DM 
DM presenting from the start of the second trimester of pregnancy 

that did not exist pre-gestation. 

Specific Types 
Neonatal diabetes; maturity-onset diabetes of the young; diseases of 

the exocrine pancreas; chemical induced diabetes 

 

Unfortunately, although advances have been made in the management of hyperglycaemia with the 

advent of exogenous insulin, the incidence of complications such as DFUs is forever increasing as 

patients are able to live longer with DM. The formation of DFUs is thought to be triggered by a triad 

of causes: neuropathy, ischaemia and infection.4 

In the most recent prevalence model of the disease5, it was estimated that 4.7 million people in the 

United Kingdom (UK) were living with DM, with an estimated 900,000 living asymptomatically with 

the Type 2 DM.6, 7 By 2030, the number of cases in the UK is expected to be at 5.5 million. Type 2 

DM constitutes 90% of the total number of cases, with Type 1 and other forms at 8% and 2% 

respectively.6 Not only is the prevalence of DM increasing, but there is also a huge economic burden 



 

2 

 

associated with this disease for all health services, and of most relevance, the National Health Service 

(NHS). Hex, N et al.8 reports that the management of DM costs £27 million per day, accounting for 

10% of the total spending for the NHS as well as the cost of DFUs alone at £650 million per year. 

Otherwise put, £1 in every £150 spent by the NHS is attributed to the management of DFU.9 

DM is not only a problem for the UK, but is now considered a worldwide pandemic. The International 

Diabetes Federation10 reported that the worldwide prevalence of DM in 2019 was 463 million, 

equating to 9.3% of adults aged 20-79. Of the 463 million cases, 79% of cases were found in low- to 

middle-income countries with 87% of the deaths. Worryingly, in less than 20 years, the number of 

people worldwide diagnosed with DM has more than tripled, already surpassing the 2025 estimation 

set back in 2000 of 438 million. 

The aetiology of DM has a strong genetic element with ethnicity reported as a large variable. South 

Asian and black ethnicities are estimated to have up to a four-fold increase in the risk of developing 

Type 2 DM when compared to white people.11 DMs’ aetiology extends beyond strict biological 

causes; with environmental, demographic, and socioeconomic factors playing crucial roles in its 

pathogenesis. The large increase in cases could be attributed to an increase in Type 2 DM as lifestyles 

have changed in order to facilitate less active and unhealthy lifestyles; and an increase in childhood-

onset Type 1 DM is also now being reported. The International Diabetes Federation10 reports that by 

2030, an expected 578 million adults could be living with DM and an estimated 700 million by 2045. 

The continuing exponential increase in prevalence of DM will only put further pressures on health 

services worldwide to treat the complications of this disease and of most interest in this work, DFU. 

 

1.2 The Pathophysiology of DFUs 
 

DFUs are one of the highest risk complications with DM,12 with the lifetime risk of developing a foot 

ulcer between 10-25%.9, 13, 14 DFUs are also a major risk factor for non-traumatic lower limb 

amputation, with 85% of all lower limb amputations attributable to them.9, 15, 16 The life expectancy 

for individuals with DM is reported to be shortened by up to 15 years with 75% of deaths attributable 

to macro vascular pathology. As the acquisition of a DFU is a marker of DM chronicity,17 the 5-year 

mortality rate following an ulcer development is 50%. Following amputation, the 5-year mortality rate 

is 70%.9 According to Pendsey, S18, the formation of a DFU is a consequence of the triad of 

peripheral neuropathy, peripheral vascular disease, and infection occurring simultaneously. It is such 

that a DFU can be defined as a break in the cutaneous surface, associated with neuropathy and 

vascular disease within a diabetic.19 
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Figure 1.1: Schematic of the changes caused in DFUs by peripheral neuropathy, peripheral vascular disease and infection. 

(Created by D Beith, in BioRender.com). 

 

1.2.1.1 Peripheral Neuropathy 

 

DM causes chaos within the nervous system of the body, leading to axonal degeneration20 and 

manifesting clinically as motor, autonomic and sensory dysfunction.18 It is estimated that up to 60% 

of DFUs are complicated by neuropathy.17, 21 

The polyol pathway has been described as the mechanism for diabetic neuropathy.22 Hyperglycaemia 

leads to an increase in carbohydrates, sorbitol and fructose, from intracellular glucose through the 

upregulation of aldose reductase and sorbitol dehydrogenase. As sorbitol and fructose accrue within 

the neuron, there is disruption to the synthesis of myoinositol21 which is crucial for axonal 

propagation.23 Disruption also causes a decrease in nitric oxide as well as an increase in reactive 

oxygen species (ROS). Together, the oxidative stress through ROS and apparent vasoconstriction 

from the depleted nitric oxide ultimately leads to neuronal damage.21  

As a result of neuronal damage, motor dysfunction leads to de-innervation of the small muscles of the 

foot, causing permanent architectural changes to the foot. Development of a high-arched foot and a 

claw-toe deformity mean that pressure points of load are shifted and new bony prominences are 

formed18, otherwise known as Charcot’s neuroarthropathy.24 It is also reported that as a result of 

atrophy within the foot, positions of important cushioning fat-pads are altered such that new areas 

now pose a threat to cutaneous breakdown.25  
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Secondly, autonomic damage causes the downregulation of sweat and oil glands leading to anhidrosis 

or the absence of sweating.25 Absence of sweating causes cracks to appear as the skin becomes more 

keratinised, increasing the chance of bacterial infection.26 Autonomic dysfunction also causes loss of 

lower limb peripheral vascular resistance, and thus increasing the arterial pressure and subsequent 

damage to the capillary basement membrane. The result is peripheral oedema, whereby patients are 

forced to wear ill-fitting shoes in order to ambulate, and adding to the risk of a new ulceration.25 

Lastly, sensory neuropathy is additive to the aforementioned motor and autonomic dysfunction. Loss 

of sensation of the foot exacerbates pre-existing damage as patients are unable to sense pain and take 

reactive precautions.21 The patients with sensory dysfunction are seven times more likely to develop a 

foot ulcer than those without.27  

 

1.2.1.2 Peripheral Vascular Disease 

 

Along with neuronal damage, peripheral vascular disease leads to vessel wall thickening or 

atherosclerosis within the foot.15  Atherosclerosis is more generalised in diabetic patients and has 

accelerated disease progression. Occlusion of crucial arteries such as the tibial artery, peroneal artery, 

as well as the smaller blood vessels that supply the toes mean that any DFUs present on the foot, may 

not only be triggered through ischaemic causes, but the apparent ischaemia will enhance already 

delayed wound healing.28 The vasoconstrictor and platelet aggregation agonist, Thromboxane A2, 

facilitates a hypercoagulable state within diabetes. Potential thrombus formation coupled with 

vasoconstriction on already narrow arteries is a perfect storm for widespread peripheral ischaemia.21 

 

1.2.1.3 Infection 

 

A diabetic foot infection (DFI) is defined as an infection in soft tissue below the malleolus (ankle). 

Patients with DFUs are at a high risk of infection and it is the most frequent cause of hospital 

attendance in diabetics, with a yearly infection risk of 7% for those with foot ulcers.26 

Infection starts when there is a break in the cutaneous surface, either through trauma or through 

ulceration from the aforementioned peripheral neuropathy or peripheral vascular disease. DFI are 

often polymicrobial in nature, with Gram-positive cocci such as Staphylococcus aureus (S. aureus) 

and Gram-negative bacilli such as Pseudomonas aeruginosa (P. aeruginosa) and Escherichia coli (E. 

coli) most common.26, 29 Chapter 2 of this work aims to explore the bacteriology of DFUs in greater 

detail. 
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DFIs are particularly disastrous to the patient due to the communicating anatomical compartments 

within the foot and ankle. There are several indefensible structures within the foot, such as the plantar 

aponeurosis and associated tendons which provide limited resistance towards the contiguous spread of 

bacteria.18 It is as such, that DFI pose a spectrum of risk, from uncomplicated to limb-threatening 

disease from resistant strains such as methicillin-resistant Staphylococcus aureus (MRSA).24 

 

1.2.1.4 Osteomyelitis 

 

The etymology of the word osteomyelitis is from the Greek language with the combination of Osteon, 

myelon and itis. Together, it can be defined as the spread of bacteria into the bony compartments of 

the foot, otherwise known as diabetic foot osteomyelitis (DFO). DFO is a common disease within 

DFIs. An estimated 10-15% of moderate and 50% of severe infections are complicated by DFO.24, 30 

The risk of amputation for those with DFO is four-fold higher than those with a DFI31 and it most 

commonly complicates the forefoot in 90% of cases24 with the first and fifth metatarsal heads being 

prime targets.31 

 

1.3 Classification of DFUs  
 

Classification systems are used within healthcare to facilitate accurate descriptions of a disease, and in 

this case DFUs, between health-care professionals. This can then inform important choices about 

suitable investigations and treatment options for the individual. They can also be an integral part of 

research methodology whereby inclusion and exclusion criteria for participants are based upon 

these.32 This work aims to provide an overview of the three commonly used classification tools to 

grade DFUs: Wagner Classification (Table 1.2), and the University of Texas Classification (UT) 

(Table 1.3). 

The first tool, Wagner Classification, utilises the grade the DFUs (0 through 5) to describe depth and 

presence of infection or ischaemia.33 Grade 0 describes a patient who has DM and may exhibit a 

peripheral neuropathy or evidence of peripheral vascular disease, but there is no cutaneous breakage 

yet. Grade 3 describes the first evidence of DFI, either as a simple infection or as DFO. Grade 4 and 5 

describes DFU with ischaemia.  

UT34 is the second tool and is currently suggested to use for the classification of DFUs by National 

Institute for Health and Care Excellence, UK9 (NICE). UT provides a similar grading experience for 

DFUs, 0 through 3. But unlike the Wagner Classification33, the assessment of depth of the ulcer is 
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independent to the presence of infection and ischaemia. It therefore allows for a more in-depth 

description of DFUs, where a Wagner Grade 1 may exist with infection, but unable to communicate it 

unlike a UT Grade IB. Both UT and Wagner Classifications grade the existence of ischaemia as a 

worse prognostic factor than the presence of infection, be it DFI or DFO.35 

 

 Table 1.2: Wagner Classification for Diabetic Foot Ulcers.33 

Wagner Classification 

Grade 0 Pre-Ulcer. Skin intact, no open lesion. 

Grade 1 A superficial ulcer without penetration of subcutaneous fat layer. 

Grade 2 A full thickness ulcer which penetrates through fat and tendon. 

Grade 3 A deep ulcer which may or may not probe to bone, with abscess, 

osteomyelitis or joint sepsis. 

Grade 4 Gangrene of a geographical area of the foot. Not limb-threatening. 

Grade 5 Gangrene to the extent that foot is beyond salvage. 

 

Table 1.3: University of Texas Classification for Diabetic Foot Ulcers.34 

University of Texas Classification 

Grade 

 0 I II III 

A 

Pre- or post-

ulcerative lesion 

completely 

epithelialized 

Superficial 

wound not 

involving tendon, 

capsule or bone 

Wound 

penetrating to 

tendon or 

capsule, not bone 

Wound 

penetrating to 

bone or joint 

Absence of Infection and Ischaemia 

B Grade A0-III + Infection 

C Grade A0-III + Ischaemia 

D Grade A0-III + Infection and Ischaemia 

 

1.4 Treatment of DFUs 
 

Treatment for DFUs continue to remain difficult despite the established long-standing principles of 

standard wound care.36 And even after treatment, patients still have a high recurrence rate of 40% 

within a year.37 Arguably the father of management, Dr Frederick Treves38, reported a new way to 

treat DFUs in 1884: (i) surgical debridement; (ii) wound irrigation; (iii) infection prevention; and (iv) 
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supportive footwear. This would be later recognised as the three pillars of standard care: off-loading, 

sharp debridement, and patient education.39  

NICE National Guideline 199 for DFUs without infection or ischaemia recommends a non-removable 

cast as an off-loading device. Alternatively, wound debridement and appropriate wound dressing are 

also recommended where needed. If infection is present, wound or bone samples are collected from 

the base of a debrided DFU before identification and subsequent commencement of antibiotic therapy 

(Section 1.5).40 

Because of the difficulty in association with the treatment of DFUs, one of the major challenges 

patients and clinicians face is their long exposure to broad-spectrum antibiotics following infection for 

anywhere up to 6 months. Alongside the patient-centred challenge of drug concordance over the long 

period of time, there is the accompanying risk of widespread contribution to antimicrobial resistance 

(AMR). S. aureus already exists within DFUs as one of the most predominant organisms, extensive 

exposure to powerful antibiotics may promote further resistance, such as MRSA, which has shown to 

prevent wound healing through biofilm formation.41 Long antibiotic courses and the growing risk of 

resistant strains may mean that surgical management is preferred thus increasing the amputation rate 

in DFUs in the future.42 Currently, there is still no effective treatment that prevents the amputations 

seen in 15% of DFU patients.43 This has encouraged research into alternative novel or repurposed 

therapies for DFUs. 

Of particular interest to this piece of work is Plasma Medicine. Plasma Medicine is an evolving field 

of research combining plasma physics, life science and clinical medicine in order to facilitate the use 

of physical plasma in novel therapeutic applications.44 Cold Atmospheric Plasma (CAP) generated 

using plasma jets and directed onto the wound has the potential to resolve infection and improve 

vascularisation; both needed for wound healing. Within the literature, it has been hypothesised that 

CAP has the ability to destroy complex diabetic foot biofilms through the generation of reactive 

oxygen and nitrogen species (RONS) along with other plasma components such as electrons, ions, 

ultra-violet radiation, electromagnetic field etc. Of importance to DFO, Tominami, K45 reported that 

when CAP was directed onto osteoblasts, alkaline phosphatase was upregulated as well as increasing 

mineralisation of bone. Although the randomised clinical trial landscape is sparse within Plasma 

Medicine, early studies within humans43, 46, 47 have shown promising results. CAP eradicates infection, 

upregulates beneficial mediators of wound healing such as growth factors, increases cellular 

proliferation, and promotes angiogenesis.48 Chapter 3 aims to outline the field of CAP and its 

mechanisms against relevant bacteria.  
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1.5 Antibiotics 
 

Antibiotics are used readily within modern-day healthcare and are substances aimed to stop infections 

and eradicate bacteria.49 The first written evidence of the use of an antibiotic-producing microbe to 

treat disease was noted in 1550 BC whereby mouldy bread was used as a treatment for chronic 

wounds. Early in the 20th century, Paul Ehrlich developed the first anti-infective chemotherapy drug, 

salvarsan, which is a synthetic arsenic-based pro-drug used to treat the cause of syphilis, Treponema 

pallidum.50 Almost two decades later in 1929, the serendipitous series of events that would lead 

Fleming to discover penicillin, would mark the start of the antibiotic age.51, 52  

Antibiotic mechanisms can be grouped into three main categories based on their mechanisms of 

action: cell wall synthesis disruption, nucleic acid synthesis disruption and disruption of protein 

synthesis, as shown in Figure 1.2.  

 

Figure 1.2: Antibiotic Targets. (Created by D Beith, in BioRender.com). 

 

The first category of antibiotics cause disruption to the synthesis of the cell wall. The enzyme 

transglycosidase is an important enzyme in the maintenance of cell wall rigidity within bacteria. It 

cross-links the glycan strands by connecting the peptide chains to the polymer sugars. Within the 

added peptide chain, the D-alanyl-alanine portion later becomes cross-linked with a penicillin binding 

protein (PBP) in order to increase the cell wall strength.53  

Of the first category, two main groups of antibiotics disrupt cell wall synthesis, β-lactams and 

glycopeptides. β-lactams, such as penicillin, cephalosporins and carbapenems, target PBP. The β-

lactam ring of the antibiotic interrupts cell wall synthesis through replacement of the D-alanyl-D-
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alanine portion with its ring and inhibiting peptide bond formation with the PBP. In doing so, the 

terminal stage of peptidoglycan synthesis cannot occur. Glycopeptides, such as Vancomycin, aim to 

inhibit cell wall synthesis through binding to the D-alanyl-alanine portion of the peptide chain and 

blocking the action of transglycosidase. The resultant of both β-lactams and glycopeptides is a cellular 

stress leading to lysis.54  

The second category of antibiotics disrupt nucleic acid synthesis by inhibiting the process of folic acid 

synthesis or DNA replication. Antibiotics such as sulphonamides and trimethoprim are both folic acid 

synthesis inhibitors, which inhibit the synthesis of p-amino benzoic acid and enzyme dihydrofolate 

reductase, respectively, which are important to folate synthesis pathway.55 Antibiotics such as 

fluoroquinolones disrupt DNA replication by inhibiting the function of enzyme DNA gyrase, which is 

important to prevent excessive positive coiling in the ds-DNA. DNA gyrase consists of subunits A 

and B. Subunit A is inhibited when fluoroquinolones are bound and consequently are unable to cut the 

ds-DNA before supercoiling and strands are unable to replicate or transcribe affectively.56 

The last of the antibiotic category are those that disrupt protein synthesis. Protein synthesis transforms 

messenger RNA (mRNA) into a polypeptide chain through a four-stage process: initiation, elongation, 

termination, and recycling. Within prokaryotes, protein synthesis occurs within 70S ribosomes, 

comprised of 50S and 30S ribonucleoprotein subunits.55 The larger 50S subunit is responsible for the 

elongation process within protein synthesis and the 30S subunit contains 16S ribosomal RNA (rRNA) 

which initiates protein synthesis through binding with mRNA.57 Individual classes of antibiotics affect 

each ribosomal subunit to disrupt either of the four stages of protein synthesis. All the antibiotics 

above are summarised in Table 1.4. 

One of the issues surrounding the use of antibiotics for the treatment is the development of resistance 

against them, decreasing their efficacy to resolve infection. Their overuse within medicine and 

decrease in the rate of discovery has meant that resistance is a striking concern which will covered in 

the next section.58 
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Table 1.4: Examples of antibiotics that inhibit protein synthesis and mechanism of action. 

Class of Antibiotic Subunit Target Mechanism of action Reference 

Macrolides  

50S 

Targets the 23S rRNA 

contained within the 

50S subunit and causes 

detachment of the 

peptide chain and 

incomplete translation, 

thus inhibition. 

57 

Lincosamides 

Streptogramin B 

Chloramphenicol 50S 

Prevents the binding of 

tRNA to the A-site of 

the 50S ribosome, thus 

affecting translation. 

55 

Oxazolidinone 50S 

Binds to the 50S 

subunit and prevents t-

RNA binding to the A-

site. Also, globally 

supresses the 70S 

ribosome. 

59 

Aminoglycoside 30S 

Aminoglycosides create 

a pore and penetrate 

into the bacterium to 

interact with the 16S 

rRNA causing misreads 

and termination of 

mRNA translation 

60 

Tetracyclines 30S 

Prevents tRNA binding 

to the A-site of 16S 

rRNA. 

61 
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1.6 Antimicrobial Resistance (AMR) 
 

AMR describes a process of change where micro-organisms develop traits over time making current 

treatments such as antibiotics less effective or completely ineffective.62 It is a huge concern globally 

with an ever-increasing incidence of patients dying from common bacterial infections.63 An 

economics report published in 2016 by O’Neill64 confirmed this with a worrying projection for the 

death toll attributable to resistant bacterial infections in 2014 at 700,000 deaths. Unless AMR is 

tackled by 2050, it is thought that we could expect to see AMR-complicated bacterial infections be the 

biggest killer globally and attributable for 10 million deaths per year, ahead of cancer as a cause of 

death. Alongside the grave risk of AMR is the economic burden associated with it. It is estimated that 

by 2050, the cost of AMR will be at 100 trillion USD per year as current therapies now offer 

diminishing returns.64  

AMR is not a new concept. Antibiotic resistant genes (ARGs) have existed for millions of years, 

slowly accruing over time with the agricultural environment acting as an important reservoir for the 

transfer of these genes.65 The use of antibiotics within agricultural foods has been linked with AMR-

related infections within humans. It is reported in the literature that the ingestion and exposure to 

animals treated with antibiotics promotes resistant colonisation in the gut and on the skin (Figure 

1.3).66   

 

Figure 1.3: Schematic of the transfer of AMR between humans and the environment. (Reproduced with permission from 

Environmental Science & Technology).67 
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The first reported case of human-intervention induced AMR occurred in 1941 following the 

introduction of penicillin into clinical medicine the previous year. Strains of Escherichia. Coli were 

detected in 1941 to be producing penicillinase, an intracellular enzyme, which inactivates penicillin. 

Of more importance to DFUs, Rammelkamp68 observed one of the first cases of penicillin-resistant S. 

aureus in 1942. By 1960, it was reported that in excess of 80% of all S. aureus were resistant.51 

The origins of AMR in bacteria can be split into natural resistance and acquired resistance. Natural 

resistance of an organism can be defined as a trait which is constantly expressed by the species, 

irrespective of exposure to antibiotics. For example, in Gram-negative bacteria, the lipid-rich nature 

of their cell membrane infers resistance to antibiotic penetration.  

Acquired resistance of a bacterium is through the horizontal gene transfer (HGT) which facilitates the 

transfer of ARGs between species or through genetic mutations. Mutations resulting in AMR act 

through a variety of mechanisms.69 A mutational resistance in a bacterium is identified when a 

bacterium survives after the administration of an antibiotic (at a concentration above a normal killing 

threshold). Those microorganisms who have survived are known to have ARGs which alters the 

response of the microorganism to the drug and hence enhance the capacity of the microorganism to 

survive mechanism of action of the drug.70 

For instance, the mutations can change the drug-binding site on the bacteria surface/membrane, which 

leads to decreased drug affinity. One example of this is the mecA gene. The initial mechanism behind 

methicillin resistance was not discovered until 1981 where it was found that the mecA gene located on 

staphylococcal cassette chromosome mec was responsible for a change in the penicillin-binding 

protein-2a which causes reduced affinity for penicillin. This is one of the first examples illustrating 

the effect of AMR and through mechanisms such as HGT, the binding site has changed.51, 71 Other 

resistance mutations are through decreased penetration or active efflux of the antibiotic out of the 

bacteria. Finally, the most drastic mutation is a change in metabolic pathway so that the antibiotic no 

longer targets it 70, 72.  

Differences in the genes expressed by the bacteria within a biofilm compared with a planktonic 

bacterium can change their therapeutic characteristics.73-75 Biofilms show decreased susceptibility to 

antibiotics leading to inadequate bacterial resolution and treatment failure. One of the mechanisms by 

which decreased susceptibility occurs is due to the extracellular polymeric substance (EPS), which 

prevents the penetration of antibiotics. A therapeutic dose does therefore not accumulate inside the 

bacteria, for example from active efflux of the antibiotic via channels in the cell membrane, and thus 

treatment failure.76 The decreased metabolic state of bacteria within the biofilms mean that they are 

able to withstand the antibiotic for much longer than planktonic bacteria.77 
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2 Chapter 2: Bacteriology of DFUs 

2.1 Aim 

 

In order to develop a novel treatment for DFUs, the first issue faced is to determine the bacteriology 

of their wounds. Therefore, the aim of this chapter is to (i) provide an overview of bacteria and 

detection methods and (ii) determine the predominant bacteria found within DFUs through the 

completion of a systematic review comparing two diagnostic techniques. Bacteria and the 

mechanisms behind bacterial infections will be outlined in Section 2.2. A systematic review of broad-

range 16S rRNA gene polymerase chain reaction (PCR) compared to conventional microbiological 

culture will then be performed using the operators outlined in Section 2.3 in PubMed and Web of 

Science databases. Section 2.4 investigates the characteristics of each dataset and compares the 

predominant aerobic species or genera as well as the predominate obligate anaerobes found within 

DFUs. Outcomes from this systematic review will later inform the experiments and result carried out 

in Chapter 6 using the predominant bacteria found in DFUs. Outcomes between broad-range 16S 

rRNA gene PCR differences in bacteria detected and to postulate how both diagnostic modalities 

could be used within a clinical environment. 
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2.2 Introduction 

 

DFIs are often chronic with a polymicrobial predominance. Up to 70% of all DFIs are polymicrobial 

and where monomicrobial infections are seen, it is often in an acute infection only.1 Monomicrobial 

infections are most commonly complicated by S. aureus or Streptococci organisms whereas 

polymicrobial infections see an increase the predominance of Gram-positive cocci, and Gram-

negative bacilli such as Pseudomonas spp., as well as anaerobes. Polymicrobial infections are highly 

prevalent in prolonged infection and in high Wagner grade wounds.78, 79 The bacterial species cultured 

are affected by a variety of conditions, such as foot hygiene, previous antibiotic use and lower limb 

flora. Although data for DFUs with bacterial infections is readily available, there is a distinct lack of 

research surrounding the effect of fungal infections in DFIs despite being readily cultured. 80 There 

are many microbes to study but covering all of them is beyond the scope of this study. Therefore, this 

thesis will focus only on bacteria found in DFUs.  

The morphology of bacteria can be determined by their shapes (cocci, rods, spirals) and through their 

patterns of aggregates (pairs, chains, tetrads, clusters). Unlike human eukaryotic cells, bacteria contain 

no membrane-bound organelles. Bacterial traits such as presence of flagella, and number of fimbriae 

are typical of a genus, and so are used diagnostically alongside important staining techniques.81 A 

schematic of the structure of a bacterium is shown in Figure 2.1. 

 

Figure 2.1: Diagram of the structure of a bacterium. (Created D Beith in BioRender.com). 

 

Christian Gram82 developed the gram staining technique for light microscopy, initially to identify 

organisms that caused pneumonia. Gram-staining allows for the identification of bacteria into two 

main groups: Gram-positive (such as S. aureus) and Gram-negative (such as E. coli or P. aeruginosa) 
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bacteria. The basis for these differences lies within the structural differences of their cell envelope.83, 

84 Bacterial cell walls are layers of peptidoglycan which lie externally to their plasma membrane. 

Compared to their Gram-positive counterparts, Gram-negative bacteria have much a thinner and more 

lipid-rich peptidoglycan cell wall containing a periplasmic space.85   

 

2.2.1 Bacterial Infections 

 

A wound infection is defined as the presence of a sufficient number of bacteria or bacteria of 

sufficient virulence to trigger a host response, determined from the critical colonisation threshold 

(CCT).86 The concept of the CCT has was first presented by Davis, E87 in 1996. Davis initially 

described the four stages for a wound to become infected: sterile, colonised, critically colonised, and 

infected. This concept was later revised into five phases to better correlate with clinical progress and 

interventions and now includes the fifth, systemic infection. The CCT describes a pivotal stage within 

wound infection by which bacteria colonise the wound in the absence of invoking a host response. 

The different phases of CCT are described in Table 2.88  

 It is the interface between the second and third phase which determines CCT. From this point 

onwards, the planktonic bacteria that previously inhabited the wound have now transformed into thick 

aggregates (a biofilm) exceeding 104 colony forming units (CFU) and an intervention is required in 

order to resolve the infection.88 The role of biofilms in DFI are discussed in detail below (Section 

2.2.2) 
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Table 2.1: Descriptions of each stage of the critical colonisation threshold.  

Phase Description 

Phase 1: Contamination 

Microorganisms from the surrounding normal 

flora can be detected in the new wound. 

Bacterial numbers are neither sufficient nor 

virulent enough to invoke a host response and so 

may resolve at any time. 

Phase 2: Colonisation 

Growth of the microorganisms within the 

wound, but still in the absence of an immune 

response or interrupted healing. 

Phase 3: Critical Colonisation 
Proliferation and maturation of bacteria causes 

mild symptoms of infection such as fever. 

Phase 4: Infection 

Increase in bacterial count coupled with an 

increase in the strength of virulence causes the 

patient to exhibit more obvious signs of 

infection such as delayed wound healing and 

wound erythema (redness). 

Phase 5: Systemic infection 
Infection spreads via vascular and lymphatic 

routes, leading to sepsis and organ dysfunction 

 

2.2.2 Biofilms 

 

DFIs are more commonly caused through a biofilm model of infection.73 A biofilm is defined as an 

aggregation of microbes irreversibly attached to a surface, covered in a exopolysaccharide matrix.89 

Up to 78.2% of chronic wounds infections are populated by biofilms as opposed to 9% in acute 

infections.90, 91 As diabetic wounds often remain unhealed and thus chronic, the focus of future 

medical therapies aims to eradicate biofilms.72 The stages of biofilm formation are illustrated in 

Figure 2.2. 

An infection will start when there is a disruption in the cutaneous surface. In the case of DFIs, 

disruption to the foot is either through direct trauma or through ulceration.26, 73 Potentially pathogenic 

planktonic bacteria then enter the wound. Planktonic bacteria are defined as freely suspended bacteria 

that are reversibly attached to their surface with the ability to divide exponentially inside the wound 

and this is shown as Stage 1, Figure 2.2.92 The second stage involves multiplication of the planktonic 

bacteria and irreversible attachment of the bacteria to the wound bed through the production of the 

EPS occurs.72, 73 Stage 3 involves further growth of the immature biofilm before maturation and 
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aggregation in Stage 4. In the final stage, planktonic bacteria are dispensed from the biofilm, forming 

new niches at distant wound sites.93 

 

Figure 2.2: Schematic of the formation of a biofilm. 1) Reversible attachment of planktonic bacteria. 2) EPM matrix 

formation results in irreversible adhesion. 3) Growth of immature biofilm. 4) Further growth and maturation of the biofilm. 

5) Release of planktonic bacteria to create new niches. (Created D Beith in BioRender.com) 

 

In the process of biofilm formation, quorum sensing (QS) also plays a key role. QS refers to the 

process of communication and coordination of cellular processes within groups of bacteria and is 

observed during biofilm formation as it matures. The number of bacteria in a biofilm are determined 

by the concentration of QS signalling molecules, which starts to be produced during stage 1.89 

Examples of such QS signalling molecules include peptides, unsaturated fatty acids, acyl homoserine 

lactones and furanosyl borate diesters.94 It is at the final stage where QS signalling molecules are 

responsible for the orchestration of processes to enable the production of satellite niches.94, 95 

A newer concept for the organisation and pathogenicity of bacteria in a biofilm was suggested by 

Dowd et al.96 The authors commented on the role of a Function Equivalent Pathogroup (FEP), which 

is a group of genotypically different bacteria that work in synergy to be pathogenic, in the 

organisation and pathogenicity of biofilms. By working in synergy, they are able to collectively alter 

the conditions of the environment in order ensure survival. He also hypothesised that individual 

bacteria are not pathogenic, but when consorted in an FEP they are able to maintain chronic biofilm 

infections and mimic bacterial properties, such as those seen in S. aureus.97 

Biofilms formed within DFUs often form complex polymicrobial biofilms that intercommunicate 

through QS signalling molecules. Interactions between the species change their virulence and the 
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properties of the biofilms. S. aureus and P. aeruginosa are the commonly investigated bacteria within 

DFIs and as such, the following subsections will describe these biofilms only.72, 98 

 

2.2.2.1 Biofilms with S. aureus 

 

S. aureus is a Gram-positive coccus and is typically detected in infected DFUs. Staphylococci are of 

particular interest to this work as they have been identified as one of the most common causes of 

biofilm-related infections, and reported in one study to be responsible for 60% of DFU biofilm 

isolates.99 The ability of S. aureus to form multi-layered biofilms within wounds is credited to the 

production of polysaccharide intercellular antigen (PIA) which is made from β-1,6-linked- N-

acetylglycosamine and facilitates the production of the structural pericellular matrix.100  

Biofilms and planktonic bacteria of the same species can express different genes through up- and 

down-regulation.101 Important to the regulation of S. aureus biofilms is staphylococcal accessory 

regulator (sarA), and accessory gene regulator (agr).102 sarA induction is needed to prevent proteolytic 

enzyme damage and initiate immature biofilm attachment. Once matured, the agr quorum sensing 

system in the biofilm is activated. Agr is responsible for the increase in biofilm virulence, as well as 

decreasing cell wall adhesion thus facilitating the release of satellite planktonic bacteria. Together 

sarA and agr form a dynamic two gene locus system arlRS, which if left unregulated, it has been 

shown to prevent biofilm formation.27 

 

2.2.2.2 Biofilms with P. aeruginosa 

 

P. aeruginosa is the second bacteria of interest within this piece of work and reported to be one of the 

most virulent microbes due to its complex genome.103 In a study conducted by Banu, A et al., it was 

reported that 26.5% of DFU biofilms were caused by P. aeruginosa.104 It is also is an important cause 

of acute and chronic wound infections but can also be found respiratory conditions such as cystic 

fibrosis, urinary tract infections and medical device-related infections.105 The control of conditions 

within the EPS of P. aeruginosa biofilms is controlled through a variety of similar abovementioned 

QS systems. Within P. aeruginosa biofilms, there are four key QS systems responsible the adaptation 

and development of the biofilm within the wound environment and are all interconnected: Las, Rhl, 

pseudomonas quinolone signal (PQS), and integrating quorum sensing signal (IQS).106 The Las 

system is activated in the very beginning of biofilm formation and is responsible for the production of 

EPS. Later, the Rhl system is activated and is responsible for the survival of mature biofilms through 
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preventing nitric oxide (NO) from accumulating within the biofilm, as well as controlling the 

production of biosurfactants. The PQS system is responsible for the development of extracellular 

DNA as well as being involved in both Rhl and Las systems. Finally, the IQS system prevents biofilm 

inhibition in phosphate-limited environments, often seen in wound infections.107 These four QS 

systems work to produce biosurfactants, such as rhamnolipid and pyocyanin, which are responsible 

for the preservation of pores and channels between microcolonies and cell lysis needed for mature 

biofilms.108 The QS systems also lead to the release of extracellular DNA (eDNA), important for 

biofilm aggregation and survival.109 

 

2.2.3 Methods of Bacterial Detection 

2.2.3.1 Conventional Microbiological Culture 

 

Employing conventional microbiological culture methods is a key detection method used for DFUs. 

Cultures are considered gold-standard detection method, should they be positive. Once the clinical 

sample is obtained, a suitable growth media such as blood agar is chosen based on expected growth. 

The sample is then inoculated onto the culture media and incubated. It is important that samples are 

obtained pre-antibiotic therapy as it can increase the chance of the culture-negative outcome. 

Following incubation and growth of the bacteria, a range of basic biochemical tests including 

identification of species using the aforementioned Gram staining, and antimicrobial susceptibility 

testing through a dilution series is performed.110 

Unfortunately, conventional culture methods have poor sensitivity, and harder fastidious organisms 

such as those found in blood cultures and anaerobic bacteria, only produce culture-positive results in 

up to 15% of samples, thus failing to detect these species. This is complicated further by previous 

antibiotic exposure. Another inherent problem of the conventional culture methods is that the results 

are not instantaneous nor timely. From inoculation, incubation of the agar plate may require up to 5 

days before an outcome, providing it’s not negative, however most are achieved between 24-48 hours 

(h). Fast identification of bacteria is needed in serious disease as time delayed before correct treatment 

could seriously affect the patient’s outcome. New molecular methods should seek to provide timely 

outcomes to limit patient deterioration in the context of systemic disease.111, 112 

The advantages of conventional culture as a detection method is that when a culture-positive result is 

obtained, susceptibility to an arsenal of antimicrobials through disk diffusion such as the Kirby-Bauer 

assay is easily tested for, to inform the clinical treatment. One disadvantage of the following detection 

method, broad-range 16S rRNA gene PCR, is its inability to determine antimicrobial sensitivity.110, 113 
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2.2.3.2 Broad-Range 16S rRNA Gene PCR 

 

Previous research has indicated that less than 1% of bacterial species can be grown under culture 

conditions, potentially limiting the detection of the true pathogenic microbe of the sample. Broad-

range 16S rRNA gene PCR, herein referred to as 16S rRNA, is also used for the detection of microbes 

and is particularly useful for difficult cultures which have previously been unidentified, such as the 

causative organism of Whipple’s disease, Tropheryma whipplei.114, 115 

The 16S rRNA gene is found within the 30S subunit of the 70S ribosome. Newer gene-sequencing 

methods such as 16S rRNA now have the possibility upon comparison with a gene bank to 

characterise the diversity and the evolutionary distance of cultured bacteria through production of a 

phylogenetic tree at the species and genus level.96  

For 16S rRNA, initially, the DNA is extracted from the bacterial colonises before adding specific 

primers to the sample that attach only to the 16S rRNA encoding gene. The sample is then amplified 

through PCR and sequenced before analysis by comparing sample-sequence to a reference-sequence 

on a database such as GenBank.113 

The niche of 16S rRNA is in the detection of harder, fastidious organisms. Where the conventional 

culture method is unable to detect bacteria in clinically infected patients, the importance of other 

techniques such as 16S rRNA is crucial. Rampini, S K et al. conducted a study comparing 

conventional culture to the newer molecular method, 16S rRNA in order to determine the bacterial 

profile of DFUs. 130 of 186 samples analysed were from patients without microbiological evidence of 

infection i.e. positive culture. Using 16S rRNA, bacteria were identified in 42.9% of the culture-

negative samples highlighting its potential use in a potential culture-negative diagnostic algorithm.116 

The downsides of broad-range 16S rRNA is the breadth of information available and the method by 

which it detects bacteria. For non-sterile samples, such as stool samples, the result is uninterpretable. 

Using 16S rRNA, all bacteria detected are amplified and so it is unable to distinguish which bacteria 

is dominant and pathogenic due to the result merely indicating presence of the species. Another 

obvious downside to molecular methods such as 16S rRNA is the availability of equipment. Although 

identification of bacteria is quicker using 16S rRNA, smaller hospitals may not have access to the 

expensive equipment needed for this technique, and as a result, samples may need to be sent away, 

adding to clinical delay and cost.117 

The subsequent aim of the rest of this chapter is to determine the most common pathogenic bacteria 

within DFU through a comparative systematic review of two pools of literature for the bacteriology of 

DFUs detected. One search criteria focused on detection with conventional culture methods versus a 

search criteria for 16S rRNA. Through identification of the core bacteria, this will then later inform 
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the experiments applied to bacterial species (Chapter 6). A further aim was also to determine if there 

were any differences in bacteria detected and to postulate how both diagnostic modalities could be 

used within a clinical environment. 
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2.3 Methods 

 

Two different search criteria were used in order to determine the bacteriology of DFUs using 16S 

rRNA and conventional culture. For conventional microbiological culture, a search was conducted 

using PubMed and the ISI Web of Science databases using the following operator: “(diabetic foot 

infection OR DFI OR Diabetic foot ulcer OR DFU) AND (culture) AND (bacterial profile)”. 86 

papers were identified before any exclusion. Figure 2.3 shows a flow diagram for the selection of 

papers in this analysis. The second search criteria for 16S rRNA utilised PubMed and the ISI Web of 

with the following search terms were used: “(diabetic foot infection OR DFI OR Diabetic foot ulcer 

OR DFU) AND (bacteria) AND (16S rRNA)” yielding 56 papers before exclusion. Titles and 

abstracts of each paper were then screened by the author of this work for their eligibility. Figure 2.4 

shows the flow diagram towards the final 10 papers included.  

Papers selected for inclusion within this review were those whose aim aligned with the study and 

reporting of bacterial compositions within DFUs using either conventional culture methods or 16S 

rRNA. Eligible papers must have been primary studies and be with a prospective or retrospective 

cohort, observational or be cross-sectional in design. In both search criteria, studies were excluded if 

duplicated, no full text, not written or translated into English, in Vivo/Vitro studies, reviews, letters, 

abstracts, and any studies not focused on DFUs. 

Paper characteristic data concerning author, year, country, type of study, and specimen collection 

method was collected from each paper by the author. Subsequent core microbiological data varied 

between search criteria due to the variation in result outputs between each method. For conventional 

microbiological culture, data was extracted on the following categories: total specimen number, 

number of culture-positive specimens, total number of bacterial isolates, percentage of polymicrobial 

samples, Gram-positive bacteria prevalence, Gram-negative bacteria prevalence, and predominant 

aerobe or facultative anaerobic species. Additional information was collected from each paper on 

predominant anaerobe species and percentage prevalence if cultured; this information was non-

essential and papers without this information would not be excluded if absent. 16S rRNA had core 

microbiological data extracted on the following: predominant aerobe/facultative anaerobe genus, 

predominant obligate anaerobic genus. Extra methodological information was extracted for 16S rRNA 

outside of specimen type: DNA extraction method and sequencing platform used.  

In both search criteria, the included studies were analysed initially with equal weighting. Unequal 

weighting was subsequently applied to the included studies by weighting each study by the number of 

specimens sequenced or cultured as a proportion of the total number of specimens.  
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Figure 2.3: Search criteria flow diagram for convention microbiological culture. 

 

 

Figure 2.4: Search criteria flow diagram for 16S rRNA gene PCR. 
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2.4 Results and Discussion 

2.4.1 Conventional Microbiological Culture 
 

The results of 24 studies using conventional microbiological culture have been corroborated in order 

to determine the most abundant microorganism within DFUs. Table 2.2 illustrates the basic 

characteristics of each study. There was a spread of study designs in the included papers: retrospective 

or prospective cohort (n = 21), cross-sectional (n = 2) and transverse observational studies (n = 1). 

Figure 2.5 shows the distribution of origin country for each study. With 29.2% (n = 7) of the papers, 

the most common was India, followed by South and Central America (n = 4) where 2 papers were 

conducted in Brazil, 1 paper in Trinidad and Tobago and finally, 1 multi-national study across South 

and Central America. Interestingly, only 4 studies were conducted in Europe, with the majority of the 

rest residing in the Middle Eastern countries. 

 

Table 2.2: Characteristics of included studies (n = 24) in the conventional culture arm from PubMed and Web of Science 

databases. Fine needle aspirate (FNA). 

 

Author (Year) Country Study Design Specimen Type 
Total No. of 

Specimens 

Akhi, M T et 

al.118 (2015) 
Iran Prospective FNA 60 

Al Ayed, M Y et 

al.119 (2018) 
Saudi Arabia Retrospective Swab 126 

Al Benwan, K et 

al.120 (2012) 
Kuwait Retrospective 

Swab, Tissue, 

Pus, Bone 
440 

Aysert, Y et al.121 

(2018) 
Turkey Retrospective Tissue 112 

Birra, V et al.122 

(2016) 
Brazil Prospective Swab 41 

Carro, G et al.123 

(2020) 

South and 

Central America 
Prospective Tissue, Bone 382 

Gadepalli, R et 

al.124 (2006) 
India Retrospective Pus 80 

Islam, S et al.125 

(2013) 

Trinidad and 

Tobago 
Retrospective 

Swab, Tissue, 

Pus 
139 
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Jaju, K et al.126 

(2019) 
India Cross-Sectional Swab 140 

Jouhar, L et al.29 

(2020) 
Lebanon Retrospective Tissue 179 

Kow, R et al.127 

(2019) 
Malaysia Retrospective Tissue, Bone 173 

Kunjappan, S and 

Saju, I128 (2017) 
India Prospective Swab, Pus 550 

Li, X et al.129 

(2018) 
China Retrospective Swab, Tissue 456 

Macdonald, K et 

al.130 (2020) 
Scotland Retrospective Swab, Bone 200 

Machado, C et 

al.131 (2020) 
Portugal Retrospective 

Swab, Tissue, 

Bone 
243 

Mendes, J et 

al.132 (2012) 
Portugal 

Transversal 

Observational 
Tissue, FNA 49 

Neves, J et al.133 

(2019) 
Portugal Cross-Sectional Swab, Tissue 87 

Perim, M et al.134 

(2015) 
Brazil Prospective Swab 41 

Ramakant, P et 

al.135 (2011) 
India Retrospective 

Swab, Tissue, 

Pus 
1632 

Shankar, E et 

al.136 (2005) 
India Prospective Swab, Pus 77 

Appapalam, S T 

et al.137 (2019) 
India Prospective Swab, Pus 50 

Turhan, V et 

al.138 (2013) 
Turkey Retrospective 

Swab, Tissue, 

Bone 
298 

Wu, M et al.139 

(2018) 
China Retrospective Swab 428 

Zubair, M et 

al.140 (2011) 
India Retrospective Swab, Tissue 102 
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Figure 2.5: Distribution of Countries for conventional culture (n = 24) search criteria from PubMed and Web of Science 

databases. 

 

Out of the 24 papers included, when equally weighted, 70.83% (n = 17) identified S. aureus as the 

predominant bacterial isolate in the cultures, Figure 2.6. Interestingly, although S. aureus was 

predominant in these papers, the average percentage Gram-positive prevalence across all papers was 

less than Gram-negative prevalence, with 45.94% and 47.29% respectively. The other predominant 

bacteria reported were Enterobacteriaceae spp. 8% (n = 2), and Pseudomonas spp., 20% (n = 5).  

When the papers included were weighted (Figure 2.6) by the number of specimens analysed per study 

as a proportion of the total number of samples (n = 6085), herein called unequal weighting, there was 

an observed shift in the percentage for each of the species. Although S. aureus decreased, it still 

remained the predominant bacteria in 52.54% of samples. The proportion of samples containing 

Pseudomonas spp. increased more than two-fold from 20.83% to 42.84%, and the proportion of 

Enterobacteriaceae spp. dropped to 4.62%. One explanation for the doubling of Pseudomonas spp. 

could be due to a bias within the included papers by Ramakant, P et al. not highlighted when equally 

weighting.135 This paper represents 26.82% of the total number samples, and from their samples (n = 

1632) it was reported that Pseudomonas spp. were the predominant bacteria. 
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Figure 2.6: Bar chart indicating the predominant species of bacteria using conventional culture when equally-weighted and 

weighted by the proportion of samples per paper (n = 24) as a proportion of the total number of samples (n = 6085). 

 

Additional to the primary aim of the paper by Aysert, Y et al.121, they also reported a change in 

microbiome due to complicating factors of DFUs such as peripheral vascular disease. Out of the 112 

specimens studied, 76.79% (n = 86) had peripheral vascular disease within this retrospective cohort. A 

statistically significant (p = 0.020) increase in detected Pseudomonas spp. was observed in DFUs with 

peripheral vascular disease versus without peripheral vascular disease.   

A pooled total of 7908 bacterial isolates were detected in this systematic review of conventional 

microbiological culture. From this, an average of 1.72 bacterial isolates were detected per positive 

specimen (n = 5474) and an average of 48.14% of samples classified as polymicrobial. Polymicrobial 

is defined as >2 bacterial species detected per sample. Figure 2.7 shows the average prevalence of 

Gram-positive and Gram-negative bacteria from the 24 included papers; equally weighted. When 

unequal weighting is applied, the percentage Gram-positive to Gram-negative changed to become 

more Gram-negative (49.49%), and 39.98% Gram-positive bacteria producing the opposite result in 

terms of bacteria predominance. 
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Figure 2.7: Comparison of Gram-positive versus Gram-negative Bacteria detected with equal and unequal weighting. 

 

Of the 24 included studies, a major limitation of this systematic review is that only 29.17% (n = 7) of 

studies conducted cultures suitable for obligate anaerobic organisms. An average relative abundance 

of 6.73% of detected bacterial isolates were due to obligate anaerobes, of which the most commonly 

detected species were Bacteroides spp. (n = 4) followed by Peptostreptococcus spp. (n = 3).  

Akhi, M T et al.141 reported that obligate anaerobes contributed to 4% of the total isolates and the 

most abundant obligate anaerobic bacteria was Bacteroides fragilis when using conventional 

microbiological culture. Another paper to report on the proportion of obligate anaerobes was Al 

Benwan et al..120 This prospective cohort study based in Kuwait reported that anaerobes represented 

15.3% of detected bacterial isolates (n = 777). Again, Bacteroides spp. were the most abundant 

obligate anaerobe at 10.81% (n = 84). The difference in result could be due to the location of the ulcer 

as bacterial load varies based on its temporality. It has been hypothesised that the proportion of 

anaerobes within a DFU may correlate with its chronicity, with increasing numbers of anaerobes 

detected as ulcer duration increases.  

Conventional microbiological culture techniques have been shown to produce a selective bias for 

microorganisms that thrive under pre-determined laboratory conditions. Differences in culture media 

such as inoculating bacteria on chocolate versus blood agar leads to selection pressures and 

misrepresentation of true microorganisms within wounds. Although not frequently detected in 
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conventional microbiological culture, the literature reports that obligate anaerobes are implicated in 

DFUs with varying claims on their importance in infection.68  

 

2.4.2 Broad-Range 16S rRNA Gene PCR 

 

Unlike the results of the cultured-based methods which reported results at a mainly at species-level, 

the output of 16S rRNA depends on operational taxonomic units (OTUs). Following the creation of 

sequences, the 16S rRNA technique creates clusters of sequences by similarity in order to create 

OTUs. Clustering of sequences with >95% similarity is the same genus and >97% similarity between 

sequences for the same species. The most common output of these 16S rRNA studies was the 

identification of the most predominant genera. 

Table 2.3: Characteristics of included studies (n = 9) in the 16S rRNA gene PCR from PubMed and Web of Science 

databases. 

Author (Year) Country Study Design Specimen Type 
Total No. of 

Specimens 

Akyshbayeva, K 

et al.142 (2018) 
Kazakhstan Prospective Tissue 34 

Gardner, S E et 

al.143 (2013) 
USA Cross-Sectional Swab 52 

Hu, P et al.144 

(2017) 
China Prospective Tissue 16 

Malone, M et 

al.145 (2017) 
Australia Prospective Tissue 39 

Min, K et al.146 

(2020) 
USA Prospective Tissue 50 

Sloan, T et al.147 

(2019) 
UK Prospective Swab 256 

Smith, K et al.148 

(2016) 
Scotland Prospective Swab 20 

van Asten, S et 

al.149 (2016) 
USA Prospective Bone 26 

Zou, M et al.150 

(2020) 
China Prospective Bone 17 
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This second search criteria aimed to determine the most common genera generated from 16S rRNA. 

Later comparisons will aim to determine if there are any similarities or differences between 16S 

rRNA and the previous search criteria for conventional microbiological culture. The paper 

characteristics differed slightly: the most common countries were United States of America (USA) (n 

= 3) and China (n = 2), as illustrated in Table 2.3. 

Of the papers reviewed, a total of 510 specimens were sequenced. 83% of studies (n = 5) had the 

presence of Staphylococcal spp. as the predominant genera in DFUs. In one paper, it was reported that 

their Staphylococcal Spp., Corynebacterium Spp., Anaerococcus Spp. and Finegoldia Spp. were 

present in every sample they took from their bone and tissue swabs of DFI.  

Results in Figure 2.8, specifically that Staphylococcus spp. are the most common genera present are 

analogous to the abovementioned findings detected by conventional microbiological culture which 

showed that Gram-positive cocci such as Staphylococcus aureus were the most commonly cultured 

bacteria.  

A similar review done in 2018 found analogous results from their analysis, confirming that the genera 

Staphylococcus spp., and specifically S. aureus were most abundant in diabetic wounds.73 It has also 

been confirmed that this result is consistent with most findings from studies in North America and 

Europe.149 This systematic review has found that 75% of studies carried out in North American and 

European countries (n = 4) detected Staphylococcal spp. as the predominant genera and 1 paper which 

detected Corynebacterium spp.. The implications of Corynebacterium spp. predominant DFUs are 

poorly understood. It is hypothesised that they are a contaminant of a wound rather than being 

clinically significant. Further studies may wish to measure the abundance of Corynebacterium spp. 

detected between specimen collection methods to establish the best method for detecting clinically 

relevant bacteria only. 

Not included within the data due to its aim not aligning with the systematic review criteria, Wolcott et 

al. carried out a study which has sequenced the highest number of DFUs to date alongside other 

chronic ulcerative diseases. From the 910 DFUs sequenced, the relative abundances of bacteria were 

calculated through the use of species-level operational taxonomic units, which are a mathematical tool 

used to describe bacterial communities from 16S rRNA. 151, 152 Firmicutes and Proteobacteria 

contributed to 64% and 26% of the most abundant phyla respectively, with S. aureus being the most 

abundant species-level OTU with a 48% relative abundance.151 
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Figure 2.8: Bar chart indicating the predominant genera of DFUs from the broad-range 16S rRNA gene PCR search 

criteria (n = 9) with both equal and unequal weighting. 

 

Using 16S rRNA, every paper included reported the detection of anaerobes. The Gardner, S E143 study 

was excluded from Figure 1.10 because, although anaerobes were detected in 100% of their samples, 

they did not identify these anaerobes at a genus- or species-level despite clustering >95% similarity 

and reporting facultative genera such as Staphylococcus. The pooled results from the remaining 8 

papers are shown in Figure 2.9 illustrating the most predominant anaerobic genera. Both equal- and 

unequal-weighting show that Anaerococcus spp. are the most predominant obligate anaerobe in this 

systematic review with 62.50% and 86.24% of studies showing Anaerococcus spp. predominance 

respectively. Other dominant obligate anaerobes that were detected were Finegoldia spp. and 

Peptoniphiulus spp.. 
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Figure 2.9: Bar chart indicating the percentage of predominant obligate anaerobic genera. 

 

2.4.3 Comparing Techniques 

 

As abovementioned, depending on the laboratory setup, conventional microbiological culture displays 

a high level of selection bias. A phenomenon described in the literature known as the “great plate 

count anomaly” describes the results from conventional culture by which only a fraction of the true 

bacterial picture is grown on the selected agar media under laboratory conditions and the outcome 

may necessarily correlate with the clinical picture. 149, 153 By default, this phenomenon is completely 

eliminated with the use of 16S rRNA making it an advantage of this technique and means that in the 

event of a culture-negative result, the 16S rRNA technique will facilitate detection of fastidious 

bacteria within these samples.154 

Conventional culture methods have become threatened with the advent and accessibility of molecular 

techniques.155 One large advantage of 16S rRNA is its rapid determination of bacteria. Historically, a 

large drawback associated with the conventional microbiological culture method has been the time 

required for the growth of organisms and further biochemical analysis for microbiological 

determination. This is not the case with 16S rRNA gene sequencing and will facilitate a faster 

therapeutic response to patients upon presentation, whereby it is reported that 16S rRNA will yield a 

result within 10 h compared to 24 h using conventional culture methods.156 However, although the 
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determination of organisms is achieved faster with 16S rRNA, there is a large time cost associated 

with it in the form of the microbiology technicians time as they must record and compare the coded 

sequences.157  

Comparison of the outputs between the two modalities has shown that 16S rRNA detects a large 

number of otherwise undetectable microorganisms within the same wound. The findings of this 

systematic review are in keeping with similar studies comparing bacteriology.158 For example, a much 

greater number of obligate anaerobes were detected using 16S rRNA gene sequencing whereby only 7 

out of 24 papers cultured for anaerobic bacteria and 100% of 16S rRNA studies detected anaerobic 

species. 16S rRNA studies such as van Asten et al.149 reports that anaerobes were detected in 86.9%  

of samples compared to the 4% of samples reported in 3.4.1 by Akhi et al.141 using conventional 

culture. 

Additional to the problem of undetected species with conventional culture, Gardner, S E et al. 

conducted a study and directly compared conventional culture with 16S rRNA in DFUs within the 

same cohort. Not only was there a greater diversity detected with 16S rRNA, conventional culture was 

found to have over-represented the relative abundance of Staphylococcal spp. by >15% and 

underrepresented the abundance of anaerobes by 7.3%.143 This could be one explanation for the above 

differences in anaerobic detection even when cultured.  

16S rRNA is not without limitations. Although not the focus of this work, due to the very nature of 

the technique, DFUs caused by fungi or viruses will not be detected as this technique can only detect 

bacteria.143 One of the main disadvantages of molecular techniques such as 16S rRNA is the quantity 

of information that it generates. The added information is invaluable when determining relative 

abundance of organisms within an infected wound. But, the fundamental method of sequencing the 

16S rRNA gene means that many of the bacteria detected could in fact be dead or dormant. It is 

challenging to ascertain which of the detected bacteria is causing the clinical picture.159 Possible 

pairing of 16S rRNA with conventional culture methods may alleviate this problem. 

Within the 16S gene are conserved and hypervariable regions. Conserved regions allow for the 

development of primers used in PCR whereas the hypervariable region allows for identification and 

determination between species of bacteria.160, 161 The true microbial diversity of a wound is also never 

entirely captured using variable 16S rRNA regions as they rely on two assumption: (i) genus 

identification requires a greater than 95% match in the 16S rRNA sequence ; and (ii) a greater than 

97% match allows for the determination of species. This means that errors in sequencing may cause 

changes to the identified genus or species.162  

None of the included papers for 16S rRNA sequenced the full 16S gene, rather they amplified 

common hypervariable regions such as V4, often to a greater than 95% match, and as such, 

comparisons between 16S rRNA and conventional culture was only available at the genus level. To 
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overcome this problem, it has become recently possible to sequence the full 16S gene which provides 

greater accuracy, up to one nucleotide differentiation in the full gene, than just sequencing variable 

regions and as such future bacteriology studies should aim to investigate the use of this technology in 

DFU bacteria determination.163 

One inherent drawback of this systematic review is the absence of homogeneity between the aetiology 

of DFUs in the included papers for each search criteria. The microbiota found in DFUs has been 

reported to be influenced by patient characteristics such as glycaemic control, country of origin, 

previous or current antibiotic treatment, and spatial differences in ulcer location.134, 141, 157 For 

example, Abdulrazak, A et al. reports an increase in Gram-positive organisms in low-grade DFUs 

compared to a Gram-negative predominance in severe ulcers.164 It has also been reported that 

increasing ulcer depth is associated with an increase in anaerobic bacteria.143  

As Wagner grade has not been controlled for between the cohorts, difference in detected bacteria 

could be due to these confounding variables rather than differences purely based on the detection 

methods. In one review whereby, the samples had been made to be homogenous, the pooled literature 

still showed that Staphylococcal spp. are most common and therefore agreeing with the findings 

reported in this systematic review.143  

Weighting was applied to the included papers as to remove the risk of bias potentially present by the 

unequal number of specimens sequenced or cultured in each included study.165 An alternative avenue 

for weighting individual papers which also removes the risk of bias is to calculate is to first calculate a 

z-scores for each study and then, as has already been performed in this work, weight by the sample 

size of each study.166 
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2.5 Conclusions 

 

Both conventional culture-based methods and 16S rRNA studies have shown that the predominant 

species in DFUs are Staphylococcal spp., despite the Gram-negative preponderance. It has been 

shown that at a species level, S. aureus is the most abundant isolate from conventional culture-based 

methods. Knowledge generated through microbiological culture, 16S rRNA studies and other 

detection methods are crucial not only to reduce the burden of disease associated with DFUs for 

patients but also to retard emerging resistance and limit the economic stress for healthcare systems 

such as the NHS.  

New molecular methods such as 16S rRNA studies show a promising insight into detecting and 

gathering information on these hard to culture bacteria. 16S rRNA has already revealed a greater 

diversity of bacteria than previously thought. Detection of these bacteria, including obligate anaerobes 

may be key to understanding their role in DFU and therapeutic interventions. A new investigation 

algorithm for DFUs could be proposed whereby in the event of a culture-negative sample, 16S rRNA 

could be deployed. Not only would this allow for the detection of bacteria in an otherwise negative 

sample, it would also help to stop the prescribing of incorrect and potentially contributory antibiotics 

to the ongoing problem of AMR. 

The aim of this chapter was to an overview of bacteria and the detection methods (Section 2.2), and 

through the completion of the systematic review determine (i) the bacteriology of DFUs and (ii) 

consider the role of newer molecular techniques such as 16S rRNA as opposed to conventional 

microbiological culture. The systematic review has informed future work within this thesis. As such, 

it has determined that the focus of the laboratory experiments in Chapter 6 should be on 

Staphylococcal spp. and Pseudomonas spp. 

  



 

36 

 

3 Chapter 3 : An Alternative Treatment: CAP 

3.1 Introduction 

 

In 1879, Sir William Crookes experimented with the ionisation of a gas through applying a high 

voltage to an electrical discharge tube whilst the gas passed through it. A substance known as radiant 

matter was produced, which was later coined plasma thanks to the descriptions of Irving Langmuir167 

in 1927. Plasma can be defined as an ionised gas, but not all ionised gases can be considered as 

plasma. In order to be a plasma, it has to exhibit the following: (1) it must be quasi-neutral, i.e. the 

resultant electrical charge must be zero, (2) plasma must have Debye shielding, which is where the 

particles become arranged to block electrostatic fields, and (3) plasma must exhibit plasma frequency, 

whereby disruptions in the equilibrium condition cause particles to restore the neutrality.168  Plasma is 

known as the fourth state of matter and is claimed to make up 99% of the visible universe, such as in 

polar aurora, lightning and within the stars.169, 170 Plasma is composed of charged particles such as 

ions and electrons, electromagnetic fields, ultraviolet (UV) radiation, heat and a variety of RONS 

(Figure 3.1).171  

 

 

 Figure 3.1: Components of Plasma. (Created by D Beith, in BioRender.com). 
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There are two types of plasmas that exist, thermal and non-thermal plasma. Thermal plasmas are the 

most common within nature and are as a result of both electrons and ions occupying the same high 

energy state. In non-thermal plasma, however, the electrons have a high energy and the ions and 

neutral species are deemed cold, and hence called CAP.44 Plasmas may also be operated at either low-

pressure, operated between 1 Pa and 100 Pa, or operated at atmospheric pressure.172 The advantages 

of atmospheric plasma are they are cheaper than low-pressure plasma systems, can be ignited in air, 

and can be handheld facilitating ease of use for use against thermally-sensitive tissues due to a lower 

operating temperature at temperatures below 50°C.173, 174 

One of the first uses of non-thermal plasma was in the 1960s using a low-pressure setup to 

decontaminate surfaces. Later in 1996, Mounir Laroussi was the first to demonstrate the bactericidal 

properties of.CAP.168, 175, 176 Since then, CAP has proven to be to be a useful modality for a variety of 

biomedical applications besides wound healing and wound decontamination, such as dental hygiene, 

cancer treatment, and food decontamination.173, 177, 178  

More is now known about plasma medicine as research continues to study its promising biological 

effects and new CE certified CAP jets such as the kINPen®MED and Adtec SteriPlas offer a real-

world solution to chronic wounds. Within the field of chronic wounds such as DFUs, three different 

types of plasma sources: direct, atmospheric pressure plasma jets, and hybrid plasma sources are used, 

as described in Table 3.1179, 180  

 

Table 3.1: Types, descriptions, and examples of each plasma source.170, 181 

Type of 

Plasma 

Source 

Description Examples 

Direct 

plasma 

sources 

A carrier gas moves between a floating 

high-voltage electrode and the skin/tissue 

which is used as a ground electrode.  

Floating-electrode dielectric barrier 

discharge device  

CAP jets 

Plasma is generated between two electrodes, 

one high-voltage and the other a ground 

electrode. 

kINPen® MED, 

Adtec SteriPlas 

Hybrid 

plasma 

sources 

A combination of the two plasma sources. It 

uses a wire-mesh ground electrode, offering 

less resistance than tissue. 

Surface-micro discharge (e.g. 

MiniFlatPlaSter) 
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3.1.1.1 Plasma Sources 

3.1.1.2 Dielectric Barrier Discharge 
 

Dielectric Barrier Discharge (DBD) was first created in 1857 as a device to create ozone.182 The high-

voltage electrode in DBD systems are covered with a dielectric material such as glass or alumina. 

Upon switching on the high voltage alternating current power supply, charge amasses on the surface 

of the dielectric material. It creates an opposing electric potential to that produced by the power 

supply and thus creates a current waveform and plasma formation (Figure 3.2). The DBD system is 

typically operated at kHz of frequencies and voltage amplitudes between 1 and 100 kV. They have 

widespread applications, ranging from the aforementioned creation of ozone, surface sterilisation due 

to their large plasma footprint as well as use biomedically for wound healing, and cancer cell and 

tumour destruction.179, 183 

 

 

Figure 3.2: A floating-electrode DBD device on skin. Reprinted from Clinical Plasma Medicine, Volume 1, Emmert, S et al., 

Atmospheric pressure plasma in dermatology: Ulcer treatment and much more, Copyright (2012), with permission from 

Elsevier. 
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3.1.1.3 CAP jets 
 

CAP jets were much later to field of plasma medicine in terms of use for biomedical applications, 

having and began to be developed in the 1990s.184 Upon ignition, CAP jets emit a non-thermal plasma 

plume which are reported to operate below 40°C, conferring their safety for use with biological tissue 

such as skin, without risk of thermal damage.185 The generation of CAP occurs in three stages: (i) 

electrical energy excites a neutral gas such as argon (Ar); (ii) electrons and atoms within the Ar in 

high energy states interact generate reactive species; and (iii) Heat, UV, electromagnetic field, and 

visible light in the form of photons are emitted upon successful ignition.186  

CAP jet designs vary in terms of electrode configuration, inert gas used, and their characteristics: 

optical, physical, and electrical.179 For example, as show in Figure 3.3, the kINPen®MED device and 

the Adtec SteriPlas device, are CAP jets but have different designs and generate plasma differently. A 

kINPen®MED (Figure 3.3A) utilises an argon gas to generate a plasma plume of 8-12 mm in length 

and 1mm in diameter. The device is a handheld unit (Figure 3.3B) that utilises a central pin high-

voltage electrode design and operates at 2-6 kV and 1 MHz frequency from the high voltage 

alternating current power supply. The device uses 3 to 5 standard litres per minute (SLPM).187 

The second commonly used CAP jet is the Adtec SteriPlas device uses a 6-electrode system through a 

microwave-induced plasma discharge. Because of this design, the Adtec SteriPlas has a wider plume 

diameter of 3.5 cm, compared to 1 mm with kINPen®MED, and can operate over a wound size of 4 to 

5 cm2 (Figure 3.3C) the clinical significance of this being that it is able to treat a larger area of wound 

at any one time.179 The electrical characteristics of the Adtec SteriPlas are as follows: 2.45 GHz 

microwave frequency and 85 W power (Figure 3.3D), with a Ar gas feed of 2.2 SLPM to produce a 

plasma plume with a temperature of 320K.188  
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Figure 3.3: Two examples of atmospheric pressure plasma sources. A, B kINPen®MED, C, D Adtec SteriPlas. Reprinted 

from Clinical Plasma Medicine, Volume 9, Arndt, S et al., Comparing two different plasma devices kINPen and Adtec 

SteriPlas regarding their molecular and cellular effects on wound healing, Copyright (2018), with permission from 

Elsevier.189 
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3.2 Mechanisms of action of CAP devices 

 

CAP is composed of a cocktail of reactive species, ions and electrons that induce biological, physical 

and chemical changes on surfaces of the target upon plasma-activation. RONS are important 

intracellular molecules which are regulated by a host of antioxidants and enzymes.181 One mechanism 

implicated in the mechanism of action of CAP against cells is lipid peroxidation, causing penetration 

of the RONS into the cytoplasm. ROS are known to be important cellular messengers, and it has been 

reported that the ROS interact with calcium cascades which are ultimately responsible for cellular 

death.190 With respect to reactive nitrogen species (RNS), their mechanism of action is not confirmed, 

however they have been shown to cause mitochondrial death through binding to cytochrome c and 

increasing ROS levels by apoptosis of the cell.191, 192 

At a low CAP-treatment doses, RONS are implicated in bacterial eradication through promotion of 

macrophages and vasodilation of vessels within the target tissue through endothelial nitric oxide 

(NO2) production. Beneficial to this piece of work, at high CAP-treatment doses, RONS cause 

oxidative stress leading to cytotoxicity and cellular death.  

 

3.2.1 CAP-generation of RONS 

 

CAP jets produce a variety of RONS species upon activation of a solution or target tissue. Of note, 

RNS such as nitric oxide (NO) and nitrogen dioxide (NO2) and peroxinitrite (ONOO-) and ROS such 

as hydroxyl radicals (•OH), super oxide (O2
-), ozone (O3), and singlet oxygen (1O2) are formed, with 

varying species lengths. 193  

 

3.2.2 Role of RONS in Wound Healing 

 

Wound healing relies on the succession of three stages after platelets aggregate on exposed collagen 

following epithelial damage. Table 3.2 describes these stages. As aforementioned, RONS act via a 

wide range of pathways within the cell and the production of hydrogen peroxide (H2O2) through CAP 

is one of the most influential molecules for the bacterial eradication properties displayed by plasma 

jets. RONS are essential messengers used to supply the increased energy demand during the epithelial 

insult caused by DFUs. They also facilitate cellular division and the migration of crucial cells such a 

keratinocytes, fibroblasts, and endothelial cells leading to angiogenesis, and collagen fibre formation. 
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Table 3.2: Descriptions of the three stages of wound healing.194 

Stage Description 

1: Inflammation 

Macrophages and granulocytes are recruited to 

the wound and create an antibacterial site. There 

is also increased excretion of blood plasma from 

the wound bed. 

2: Proliferation 
Granulation tissue is formed on the wound bed, 

accompanied by neovascularisation. 

3: Remodelling 

Collagen maturation, and recruitment of the 

epithelial cells from wound edge allow for 

closure of the site. 

 

Mentioned above in Section 3.2 is how high RONS levels lead to cellular death. In wound healing, 

RONS-related cellular death can be advantageous and used for bacterial eradication. However 

sustained high levels of RONS lead to delayed healing and further wound damage.195 In the 

development of plasma-activated hydrogel therapy (PAHT), accurate determination of concentrations 

of RONS will prevent “over-dosing” the wound, potentially adding to existing wound damage.196 

In lower-doses, the destructive properties of RONS are harnessed whereby neutrophils and 

phagocytes trigger nicotinamide adenine dinucleotide phosphate (NADPH) oxidase and creates ROS 

from reduction of O2. The result is either O2
- or H2O2 which then destroys the bacteria creating a 

sterile wound site.197 Production of longer-acting species via CAP jet such as H2O2 also encourages an 

acidic wound environment, thus again promoting wound healing.43  

 

  



 

43 

 

3.3 CAP jet for DFU treatment 
 

Chronic wounds, such as DFUs, being polymicrobial in nature lead to a chronic inflammatory state 

which prevents healing.198, 199 Therefore, there is a need for a multi-modal solution with the ability to 

eradicate polymicrobial biofilms as well as induce the healing process.  The future of chronic wound 

resolution could lie with CAP, known for its bacteria eradication and healing properties, as discussed 

below.200 

Both animal201 and human43, 46, 47 studies of chronic wounds, including DFUs, have shown that CAP is 

antimicrobial with additional pro-wound benefits and limited side-effects reported on the local healthy 

tissue.43 As mentioned in Section 1.2.5, AMR is a massive problem within chronic wounds. 

Zimmermann, J L et al.202 reports following the use of CAP on MRSA and E. coli in a bacterial 

resistance build-up study, that no resistance had been identified. CAP combats the problem of the 

ever-growing threat of AMR due to over/mal-prescription of antibiotics within hospitals and could be 

used both as a treatment method in DFUs and also in a post-debridement scenario.  

CAP has also been shown to transform chronic wounds into an acute healing wound through 

decreasing inflammation, up-regulation of growth factors related to angiogenesis and 

neovascularisation. 200 Expression of inflammatory cytokines IL-6 and IL-8 and growth-factor TGF-

β1/2 is seen following CAP treatment of fibroblasts. These factors are released after injury to the 

epithelium and help recruit inflammatory cells. Up-regulation of these factors is thought to contribute 

to the accelerated wound healing of chronic wounds following CAP.203 

 

3.3.1 Current Uses of CAP in DFUs 
 

The aforementioned Adtec SteriPlas was the first device to be trialled in a clinical phase II study.204 

The outcomes of the study showed that in the randomised control trial (RCT) of 36 patients, with a 

combined total of 291 plasma-treatments, that there was a statistically significant decrease in number 

of bacteria between plasma-treated wounds and standard-care-treated wounds, with 67% and 34% 

respectively. Important for the future and safety of CAP, in this cohort of patients, 0 patients reported 

pain and no observed complications. 
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Figure 3.4: Schematic of direct CAP treatment for DFUs. (Created by D Beith, in BioRender.com) 

 

The RCT landscape for CAP is sparse, but even more so for studies on DFUs and to date, only three 

RCT have been conducted on diabetic wounds. 43, 46, 47 The results from Stratmann, B et al.47 and 

Mirpour, S et al.43 both showed statistically significant fractional decreases in DFU wound size 

compared with standard care or placebo treatment. Amini, M et al.46 reported a decrease in DFU size, 

but also a statistically significant decrease in inflammatory cytokines when standard care was 

combined with CAP, as opposed to standard care on its own. To date there hasn’t been a RCT study to 

investigate the effect of CAP on complex DFUs of Wagner Grade 3 and above, otherwise known as a 

DFO. 

 

3.3.2 PAHT 
 

The above-mentioned techniques all use direct methods of CAP treatment for DFUs i.e. the plasma 

plume is moved directly on top of the wound surface (Figure 3.4). As a result, CAP has the potential 

to cause DNA damage and mitochondrial dysfunction.179 One study reported that on the WIL2-NS B 

lymphoblastoid cell line,  plasma-treatment via a CAP jet had a 10 fold increase in the number of 

micro-nuclei compared to no CAP as detected by the CBMN-Cyt assay.205 
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Figure 3.5: Schematic of Plasma Activated Hydrogel Therapy (PAHT) for the treatment of DFUs showing the delivery of 

“good” RONS into the DFU (yellow) and the trapping of “bad” RONS (green). (Created by D Beith, in Biorender.com) 

 

In this study, we propose an alternative novel system for CAP-based treatments of chronic wounds 

such as diabetic ulcers. As previously highlighted, CAP has the potential to produce large amounts of 

RONS as well as cytotoxic radicals chiefly •OH. The proposed PAHT system is shown in Figure 3.5 

whereby we create a suitable hydrogel to be placed upon a diabetic wound in order to filter the highly-

reactive and short-lived species such as •OH (green) whilst still allowing bactericidal species such as 

H2O2 (yellow) to penetrate into the wound bed. As part of DFU pathogenesis, explored in Chapter 1, 

DFU formation could be attributed to the presence of hypoxia. 19 Results from Szili, EJ et al.206 have 

shown an improvement in oxygen levels beneath a hydrogel, thus combating hypoxia within DFUs 

which is associated with delayed healing.28 Progression of this system would allow for integration and 

repurposing of antibiotics within the hydrogel that would be subsequently and released into the wound 

upon activated via CAP treatment. 
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3.4 Aims and Objectives 
 

CAP as a potential treatment for DFUs has shown promising results in the form of the included RCTs 

in Section 3.3.1. However, potential genotoxic and cytotoxic components mean that direct plasma 

treatment of DFUs is not suitable and as such, alternative applications of CAP must be developed. 

Initial work with plasma-activated hydrogel systems have eliminated these drawbacks and as such, the 

subsequent remaining aim of this study is to investigate the effect of a PAHT treatment against 

common bacteria found in DFUs within the experimental chapters. Chapter 2 describes the first aim, 

(i) investigating the bacteriology of DFUs, and has determined that application of the PAHT should 

be against both Pseudomonas spp. and Staphylococcus spp. In order to develop the PAHT, Chapters 4 

and 5 describe the second aim, (ii) characterisation of the CAP jet and plasma-activated solutions; and 

Chapter 6 describes the third, (iii) optimisation the PAHT treatment parameters for optimal RONS 

delivery. Chapter 4 characterises the plasma source through physical (electrically, optically) and 

chemically (RONS delivery), and Chapter 5 studies the characteristics of plasma-activated Povidone-

Iodine (PVP-I), a common antimicrobial. Completing both chapters yielded the crucial understanding 

of the CAP jet, facilitating optimum PAHT treatment, and identification of potentially beneficial 

products. Chapter 6 therefore focuses on the optimisation of (iii), before PAHT with PVP-I was tested 

against the aforementioned Staphylococcal spp. and Pseudomonas spp.. 
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4 Chapter 4 : Characterisation of Argon Driven CAP jet 

and Plasma-Activated Solutions 

4.1 Aims 

 

The aim of the work described in this chapter was to characterise the operating parameters of the Ar 

driven CAP jet used in this study. Herein, this will be referred to as CAP jet. Understanding the 

operating parameters of the CAP jet as well as quantification of RONS fits into the overall aim of the 

project. This chapter will fulfil the second aim needed for the development of PAHT as it is important 

to understand the reaction of plasma with solutions. Activation of povidone iodine and hydrogels was 

investigated followed by the application to bacterial growth, Chapter 6. Section 4.2 characterises the 

CAP jet using electrical and optical diagnostics tools. Section 4.4 describes the production of RONS, 

specifically H2O2 and NO2
- using chemical analysis techniques. Changes in the pH of the plasma-

activated solution may have a beneficial effect for wound healing. Thus, the pH of plasma-activated 

water was determined in Section 4.4.5 following varied plasma treatment time. The plasma 

characterisation in this chapter is in the absence of an overlying screen or hydrogel. 
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4.2 Background 

 

CAP is composed of a cocktail of chemically active species such as ions and electrons that induce 

biological, physical, and chemical changes on surfaces of the target upon plasma-activation. One 

mechanism of action is oxidative stress caused by CAP. RONS are important intracellular molecules 

which are regulated by a host of antioxidants and enzymes.207 Examples of RONS in intracellular 

signalling cascades are mitochondrial ROS which have been linked to inflammation and their role in 

insulin signalling.208, 209 When used for in short treatment doses, CAP-produced-RONS cause bacterial 

eradication and vasodilation through increased NO2 production. At higher doses, RONS have been 

reported to cause cytotoxicity and cellular death.181  

 

4.2.1 CAP-generation of RONS 

 

CAP produces a variety of RONS species upon activation of a solution or target tissue. Of note, RNS 

such as NO, NO2, and ROS such as O2
-, O3, and 1O2 are formed, and radicals (•) such as •OH with 

varying species lengths.193 RONS act via a wide range of pathways within the cell and the production 

of H2O2 through CAP is one of the most influential molecules behind the bactericidal properties 

exhibited by plasma jets. 

Khlyustova, A et al. describes the non-equilibrium dissociation of water molecules caused by plasma 

activation. Short-lived species such as •H, •OH and hydrated electrons (e-
solv) are initially formed 

before longer species such as O3, H2, and H2O2. Reactions are shown in Equations 4.1 to 4.7 below.210 

 

 2𝐻2𝑂 +  𝑒𝑠𝑜𝑙𝑣
− + 𝑒𝑠𝑜𝑙𝑣

−  →  𝐻2 +  2𝑂𝐻− (Equation 4.1) 

   

 𝐻+ +  𝑒𝑠𝑜𝑙𝑣
−  →  𝐻∙ (Equation 4.2) 

   

 𝐻• + 𝐻•  →  𝐻2 (Equation 4.3) 

   

 𝑂𝐻•  + 𝑂𝐻•  →  𝐻2𝑂2 (Equation 4.4) 

   

 𝐻• + 𝑂2  →  𝐻𝑂2
•  (Equation 4.5) 

   



 

49 

 

 𝑂2  +  𝑒𝑠𝑜𝑙𝑣
−  →  𝑂2

− (Equation 4.6) 

   

 𝐻𝑂2
• + 𝐻𝑂2

•  →  𝐻2𝑂2 +  𝑂2 (Equation 4.7) 

 

Equations 4.8 through 4.11 occur in gaseous air. The following RNS are also formed in liquid: NO, 

NO2
-, nitrate ions (NO3

-), and ONOO-. The formation of NO is caused by the dissociation of oxygen 

and nitrogen in air. 

 

 𝑂2 + 𝑒−  → 𝑂 + 𝑂 +  𝑒− (Equation 4.8) 

   

 𝑁2 +  𝑒−  → 𝑁 + 𝑁 +  𝑒− (Equation 4.9) 

   

 𝑁 + 𝑂 → 𝑁𝑂 (Equation 4.10) 

   

 𝑁 + 2𝑂 → 𝑁𝑂2 (Equation 4.11) 

 

Following the production of NO, they react with water forming acids (Equations 4.12-16). Depending 

on the pH of the plasma-activated solution, either NO2
- or NO3

- will be formed. 

 

 3𝑁𝑂2 +  𝐻2𝑂 → 2𝐻+ +  2𝑁𝑂3
− +  𝑁𝑂 (Equation 4.12) 

   

 
𝑁𝑂2 +  𝑁𝑂2 +  𝐻2𝑂 →  𝐻𝑁𝑂3 +  𝐻𝑁𝑂3

+  

→  𝑁𝑂3
−  +  𝑁𝑂2

−  + 2𝐻+ 
(Equation 4.13) 

   

 𝑁𝑂2 + 𝑁𝑂 +  𝐻2𝑂 →  2𝐻𝑁𝑂2  →  2𝑁𝑂2
− +  2𝐻+  (Equation 4.14) 

   

 𝑁𝑂2 +  𝐻2𝑂 →  𝑁𝑂3
− +  𝐻+ (Equation 4.15) 

   

 4𝑁𝑂 +  𝑂2 +  2𝐻2𝑂 →  4𝑁𝑂2
−  + 4𝐻+ (Equation 4.16) 

 

Within plasma-activated solutions, the reaction of •OH with NO2 forms nitric acid (HNO3) (Equation 

4.17). Later reactions with a combination of the previous species formed (Equations 4.1-16) within 
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the plasma-activated solution lead to the formation of either peroxynitrous acid (NOOH) (Equation 

4.18) or ONOO- (Equation 4.19), in acid and basic conditions, respectively. 

 

 𝑁𝑂2 + 𝑂𝐻•  →  𝐻𝑁𝑂3 (Equation 4.17) 

   

 𝑁𝑂2
− +  𝐻2𝑂2 + 𝐻+  → 𝑂 = 𝑁𝑂𝑂𝐻 +  𝐻2𝑂 (Equation 4.18) 

   

 𝑁𝑂2
− + 𝑂𝐻∙  → 𝑂 = 𝑂𝑁𝑂𝑂− + 𝐻+ (Equation 4.19) 
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4.3 Materials and Methods 

4.3.1 Plasma Source 

 

Figure 4.1 is a schematic of the novel experimental setup of the CAP jet used throughout this work 

and has been developed by Ghimire, B et al.211 at Lancaster University. The schematic shows the 

location of both the high-voltage (HV) and current probes, both attached to an oscilloscope for 

electrical characterisation (Section 4.4.1). The HV electrode is made up of stainless-steel (outer 

diameter/OD of 0.9 mm and an inner diameter/ID of 0.6 mm, and length 51 mm). This is then sealed 

inside the non-tapered quartz tube (ID = 1.5 mm, OD = 3 mm, length below HV electrode = 164 mm) 

using torr-seal. A longer length of the quartz tube with two ground electrodes was designed in order to 

maximize the concentration of hydrogen peroxide. The ground electrodes made of copper (length=4 

mm, thickness=1 mm) were mounted externally to the quartz tube at positions of 56 mm and 110 mm 

below the tip of the HV electrode. 

All experiments were done using 99.9999% Ar gas (supplier: BOC UK) and were fed into the plasma 

jet by using a combination of nylon, polytetrafluoroethylene and polyurethane tubing. A mass flow 

controller (Omega Engineering UK, model: FLDAR3501C) was used to maintain a constant flow of 1 

SLPM. An AC power supply (PVM500, amazing1.com) was used to operate the plasma. An 

oscilloscope (Siglent SDS1102CML, Siglent Technologies Co. Ltd) was used to monitor the voltage 

and current signals. Voltage signals were measured by using HV probe (PINTEK HVP-39 pro, 

Pingtek Electronics Co. Ltd) while the current signals were measured by using a current probe 

(Pearsons Electronics Inc., model 2877). For all experiments, the distance from the end of the quartz 

tube to the target, denoted d, was 10 mm.  
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Figure 4.1: Schematic of the CAP jet showing the techniques for characterisation. (Created by D Beith in BioRender.com). 

 

4.3.1.1 Optical Characterization 

 

Optical emission spectra of the discharge were measured by using optical emission spectroscopy 

(OES; HR4000CG-UV-NIR, Ocean Optics Inc) at a 4 mm position below the nozzle of the quartz 

tube. The principal behind OES is that the spectrophotometer, measures the light in the form of 

photons emitted via excited high energy atoms returning to a lower energy level. The optical fibre is 

used to detected the emitted photons. The difference in energy state correlates to a specific 

wavelength, and analysis of the wavelengths enable the determination of CAP composition.212 

Figure 4.2: Schematic for optical emission spectroscopy. (Created by D Beith in BioRender.com). 
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4.3.2 Preparation of Plasma-Activated Water 

 

Plasma-activated water (PAW) was prepared by treating 350 µl of distilled water (DIW) in flat-

bottomed wells of 96-well plate (CLS3599, Corning Inc.). Unless otherwise stated, the target nozzle 

distance in the study was set to 10 mm and plasma exposure time was varied from 1 to 5 minutes. At 

10 mm, the plasma jet plume was in contact with the distilled water (DIW) at all times.  

 

4.3.2.1 Measurement of H2O2 concentration 

 

The concentration of H2O2 delivered by CAP was determined using a reporter system consisting o-

phenylenediamine (OPD) and horseradish peroxidase (HRP). In the presence of HRP, OPD reacts 

with H2O2 to form a yellow-coloured product – 2-3-diaminophenazine, which has an absorbance 

maximum at 450 nm. A calibration curve was constructed with known concentrations of H2O2 

(Sigma-Aldrich Catalogue Number: H1009), which was used to measure the formation of H2O2 in 

PAW. 

Construction of the calibration curve for H2O2 measurement involved the preparation of the chemical 

reagents:  

(i) a tablet of OPD (CAS number: 95-54-5, Sigma-Aldrich Corporation) was dissolved in 10 

mL of DIW;  

(ii) 20 µL of 2 mg/mL HRP (CAS number: 9003-99-0, Sigma-Aldrich Corporation) was 

added into the solution prepared in (i); and  

(iii) different concentrations of H2O2 at 10 mM, 5 mM, 4 mM, 2 mM, 1 mM, 0.5 mM, and 

0.25 mM (v/v) concentrations were prepared from a stock solution of 9.8 M H2O2 (CAS 

number: H1009, Sigma-Aldrich Corporation).  

In the next step, 180 µL of OPD/HRP solution prepared in (ii) was transferred to the flat-bottomed 

well of a 96-well plate (CLS3599, Corning Inc.) and 20 µL of H2O2 concentration was added. This 

process was repeated in triplicates for all concentrations of H2O2 solutions prepared in (iii). The 

solution was then incubated for 15 minutes at room temperature and absorbance values of 2-3-

diaminophenazine were measured at 450 nm in a plate reader (Synergy LX, BioTek). The absorbance 

values measured for increasing H2O2 concentrations are proportional to each other (Figure 4.3). The 

line of best fit derived from Figure 4.3 was used to estimate the H2O2 concentrations in PAW. 

The R2 value for this experiment was at 0.99448 (Figure 4.3), denotating a positive correlation and a 

strong linear relationship between absorbance and H2O2 concentration. The experiment was carried 
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out in triplicates with the means and standard deviations plotted for each of the six concentrations 

ranging from 0.25 to 10 mM.  

 

 

Figure 4.3: H2O2 Calibration Curve using an ODP/HRP Reagent system calculated through linear regression. The 

experiment was performed in triplicate (n = 3) with the mean and standard deviations plotted. 

 

4.3.2.2 Measurement of NO2
-
 concentration 

 

NO2

_

 concentration in PAW was measured after 1, 2, 3, 4, and 5 minutes CAP treatment times using 

Griess reagent (G-7921, ThermoFisher Scientific US). The G-7921 kit comprises of N-(1-

napthyl)ethylenediamine dihydrochloride, sulfanilic acid, and sodium nitrite (NaNO2). Sulfanilic acid 

reacts with NO2

-
 forming diazonium salt, which further reacts with N-(1-napthyl)ethylenediamine 

dihydrochloride to form a chromophoric azo dye.213 An increase in absorbance indicated the 

production of NO2

- 
which can be recorded at a wavelength of 548 nm using a plate reader.  

Griess reagent was prepared by mixing 10 µl of N-(1-napthyl)ethylenediamine dihydrochloride and 

10 µl of sulfanilic acid. 20 µL of the Griess reagent was transferred to the flat-bottomed well of a 96-

well plate (CLS3599, Corning Inc.) before adding 150 µL of DIW and 20 µL of NaNO2 (of various 

concentrations). To make the calibration curve, stock solutions of NaNO2 were prepared at the 

concentrations of 40 mM, 30 mM, 20 mM, 10 mM, 5 mM, and 2.5 mM. The calibration curve was 

carried out in triplicate for all concentrations of NaNO2. The plate was incubated for 30 minutes at 

room temperature before using the Synergy LX, BioTek plate reader, for absorbance calculation at 
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wavelength 548 nm. A calibration curve was calculated, Figure 4.3. The gradient of Figure 4.4, 

0.00338, was used to calculate the concentrations of NO2
- (mM) in PAW for each plasma treatment 

time.  

The adjusted R2 value (Figure 4.4) for this experiment is 0.99877 meaning that the relationship 

between absorbance and NO2
- concentration is linear. Standard deviations (n = 3) were plotted for 

each of the six concentrations between 2.5 and 40 µM, with only 10, 30, and 40 µM concentrations 

visible using the given y-axis scaling. None of the standard deviations between the different NO2
- 

concentrations overlapped. 

 

 

 

Figure 4.4: NO2
- Calibration Curve using a Griess Reagent system calculated through linear regression. The experiment 

was performed in triplicate with the mean and standard deviations plotted. 

 

4.3.2.3 Temperature Measurement 

 

The temperature of the plasma jet was measured using a thermometer (Fluke 652 Max) in direct 

contact with the CAP jet.  
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4.3.2.4 pH Measurements 

 

pH of PAW was measured using an indicator paper (catalogue number: 110962, Merck Millipore). 

The indicator papers were cut into identical sized strips before they were soaked in 50 µl of PAW and 

a control, DIW. Change in colour of the indicator paper (Appendix 8.2, Figure 8.2) was compared 

with the colour chart (Appendix 8.2, Figure 8.3) with the naked eye. 

 

4.3.3 Data Analysis 

 

OriginPro 2020b (Academic) was used to perform all statistical analysis, using linear regression, One-

way ANOVA, Tukey test, and Levene’s test. OriginPro 2020b (Academic) and MATLAB R 2016a 

were both used to plot the graphs in this chapter. A P-value of <0.05 was used as statistically 

significant for all cases. Experiments were performed in triplicates and unless otherwise stated, and 

error bars on respective graphs represent standard deviations unless stated otherwise. 
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4.4 Results  

 

This chapter describes the characteristics of the plasma jet utilised throughout this project. These are 

subsequently linked to the activation of PVP-I, release of therapeutic agent from the hydrogel and 

bactericidal effects which will be discussed in subsequent chapters. A change in plasma treatment 

time has significant impact on RONS generation, which should be optimised moving forward to 

investigate its bactericidal potential (Chapter 6). 

 

4.4.1 Electrical Characteristics 

 

Figure 4.5 depicts the current and voltage waveforms of the CAP jet used in this study. Plasma was 

generated at an applied voltage peak to peak (Vp-p) of 6.96 kV at 23.5 kHz, and at a gas flow rate of 1 

SLPM. Included in Appendix 8.1 is the CAP jet ignited under these parameters (Figure 8.1). As the 

applied voltage is increased, two primary current peaks were observed at 2.11 µs and 3.96 µs. These 

are caused by the accumulation of wall charges inside the quartz tube.214, 215 As the voltage reaches its 

peak and starts decreasing, the accumulated charges reverse in polarity giving rise to the appearance 

of two negative discharge current peaks. The root mean square of current caused by accumulated 

charges was 7.78 mA and the energy dissipated per cycle is 0.11 mJ. 

 

 
𝑃(𝑡) = 𝑓 ∫ 𝑉(𝑡)

𝑡

0

 𝐼 (𝑡) 𝑑𝑡 (Equation 4.20) 

 

Equation 4.20 describes the relationship, in generality, between the frequency (f), voltage (V) and 

current (I) yielding the power of the system over the time period [0, 𝑡]. Using a basic numerical 

approximation and the observed data, the power between time 𝑡 = 0 and time 𝑡 = 42.5 µS is 

calculated to be 2.61E+3 W. 

 

 

 

 



 

58 

 

 

Figure 4.5: Electrical Characteristics of the CAP jet. Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 

1 SLPM. 

 

4.4.2 Optical characteristics 

 

OES is an important tool to identify the excited and short-lived reactive species generated from the 

plasma jet and the results are shown in Figure 4.6. The majority of the spectrum consists of emissions 

from excited argon which occurs between 690 nm and 900 nm. These are created through the collision 

of electrons with argon atoms present in the feeding gas. The spectrum also consists of emissions 

from short lived reactive species such as atomic oxygen O, excited nitrogen and •OH. Emission from 

atomic O is observed at 778 nm (Figure 4.5B).216 This occurs through the dissociation of oxygen 

molecules present in the ambient environment. Between 300 to 400 nm, there are emissions from •OH 

and excited nitrogen species (Figure 4.5C). Emission from •OH occurs at 309 nm and is due to the 

dissociation of water vapour molecules present in the feeding gas and those present in the ambient 

environment. Excited nitrogen molecules (mainly bands from nitrogen second positive system, 

N2SPS) are present between 311 to 380 and they occur through the dissociation of nitrogen molecules 

present in the ambient environment. These RONS led to the formation of long lived reactive species 

such as H2O2, etc. and these will be measured in the next section.217 

 



 

59 

 

Figure 4.6: Optical Emission Spectra of the Ar-driven CAP Jet taken at 5 mm position outside of the Quartz Tube: (A) 

between 200 to 1000 nm, (B) emission from atomic oxygen at 778 nm, (C) emission from •OH and excited nitrogen species 

between 300-400 nm. Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 SLPM. 

 

4.4.3 Temperature Measurement 

 

For the operation conditions used in this study (Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar 

gas flow rate = 1 SLPM), the gas temperature was found to be cool at ≈40°C. 

 

4.4.4 Quantification of long lived RONS in PAW 

4.4.4.1 H2O2 concentration in PAW 

 

Formation of H2O2 (Equation 4.4, section 4.2.1) occurs when OH• recombines at the gas-liquid 

interface. The H2O2 calibration curve using the ODP/HRP system is reported in Figure 4.3. As the 

concentration of H2O2 increases, the orange colour saturation within the 96-well plate increased in 

line with the respective increase in the absorbance recorded at 450 nm. UV-VIS is subsequently taken 

at 450 nm following incubation, and the concentration of H2O2 is directly proportional to the 

absorbance of 2-3-diaminophenazine at 450 nm, Figure 4.7.218  
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Figure 4.7 shows the quantification of H2O2 using an ODP/HRP system and the aforementioned CAP 

jet operating parameters. It was found that the concentration of H2O2 increased with increasing plasma 

treatment time. Mean H2O2 concentrations for each plasma treatment times are as follows for 1 

through 5 minutes respectively: 0.52 mM, 0.81 mM, 1.20 mM, 1.47 mM, and 1.91 mM. A one-way 

ANOVA test found a statistical significance of P-value <0.05 between every combination of the 

means for each condition. Comparison of the means between 4 minutes and 5 minutes plasma 

treatment times has a P-value <0.001 illustrating a statistically significant relationship between H2O2 

production and plasma treatment time. The results shown in Figure 4.7 agree with the current 

literature that demonstrates that an increase in plasma treatment time increases the production of H2O2 

within plasma activated water.219 

 

 

Figure.4.7: Determination of H2O2 following varied plasma treatment times of DIW using ODP/HRP assay. Comparison of 

means between 1-minute plasma treatment time and 2, 3, 4, and 5-minute plasma time performed by Tukey Test: p<0.05 (*), 

p<0.0001 (****). Error bars represent standard deviations. Experiments carried out in triplicate (n=3). Operating 

parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 SLPM. 

 

4.4.4.2 NO2
- 
concentration in PAW 

 

The NO2
- calibration curve using the Griess reagent assay is reported in Figure 4.4. A stock NaNO2 

solution contained within the commercially available kit was prepared to 40 mM, 30 mM, 20 mM, 10 

mM, 5 mM, and 2.5 mM concentrations. As the concentration of NO2
- increases, the purple colour 

saturation within the 96-well plate increased in line with the respective increase in the absorbance 
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recorded at 548 nm before ultraviolet visible spectroscopy (UV-VIS) analysis. NO concentration can 

be therefore ascertained by UV-VIS of NO2
- at 548 nm.220  

Figure 4.8 shows the concentration of NO2
- with the CAP jet under standard operating parameters. 

The gradient of the calibration curve has been used to convert the absorbance at 548 nm. When 

absorbance was recorded at 548 nm, the concentration of NO2
- decreased with increasing plasma 

treatment time. Mean NO2
- concentrations for each plasma treatment times are as follows: 12.13 µM, 

11.83 µM, 6.51 µM, 1.48 µM and 0.30 µM for 1 through 5 minutes respectively. A one-way ANOVA 

test found an overall statistical significance of P-value <0.05 between the means at a population level. 

A Tukey Test showed that except 1 minute versus 2 minutes and 4 minutes versus 5 minutes, there 

was a statistically significant difference (P-value <0.0001) between the NO2
- concentrations for all 

other combinations of mean comparisons. Comparing the NO2
- concentrations after 1 minutes with 5 

minutes, the P-value was <0.001 showing a statistically significant relationship between NO2
- 

production and plasma treatment time.   

Figure 4.8: Concentrations of NO2
- in PAW after 1, 2, 3, 4 and 5 minutes of CAP treatment using Griess reagent assay. 

Comparison of means between 1-minute plasma treatment time and 2, 3, 4, and 5-minute plasma time performed by Tukey 

Test: p<0.0001 (****). Error bars represent standard deviations. Experiments carried out in triplicate (n=3). Operating 

parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 SLPM. 
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4.4.4.3 pH of PAW 

 

The pH of PAW was measured following varied CAP treatment times (1, 2, 3, 4, and 5 minutes) using 

pH indicator paper. The pH decreases with increase in the CAP exposure time, such that after 5 

minutes of CAP treatment, the pH was 4.5, compared to 6.5 for untreated DIW (control). Results in 

Figure 4.9 are confirmed with supporting literature that also reports decreasing pH with longer plasma 

treatment times.221 Interestingly, it was reported that the production of RONS associated with the 

decrease in pH does not occur linearly, and as such a slowing of decreasing pH after 30 minutes of 

plasma-treatment time was noted. 

 

 
𝑁𝑂2 +  𝑁𝑂2 +  𝐻2𝑂 →  𝐻𝑁𝑂3 +  𝐻𝑁𝑂3

+  

→  𝑁𝑂3
−  +  𝑁𝑂2

−  + 2𝐻+ 
(Equation 4.21) 

   

 𝑁𝑂2 + 𝑁𝑂 +  𝐻2𝑂 →  2𝐻𝑁𝑂2  →  2𝑁𝑂2
− +  2𝐻+ (Equation 4.22) 

 

NO formed in water form from the equations (4.21, 4.22) NO2
- and NO3

- but also an abundance of 

hydrogen ion (H+
) contributing to the above decrease in pH.222  

 

Figure 4.9: pH of solution following varied plasma treatment times of DIW. 
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4.5 Discussion and Conclusions 

 

The aim of Chapter 4 was to establish the operating parameters of the CAP jet that are to be used in 

the subsequent chapters of this thesis. This was done using electrical, optical, pH, temperature and 

chemical analysis techniques.  

Under the operating parameters used in this chapter, a CAP jet with plasma temperature of ≈40°C was 

established, thus making it suitable for the treatment of thermally sensitive materials such as tissues or 

in this thesis, hydrogels. 

Observation of the current-voltage waveforms showed the appearance of discharge current peaks with 

the rise and fall in the spectra of applied voltage. These current peaks are caused by the accumulated 

charges which, during the discharge collide with neutral gas molecules, undergo dissociation and lead 

to the formation of excited/short-lived species. These species were observed through the techniques of 

optical emission spectroscopy. The OES showed the emission from several reactive species such as 

•OH, excited nitrogen, atomic oxygen, excited argon, etc. The short lived-reactive species are the 

precursor for the formation of long-lived reactive species. For example, •OH and O lead to the 

formation of H2O2, while excited N2 species are responsible for the formation of NO2 and NO3
-. 

The formation of long-lived reactive species was carried out using chemical analysis techniques. H2O2 

was measured using OPD/HRP detection kit and it was found to increase with increasing plasma 

treatment time. Similarly, measurement of nitrite concentration was done using Griess reagent kit. 

Unlike H2O2, the concentration of NO2
- was not directly proportional to plasma exposure time. 

Initially, the reaction of H2O2 and NO2
- will form ONOO- at higher pH, and as the pH falls, the 

conversion of NO2
- to HNO2 at lower pH’s which is unstable and will further decompose to NOx 

means that the relationship between plasma treatment time and NO2
- is not directly proportional.223  

pH of the plasma activated solutions was also measured. It was observed that with increasing plasma 

treatment time, the pH of the plasma activated solutions decreased. This is due to the formation of 

longer lived RONS such as such as H2O2, ONOOH, HNO2, NO2
- which are known to reduce pH. 

Further work to characterise the plasma jet should aim to investigate the electrical characteristics of 

the Ar-driven CAP jet when directed onto different targets such as aqueous solutions and hydrogels. 

A decrease in Vp-p could be beneficial for chronic wound applications. Lower Vp-p produce lower 

temperatures and thus would be more tolerable for the patient without risking thermal damage to the 

wound. It would be also interesting to study the differences in RONS productions at different 

distances away from the end of the quartz tube. Optimisation of RONS production is key to producing 

a CAP-based therapy and thus it is important to develop strategies for accurate and precise 

quantification of RONS, which can be an area of future study.  
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5 Chapter 5 : Characterisation of Plasma-Activated 

Povidone-Iodine 

5.1 Aims 

 

The overall aim of this chapter is to study the characteristics of plasma-activated povidone-iodine 

(PVP-I) to later incorporate into a PAHT. The initial portion of this chapter, Section 5.2, will provide 

an overview of the background of PVP-I and its current medical uses as an antimicrobial/antiseptic. 

Later in Section 5.4, the potential of plasma-activated PVP-I to tackle AMR will be discussed. This 

will include understanding the interactions of plasma-activated PVP-I with CAP-delivered RONS 

such as H2O2 and the subsequent release of reaction products such as hypoiodous acid (HOI). The 

formation of HOI in plasma-activated PVP-I is measured qualitatively using KI-starch gel assay 

(Section 5.4.2) and quantitatively using UV-Vis (Section 5.4.3). Changes in the pH of the plasma-

activated PVP-I will also be investigated (Section 5.4.4). 
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5.2 Background 

 

DFUs are one of the most dangerous consequences of DM and are the most common cause of non-

traumatic lower-limb amputation as discussed in Chapter 1 with a lack of effective treatment methods 

for severe infections.224 The current management of DFUs involves wound debridement and, if 

infected, an appropriate antibiotic therapy, which is determined by its bacteriology. Antibiotic therapy 

involves the use of systemic antibiotics to resolve infection and can last up to 6 months: drastically 

contributing to the ongoing problem of AMR (Chapter 1, Section 1.6).9 As estimated by O’Neil64 in 

his report, if not resolved by 2050, AMR could attribute to 10 million deaths per year. To date, there 

has been no promising development in terms of new antimicrobials.58 An alternative avenue is now 

being explored which involves ‘repurposing’ currently available therapeutic drugs instead of creating 

a new antimicrobial.225 One such concept being explored in this project is the enhancement of 

therapeutic efficacy of the antimicrobial – PVP-I using CAP against known bacteria within DFUs. 

PVP-I was first used in 1955 and classified as an antiseptic.226 PVP-I is a bound complex of 

polyvinylpyrrolidone (povidone), H+, iodide (I-), elemental iodine (I2), and triiodide (I3
-) as shown in 

Figure 5.1.227 Herein, collectively I-, I2, and I3
- will be referred to as “iodine species”. It is one of the 

most commonly used preparations in order to combat infection within chronic wounds.228 When 

compared with antibiotics, antiseptics like PVP-I have a much wider antimicrobial activity with good 

efficacy against both Gram-positive and Gram-negative bacteria, and as such AMR is less likely to 

develop with this drug.226, 227 It is reported to have good biofilm penetration, with low cytotoxicity and 

no reported impact on wound healing.227 Common preparations of PVP-I within healthcare settings 

contain 10% PVP-I as solution or contained within a dressing.229 

 

Figure 5.1: Chemical Structure of PVP-I. 

 

Equation 5.1 illustrates the I3
- equilibrium that exists within PVP-I when in aqueous solution, with the 

point of equilibrium dependent on PVP-I concentrations. The equilibrium occurs such that 

concentration of free I3
- increases as I2, and I-  are consumed by a bacterium.226 Although, the exact 
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mechanism behind the antimicrobial activity of I2 is unknown , studies suggest that I2 enters the 

bacteria through oxidation of fatty acids, nucleotides, free-sulphur amino acids, cysteine, and 

methionine which results in the formation of cell membrane pores causing bacterial death. .229, 230 The 

development of bacterial resistance was tested against two strains of Pseudomonas with below 

minimum inhibitory concentration (MIC). It was reported that even after 20 passages, there was no 

noted change in the MIC or time taken for bacterial death.229 

 

 𝐼3
−  ⇌  𝐼2 + 𝐼− (Equation 5.1) 

 

I2 can exist in aqueous solution as I- or as HOI, with the latter species being most relevant to 

antibacterial applications; and of particular interest to the results of this chapter.229 Unfortunately, the 

inherent properties of I2 mean that it is very unstable when in aqueous solution. The development of 

iodophors such as PVP-I that store unbound I2 within their matrices have facilitated their extended use 

within wound healing and chronic wounds.226  

Like I2, H2O2 is also an oxidising agent with antimicrobial properties. As discussed previously in 

Chapter 4, the mechanism of action of H2O2 is through oxidative stress and lipid peroxidation.231 In 

clinical practice, a solution of 3% of H2O2 is used against Gram-positive bacteria, making it an 

established method of treatment of wounds.232 Relevant to this work, Chapter 4 has shown that the 

CAP jet is also an active source of H2O2 and other oxidative species with a production of 1.91 mM 

after 5 minutes plasma irradiation of DIW. As discussed in Chapter 3, CAP-treated solution such as 

PAW have anti-microbial potential, which can be attributed to RONS.  

 

5.2.1 Hydrogels 

 

Hydrogels are defined as three-dimensional networks of molecules that can swell and retain water 

without dissolving.233 Their ability to retain water without dissolving means that they have been 

heavily utilised within the field of biomedicine, tissue engineering234 and wearable electronics due to 

their its similar physical qualities to that of human tissue. Within the three-dimensional network, 

cross-linkages are formed which cause the hydrogel to solidify and facilitate the incorporation of 

drugs which may be hydrophilic.233 These cross-linkages can either be permanent through chemical 

cross-linkage or non-permanent through physical cross-linking. Within permanent cross-linkages, 

hydrogen bonds are replaced with stronger covalent bonds, whereas in physical cross-linkage the 
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crossing of hydrogen bonds along with electrostatic forces are enough to withstand dissolution in 

water.235   

As discussed in Chapter 3, PAW exhibits a greater bactericidal effect than the equivalent 

concentration of H2O2. Therefore, in this chapter, the potential interaction of H2O2 from CAP jet and 

PVP-I was investigated using a combination of UV-Vis, pH and hydrogels as a qualitative assay. The 

mixture of PVP-I and H2O2 has been reported in a few studies to date. Where the mixture had been 

investigated, it showed synergism in combination against P. aeruginosa and S. aureus and in clinical 

practice reduced the rate of infection following spinal surgery.236, 237 Here, we propose to study of the 

PVP-I-H2O2 mixture thorough plasma activation.  
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5.3 Materials and Methods 

5.3.1 Plasma Source 

 

Section 4.3 outlines a schematic and details of the Ar-driven CAP jet used in this Chapter. Operating 

parameters of the CAP jet are Vp-p = 6.96 kV at 23.53 kHz at a constant 1 SLPM Ar. 

 

5.3.2 Activation of PVP-I by CAP 

 

A stock solution of 10% (w/v) PVP-I was prepared by mixing 20 g of PVP-I (CAS number: 25655-

41-8, Sigma-Aldrich Corporation) in 200 ml of DIW using a magnetic bead stirrer at 500 rpm. 350 µl 

of PVP-I (0.04% (v/v), 0.1% (v/v), 0.5% (v/v) was then dispensed into a well of 96-well plate 

(CLS3599, Corning Inc.) and exposed to CAP jet for 1, 2, 3, 4, and 5 minutes at a fixed distance of 10 

mm between the end of the quartz tube and top of the well. The plasma was in direct contact with the 

PVP-I throughout plasma-activation.  

 

5.3.2.1 Measurement of H2O2  

 

The concentration of H2O2 delivered by the CAP jet in PVP-I was calculated by using commercially 

available kit: ODP (CAS number: 95-54-5, Sigma-Aldrich Corporation) and HRP (CAS number: 

9003-99-0, Sigma-Aldrich Corporation). This process involved preparation of a calibration curve with 

known concentrations of H2O2 (detailed explanation in Chapter 4, Section 4.3.2.1). The line of best fit 

obtained from the calibration curve was used to estimate the residual H2O2 in plasma activated PVP-I.  

H2O2 delivered by the CAP jet in PVP-I solution reacts with I3
- to form HOI. As I3

- reacts with H2O2 

the OPD/HRP in this case underestimate the true concentration of H2O2 and will instead measure 

‘residual’ H2O2 remaining after the aforementioned reaction. To calculate the total H2O2 produced in  

plasma-activated PVP-I Equation 5.2, was used, wherein H2O2 concentration in PAW was determined 

from Section 4.4.4. PAW as prepared as per Section 4.3.2 with 2 minutes plasma-treatment time.  

 

Total H2O2 

in PVP-I 
= 

H2O2 concentration 

in PAW 
- 

Residual H2O2 

in PVP-I 
(Equation 5.2) 
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5.3.3 Qualitative Analysis 

 

A commonly used method to visualize the effect of plasma treatment is to use potassium iodide (KI)- 

starch gels.238 The principle is based on the oxidation of KI by plasma generated RONS to form a 

complex with starch that lead to the formation of purple colour.  

Two types of indicator hydrogels were prepared:  

(a) 0.5% (w/v) starch (CAS number: 9005-25-8, Sigma-Aldrich Corporation) in 1% agarose gel 

which was prepared by mixing 0.5 g of starch and 1 g of agarose in 100 mL of DIW and 

heating in microwave until they were dissolved.  

(b) 0.5% (w/v) starch and 0.3% KI (CAS number: 7861-11-0, Sigma-Aldrich Corporation) in 1% 

agarose gel prepared by mixing 0.5 g of starch, 1g of agarose and 0.3g of KI in 100 mL of 

DIW and heating until completely dissolved.  

Solution (a) and (b) were poured in separate 60 mm petri-dishes (CLS3260, Corning Inc.) to a 

thickness of 5 mm (5.65 mL) and left to set at room temperature. 

Once set, 20 µl of DIW, PAW, PVP-I (0.04% (v/v), 0.5% (v/v)) or plasma-treated PVP-I (0.04%, 

0.5%) solution was added atop of the gel. The agarose gels were then incubated at room temperature 

before photos taken after 90 minutes. 

 

5.3.4 UV-Vis 

 

Figure 5.2: Schematic for UV-Vis absorption spectrometry. 

 

UV-Vis spectra of the plasma activated solutions were measured by using a Deuterium-Halogen 

Lamp (Ocean Optics Inc.) and HR4000 spectrometer (Ocean Optics Inc.). The schematic for 
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measurement is as shown in Figure 5.2. A cuvette (Z637157, Sigma-Aldrich Corporation) was filled 

with 3 mL of DIW before adding 20 µL of test solutions (plasma treated/untreated) was added into it.  

Equation 5.3 represents the absorbance of a sample where 𝐼() and 𝐼′() represent the intensities of 

the UV light before and after adding test solutions in DIW respectively. The Beer-Lambert’s law was 

utilised to calculate the concentration of species in a solution from its absorbance: absorbance is equal 

to concentration (𝑐) in mol dm-3, multiplied by the optical path length or the dimensions of the cuvette 

(𝑙), and the molar extinction coefficient of the solution (ɛ) mol dm-3 cm-1, Equation 5.4. 

 

 

 𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 = −𝑙𝑜𝑔10 (
𝐼′(𝜆)

𝐼(𝜆)
) (Equation 5.3) 

   

 𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 =  𝑐𝑙ɛ (Equation 5.4) 

 

5.3.5 pH Determination 

 

pH of plasma-activated PVP-I was measured using pH indicator paper (catalogue number: 110962, 

Merek Millipore). The change in colour of the indicator paper was matched with the provided scale 

(Section 5.7, Figure 5.7) and corresponding values were plotted (Section 5.7, Figure 5.5-6). 

 

5.3.6 Data Analysis 

 

Microsoft Excel was used for data handling and quantitative analysis of H2O2 concentration. 

OriginPro 2020b (Academic) was used to perform the one-way ANOVA, Tukey Test and Levene’s 

Test to determine statistical significance. A P-value of <0.05 was used as statistically significant for 

all cases. A mixture of OriginPro 2020b (Academic) and MATLAB R 2017a was used to plot the 

graphs in this chapter. Experiments were performed in triplicate with the mean and standard 

deviations plotted. Unless stated, and error bars on respective graphs represent standard deviations 

unless stated otherwise. 
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5.4 Results and Discussion 

5.4.1 Measurement of H2O2 in plasma-activated PVP-I 

 

The I2 species present in PVP-I are known to react with H2O2 leading to the formation of HOI through 

several reaction pathways (Equation 5.1-4):  

 

 𝐼− +  𝐻2𝑂2 → [𝐼−𝐻2𝑂2]−  → 𝐻𝑂𝐼 +  𝑂𝐻− (Equation 5.5) 

   

 𝐼− +  𝐻2𝑂2 → [𝐼−𝐻2𝑂2]−  → 2𝑂𝐻− +  𝐼+ (Equation 5.6) 

   

 𝐼+ +  𝑂𝐻−  → 𝐻𝑂𝐼 (Equation 5.7) 

   

 𝐼− +  𝑂 
1

2 → [𝐼−𝑂2]− +  𝐻2𝑂 → 𝐻𝑂2 +  𝐻𝑂𝐼 (Equation 5.8) 

 

In other words, H2O2 (from the CAP jet) is consumed by PVP-I and the concentration of H2O2 in 

plasma activated PVP-I decreases. This phenomenon was observed in 0.1% (w/v) PVP-I solutions, as 

shown in Figure 5.3. The concentration of consumed H2O2 was determined using Equation 5.1 

(Section 5.3.2.1). 

As shown in Figure 5.3, in 0.1% PVP-I, the concentration of consumed H2O2 at all plasma exposure 

times (1-5 minutes) is ≈0.30 mM. There is no statistically significant difference between consumed 

H2O2 concentration at treatment times of 2-5 minutes compared to 1 minute. However, when 

compared to 1 minute of plasma treatment, the residual H2O2 concentrations after 3-5 minutes plasma 

treatment was significantly different. No significant difference was observed between amount of 

residual H2O2 formed after 1 minute and 2 minutes plasma treatment time.  

The average residual H2O2 increases with plasma exposure time (5 > 4 > 3> 2>1 min), instead of 

decreasing. This could be due to scarcity of iodine species in PVP-I, due to a low concentration 

(0.1%), for the H2O2 to react with. It can, therefore, be speculated that 1.63 mM is the maximum 

concentration of H2O2 that a 0.1% PVP-I concentration can consume to form HOI. 
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Figure 5.3: Residual and consumed H2O2 concentrations for plasma-activated 0.1% PVP-I (w/v) calculated using 

ODP/HRP assay. Comparison of means between 1-minute plasma-treatment time and all other times (i.e. 1 versus 3) 

performed by Tukey Test: p<0.001 (***), p<0.0001 (****), not statistically significant (NS). Error bars represent standard 

deviations. Experient carried out in triplicate (n=3). Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 

SLPM. 

 

5.4.2 Evidence of depletion of I3
- reservoir 

 

To further understand the characteristics of plasma activated PVP-I solutions, a qualitative assay 

based on KI-starch and agarose was utilised. The reaction mechanisms for this assay are shown 

below. Equations 5.8 to 5.10 show that the addition of an oxidising agent such as H2O2 to I- produces 

I2 which further reacts with I- to create I3
-. 

 

 2𝐼− +  𝑜𝑥𝑖𝑑𝑖𝑠𝑖𝑛𝑔 𝑎𝑔𝑒𝑛𝑡 →  𝐼2 (Equation 5.9) 

   

 𝐼− + 𝐼2  →  𝐼3
− (Equation 5.10) 

   

 𝐼3− +  𝑠𝑡𝑎𝑟𝑐ℎ → 𝑝𝑢𝑟𝑝𝑙𝑒 𝑐𝑜𝑙𝑜𝑢𝑟 (Equation 5.11) 
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As the PVP-I solution already contained iodine species, qualitative analysis was performed on starch-

agarose gels both with and without KI to avoid the over-estimation of effects induced by iodine 

species.  

Firstly, different concentrations of PVP-I (0.04% and 0.5%, untreated/treated) were tested on agarose-

starch gel (without KI). As shown in Table 5.1, none of the conditions except 0.5% PVP-I (untreated) 

resulted in the formation of the starch complex, observed as purple saturation in the gel. With 0% 

PVP-I (both untreated and plasma treated), no colour changes were observed, as expected, because the 

iodine species were absent. Similarly, at 0.04% PVP-I, the concentration of iodine species may be too 

low and that might have resulted in the colour change of the starch gel. For 0.5% PVP-I, colour 

change is observed with untreated PVP-I. This could be due to the presence of a sufficient quantity of 

available I3
- to react with starch. Interestingly, no colour is formed in case of plasma treated PVP-I. 

This could be attributed to the conversion of all the iodine species, including I3
-, to HOI in presence of 

plasma delivered H2O2, resulting in no observed purple saturation in the gel. 

 

Table 5.1: Photographs of starch-agarose hydrogel with (plasma treatment) and without (control) plasma treated solutions 

of 0%, 0.04% and 0.5% PVP-I. Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 SLPM.  

Gel composition PVP-I Concentration Control (untreated) Plasma Treatment 

0.5% w/v starch + 1% 

w/v agarose 

0% 

  

0.04% 

  

0.5% 

  

 

The second step involved qualitative analysis of plasma-treated of the same PVP-I concentrations as 

above, but using a KI-agarose-starch gel (Table 5.2) this time. In Table 5.1, no colour change was 
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observed in any of the plasma treated PVP-I solutions due to the absence of a reporter system such as 

KI which can directly react with H2O2 to form the same purple starch-complex as shown in (Equation 

5.8-10). Therefore, the addition of KI to this system allows us to assess the ‘direct’ effects arising 

from plasma-generated H2O2.  

As shown in Table 5.2, at 0% PVP-I concentration (untreated), no starch complex was visualised in 

the gel due to the absence of oxidising species. The addition of PAW (plasma treated), acts as an 

oxidising species, resulting in the formation of the purple starch-complex from to the reaction 

between H2O2 and KI-starch.  

At 0.04% PVP-I, no colour change was observed in untreated PVP-I as there are insufficient I3
-
 

species to produce a visible colour. The colour change associated in plasma treated solution, with or 

without PVP-I, can be attributed to the presence of H2O2 as opposed to the presence of iodine species. 

This assumption is further strengthened by Figure 5.3 wherein in the case of plasma-activated 0.1% 

(v/v) PVP-I, only ≈0.3 mM of H2O2 is consumed out of the 1.63 mM surplus H2O2 at 5 minutes.  

Finally, at 0.5% (v/v) PVP-I, both untreated and treated PVP-I solutions induce purple colour 

formation. This implies that there is enough I3
-
 delivered in starch-KI-agarose gel to produce the 

purple starch complex. But in plasma treated 0.5% PVP-I, the colour generated is not as strong as the 

untreated solution. This could be due to reaction of iodine species with plasma-generated H2O2 to 

form HOI. 
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Table 5.2: Photographs of starch-KI-agarose hydrogel with untreated (control) and treated (plasma treated) solutions of 

0%, 0.04% and 0.5% PVP-I.  Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 SLPM. 

Gel composition PVP-I Concentration Control (untreated) Plasma Treatment 

0.3% w/v KI + 0.5% 

w/v Starch + 1% w/v 

Agarose 

0.00% 

  

0.04% 

  

0.50% 

  

 

5.4.3 UV-Vis Spectra 

 

 The UV-Vis spectra of the plasma activated PVP-I solutions were carried out to further support our 

observations for residual H2O2 measurements and the colour change observations in agarose gels in 

section 5.4.2. Figure 5.4 shows the UV-Vis spectra of 0%, 0.04% and 0.5% (v/v) PVP-I solution (in 

DIW): untreated (Figure 5.4A) and plasma-treated (Figure 5.4B).  

At 0.5 % PVP-I concentration (Figure 5.4A), four absorption peaks: 225 nm, 288 nm, 350 nm, and a 

small peak at 460 nm can be observed. The peak at 225 nm is associated with I- while 288 nm and 350 

nm peaks are associated with I3
- and I2 at 460 nm.239, 240 The intensity of these peaks were smaller at 

0.04% (v/v) PVP-I than 0.5% (v/v) PVP-and no peaks were observed at 0% PVP-I.  

The UV-Vis spectra following 2 minutes of plasma treatment are shown in Figures 5.4B. Like 

untreated, the same four absorption peaks occur. Comparing untreated PVP-I (Figure 5.4A) with 

treated (Figure 5.4B) indicates that the peak at 226 nm for PVP-I has similar absorbance as the 

corresponding peak in untreated PVP-I. However, the peaks at 288 nm, 350 nm, and 460 nm 

attributable to the iodine species, have decreased absorbance than the corresponding peaks in 

untreated PVP-I. The decrease in absorption may be attributable to plasma-jet-derived H2O2 reacting 
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with these iodine species in PVP-I and forming HOI. These results are in agreement to those observed 

with residual H2O2 concentrations (Section 5.4.1) and qualitative analysis experiments (Section 5.4.2). 

 

Figure 5.4: UV-Vis of different concentrations of PVP-I (v/v) (A) before plasma treatment (B) after plasma treatment. 

Operating parameters: Vp-p = 6.96 kV at 23.5 kHz, Ar gas flow rate = 1 SLPM. 

 

5.4.4 pH measurements 

 

Figure 5.5 shows the changes in pH of plasma treated PVP-I (at 0.04 and 0.5%). At 0.04% (v/v) the 

pH of the solution decreases with increase in plasma treatment time between 1 to 5 minutes. One 

explanation for this is, as shown in Figure 5.3, the constant consumed H2O2 of ≈0.3 mM means that as 

plasma treatment time increases, as does residual H2O2 which becomes the dominant species 

responsible for the pH of the solution. At the higher concentration of 0.5% (v/v) PVP-I itself is 

inherently more acidic due to the H+ found within its structure (Figure 5.1) hence the pH of 0.5% 

untreated PVP-I (0 minute) is lower than 0.04% (v/v). But, after 4 minutes of plasma treatment, both 

concentrations result in the same pH of 4.5 and as treatment time increases to 5 minutes, the trend is 

reversed such that pH at 0.50% is higher than 0.04% PVP-I. Figure 5.4 also shows that following 

CAP of 0.5% (v/v) PVP-I, for 1, 2, and 3 minutes the pH remains constant. This could be due to 

ongoing consumption of all the iodine species to form HOI and not all of the H2O2 and H+ from the 

PVP-I structure has been consumed. However, an increase in pH is observed as plasma treatment 

increased to 4 and 5 minutes, suggesting that all of the H2O2 produced by the CAP jet has reacted with 

the I- resulting in HOI production, and there is proportionally more HOI than H2O2 which is a weaker 

acid than H2O2 resulting in a less-acidic pH. The results in Figure 5.5 compliment the results reported 

in Figure 5.3  

A B 
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. 

Figure 5.5: pH of plasma activated PVP-I at two concentrations 0.04% (v/v) and 0.5% (v/v) at plasma treatment time of 1-5 

minutes. Error bars represent standard deviations. Experiment carried out in duplicate (n=2). 
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5.5 Conclusions 

 

Overall, the background of the iodophor PVP-I has been explored and these results support its 

potential crucial role in antimicrobial repurposing. As aforementioned, only a few studies have 

investigated the effect of a H2O2-PVP-I mixture on wound healing. Here, production of this mixture is 

through the plasma-activation of PVP-I using CAP irradiation. Within a H2O2-PVP-I mixture, 

Equations 5.4-7 illustrate the production of HOI. Important to infection resolution is the I2 from the I3
- 

equilibrium in PVP-I (Equation 5.1) as well as the production of HOI, which act as the bactericidal 

agents. 

The experiments of this chapter have aimed to provide evidence of the formation of the highly 

unstable HOI. The results obtained in the agarose-starch reporter system and UV-Vis spectra 

demonstrate the consumption of I-
 and I3

-
 species, confirming the hypothesis that the H2O2-PVP-I 

mixture is forming HOI. Section 5.4.2 showed qualitative evidence using two different agarose-starch 

reporter systems. It was important to determine the presence of the starch-complex formation without 

KI in the agarose gel. The addition of KI provided an endogenous supply of I- for 0% PVP-I, and as 

H2O2, is an oxidising agent, the purple complex was seen. The addition of KI also confirmed with the 

results in Figure 5.3 and the supported the initial claim that iodine species were being consumed, as 

illustrated by the attenuation in Table 5.2. Interestingly, at a lower concentration of PVP-I (0.1% w/v) 

the consumption of H2O2 for the production of HOI was constant and with no statistical difference 

across the plasma treatment times for consumed H2O2. The pH characterisation between the two 

concentrations of PVP-I provide evidence that the more acidic H2O2 is being consumed for the less 

acidic HOI, as seen by the increase in pH with increasing plasma treatment times.  

To best of my knowledge, this is the first work that has been done to try and characterise plasma-

activated PVP-I, and concept of residual H2O2. The qualitative starch-agarose assays were developed 

to measure the total concentration of H2O2 delivered in plasma activated PVP-I. It is important for the 

application into the real-world to have more definite estimation of concentrations of H2O2 in order to 

monitor the dosage delivered to the DFUs. Further work to detect HOI directly would be prudent to 

achieve this. This study of PVP-I in Chapter 5 has allowed for a better understanding of the 

characteristics of plasma-activated PVP-I, including the hypothesised formation of HOI, which will 

be incorporated into the PAHT within Chapter 6, and subsequently released upon plasma irradiation 

of the gel onto bacteria. 
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6 Chapter 6 : Development of a Plasma-Activated 

Hydrogel Therapy 

6.1 Aim 

 

The overall aim of this chapter is to develop a plasma-activated hydrogel therapy (PAHT) for wound 

decontamination. Previous chapters have characterised the plasma source as well as investigate the 

properties of PVP-I. Chapter 6 will summate this and incorporate PVP-I into a PAHT for the 

application against DFU bacteria as determined through the systematic review in Chapter 2. This will 

complete the overall aim of this thesis of developing a PAHT for the specific application in DFUs.  

The first portion covers a background on hydrogels, commonly used microbiology terms such as 

MIC, MBEC, and antibacterial assays utilised to determine the efficacy of PAHT. In order to achieve 

this, firstly, a plasma-activated polyvinyl alcohol (PVA) hydrogel dressing will be established, 

followed with assessing the delivery of RONS including H2O2 through the hydrogel. The latter 

portion of the chapter involved studying the anti-bacterial activity of the established PAHT (i.e. PVA) 

in planktonic cultures of S. aureus and P. aeruginosa and immature/mature biofilms of P. aeruginosa.  

In previous chapters, the anti-microbial potential of various plasma-activated solutions such as PAW 

and an established antiseptic PVP-I was discussed. The results from previous chapters support the 

PAHT development a PVA-hydrogel dressing will be developed loaded with PVP-I to be released 

upon plasma jet-activation into the wound. In a clinical setting, the PAHT will involve placing a PVP-

I- loaded PVA dressing on top of the DFU wound. The dressing will, then, be exposed to CAP 

treatment for a fixed duration. The action of plasma mediates the delivery of the reaction products 

(RONS and PVP-I) from the hydrogel dressing into the wound. 
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6.2 Background 

6.2.1 Hydrogels 

 

Hydrogels are defined as hydrophilic polymeric networks that are able to swell to many times their 

original size, as well as shrink for controlled drug elution.241 Investigating the structure of a hydrogel 

at a nanometre level, the structure is such that cross-linkages surround water molecules within the 

matrix. The mesh structure of the hydrogel at this level will dictate what drug can be deposited into 

the hydrogel due to the size of spaces in the surrounding mesh as well as the properties of the drug, 

for example hydrophobicity.242  

There are a variety of hydrogels available such as agarose, PVA, and carboxymethylcellulose, and 

depending on which hydrogel is selected, their size, structure, and function is different.242 For 

example, the pore size of PVA is much smaller than that of agarose, with 10 µm and 550 µM 

respectively.243, 244 In the development of PAHT, PVA has been chosen as the hydrogel polymer of 

choice. PVA is a widely used synthetic polymer (C2H4O) for drug delivery systems due to its three 

main properties: (i) low cell adhesion; (ii) high surface stability; (iii) and its ability to chelate. PVA is 

also non-toxic, water-soluble, non-carcinogenic, is able to biodegrade in human tissues or fluids, and 

has a high tensile strength making it ideal for use as a dressing in PAHT.245 

The current problems facing that the traditional drug administration such as β-lactam antibiotics, 

particularly in treatment of DFUs, is the inability for sustained high circulating doses due to short 

half-lives of drugs. Antibiotics such as β-lactams and macrolides (as discussed in Chapter 2) are both 

time-dependent and concentration-dependent antibiotics meaning that they are only bactericidal when 

the circulating concentration reaches above MIC for that drug against a specific bacterium.246 The 

need for frequent administration of the drug causes reduced patient compliance due to their adverse 

side effect profiles.247 To address these issues, alternative drug delivery systems such as hydrogels 

have been developed in the hope to produce more beneficial outcomes for a given drug when 

incorporated. Current uses for hydrogels include their biomedical use in nanoparticles,248 use as 

protective films, use as a coating, and as a drug delivery system.241  

Hydrogels are also biocompatible compounds, due to their high-water content and similar 

physiochemical structure, meaning that they have been successfully implemented in a variety of 

anatomical sites such as the peritoneum (located within the abdomen).242 Hydrogels have also been 

implemented as an alternative therapy for chronic wounds. Current “gold standard” therapies for large 

chronic wounds include partial- or full-thickness skin flaps, and although recommended, are not 

without problems such as flap donor site shortage or the psychological sequelae of having a skin 

flap.249 Important for DFUs, hydrogels have a unique property compared to other dressings or 
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synthetic skin substitutes, whereby they can conform to its location and mimic the environment. If a 

drug could be incorporated into the hydrogel matrix, the drug will have complete contact as it elutes 

onto the surface of the wound and thus providing the ultimate drug-targeting solution.242 

Balakrishnan, B et al. studied the effect of an in situ forming hydrogel consisting of oxidised alginate 

and gelatine. They reported that after 2 weeks of use with the hydrogel on a full-thickness wound 

murine model that the wound had fully healed without any observed side effects. Also important for 

wound healing, they report that the hydrogel had swollen to 90% of its weight with fluid from the 

wound, and thus preventing the formation of any wound exudate that would hamper wound healing.250  

O2 is an especially important molecule for the success of wound healing due to an increase in 

requirement during the wound healing process.251 It has been reported that wounds in hyperoxic 

environments show greater angiogenesis than respective hypoxic environments.252 One of the major 

pathways that it is implicated in during wound healing is through the generation of ATP in the 

mitochondria from oxidative phosphorylation.253 Previous agarose tissue models have shown that 

CAP treatment will increase the oxygenation of the local area.206 This finding is important for the 

application of PAHT to DFUs which are inherently hypoxic due to peripheral vascular disease 

(Section 1.2.1.2). The ischaemia in DFUs has been shown to impair wound healing.28  As such, the 

increase in oxygen thorough an agarose tissue model would oppose this and accelerate wound healing 

and vessel growth.251  

As shown in Chapter 4, the Ar-driven CAP jet ignited under standard operating parameters produces 

•OH, a potentially harmful species inducing DNA damage within cells. The results from Gaur, N et 

al. using a commercially available hydrogel dressing and a simple gelatine hydrogel show the 

potential application for a PAHT, not only to deliver H2O2 to the wound, but also to mop up any •OH 

that is produced through plasma irradiation. Direct plasma irradiation has been shown to be 

potentially cytotoxic and contain genotoxic elements. The application of PAHT has been shown to be 

a reservoir for these species and preventing their penetration into cells and prevent the adverse 

consequences of CAP.254-256 We hypothesise that a PAHT treatment regime would also produce none 

or limited side-effects such that the side-effect profile of PAHT would be less than that of a traditional 

antibiotic therapy. 

One of the main choices of drugs used in wound healing are antibiotics such as β-lactams and 

macrolides to prevent infection. Antibiotics have inherently poor drug targeting abilities and short 

drug circulating times, often less than 12 h.247 PAHT provides a solution to this problem through 

facilitating an exact dose of active antimicrobial, be it incorporated into the dressing or RONS 

delivered by plasma, as well as ensuring ease of drug targeting through direct contact to the 

uninfected or infected wound site, as shown in Figure 6.1.  

 



 

82 

 

 

Figure 6.1: Proposed schematic for the use of PAHT atop of a DFU. (Created by D Beith in BioRender.com). 

 

Unfortunately, hydrogels in biomedical applications are not without problems. Depending on the 

hydrogel polymer selected, they may have a low tensile strength, and may be damaged in transit, 

resulting in the loss or reduction of dose of the incorporated drug. Further disadvantages of hydrogels 

is due to their hydrophobicity, drugs that are also hydrophobic, and an estimated 40% of available 

drugs have poor water solubility, are not able to be combined and thus limit the potential application 

of a hydrogel therapy and PAHT.241, 257, 258  It is such that during the development of the PAHT in this 

project, hydrogel parameters such as concentration of hydrogel polymer, number of cross-linkages, 

and thickness to create a robust product were considered.  

 

6.2.2 Bacteria  

 

As indicated through the systematic review of bacteria detected in DFUs using two different 

diagnostic methods (Chapter 2), the most abundant bacteria found in DFUs were S. aureus followed 

by P. aeruginosa. It is for this reason that this chapter will focus on the use of PAHT treatment 

against both species. Table 6.1 provides a concise overview of the bacterial assays used.  
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Table 6.1: List descriptions for the bacterial assays used. 

Bacterial Assay Description Reference 

MIC 

MIC is defined as the lowest 

concentration of an 

antimicrobial that prevents 

planktonic microbial growth 

following incubation 

259 

Checkerboard Synergy 

Use of MIC techniques to 

measure the cumulative effect 

of two drugs in tandem against 

a bacterium. The hypothesised 

eradication would occur at sub-

MIC concentrations of each 

compared to each antibacterial 

in isolation. 

260 

Kirby-Bauer 

A disk diffusion method to 

determine efficacy of an 

antimicrobial against a 

bacterium through production 

of a zone of inhibition 

261 

 

One of the assays used against S. aureus is a checkerboard assay. It is able to determine the efficacy 

of the antimicrobial combination effect through producing a Fractional Inhibitory Concentration (FIC) 

Index. FIC Indexes are used to determine if the combination of antimicrobials was beneficial for the 

eradication of said bacterium. Equation 6.1 shows how it is calculated. A FIC Index of less than 0.5 

indicates synergism, ≥0.5-4 is an additive response and above 4 is antagonistic.  

 

𝐹𝐼𝐶
𝐼𝑛𝑑𝑒𝑥

=  
𝑀𝐼𝐶 𝐻2𝑂2 𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛

𝑀𝐼𝐶 𝐻2𝑂2 𝑂𝑛𝑙𝑦
+ 

𝑀𝐼𝐶 𝑃𝑉𝑃 − 𝐼 𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛

𝑀𝐼𝐶 𝑃𝑉𝑃 − 𝐼 𝑂𝑛𝑙𝑦
= 𝐹𝐼𝐶𝑎 + 𝐹𝐼𝐶𝑏 

(Equation 6.1) 
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6.3 Materials and Methods 

6.3.1 Plasma Source 

 

Section 4.3 outlines the operating parameters of the CAP jet used throughout this work. The CAP jet 

was ignited at a Vp-p of 6.96 kV at a frequency of 23.53 kHz. The jet was operated at a gas flow rate of 

1 SLPM.  

 

6.3.2 Optimisation of the PAHT 

6.3.2.1 PVA hydrogel 

 

A 5% (w/v) PVA gel (Mw 146,000-186,000, CAS number: 9002-89-5, Sigma-Aldrich Corporation) 

was prepared by adding 20 g of PVA into 200 ml of DIW and stirring it using a magnetic bead stirrer 

at 800 rpm and 95°C until dissolved. After achieving a homogenous solution of PVA, the mixture was 

allowed to cool at room temperature. The following thicknesses (1) 2mm, (3) 4mm, (4) 8mm were 

cast in 60 mm culture dishes (CLS430166, Corning Inc.) and placed in a -10°C freezer overnight. The 

PVA hydrogels were subject to a total of 3 freeze-thaw cycles and remained frozen until allowed to 

thaw completely at room temperature before any CAP jet experiment.  

 

6.3.2.2 PAHT treatment regimen 

 

A 10 mm dimeter disc of 5% PVA hydrogels following 3 freeze-thaw cycles was placed on top of a 

well in a 96-well microtiter plate (CLS3599, Corning Inc.) containing 350 µL DIW. Plasma treatment 

was carried out as per Figure 6.2 which was done using raster mode, for 5 minutes. Plasma-irradiated 

PVA hydrogels were then left on top of the well and incubated for 150 minutes at room temperature 

before RONS quantification.  
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Figure 6.2: Schematic for quantitative quantification of the effect of PVA screen thickness on RONS delivery. 

 

6.3.2.3 Gas flow and RONS transport 

 

The effect of gas flow on RONS movement through the PVA screen was also investigated (Figure 

6.3). 10 mm diameter discs of 5% PVA were plasma irradiated on top of a 96-well microtiter plate 

(CLS3599, Corning Inc.) containing 350 µL of DIW for 5 minutes in a raster (Figure 6.3A). The 

plasma was subsequently turned off and 1 SLPM of Ar gas was applied to the top of the PVA 

hydrogel in a raster for a further 15 minutes (Figure 6.3B). The PVA hydrogel was left on top of the 

well and incubated at room temperature for 150 minutes before RONS quantification of the liquid 

below the PVA hydrogel. 

 

 

Figure 6.3: Schematic for the quantitative analysis of the role of gas flow on the delivery of RONS through PVA screens of 

different thicknesses. d = 10 mm. 
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6.3.2.4 H2O2 Quantification 

 

A broad range RONS reporter – KI was used to measure the plasma-delivery of RONS from PVA into 

DIW. Colourless KI upon reaction with RONS undergoes oxidation to form a purple-coloured 

product. After 150 minutes of incubation, 50 μL of plasma treated DIW was resuspended in 150 μL of 

10 µM w/v KI (CAS number: 7681-11-0, Sigma-Aldrich Corporation) in a 96-well microtiter plate 

(CLS3599, Corning Inc.). This was followed with an incubation of 15 minutes at room temperature. 

Absorbance was recorded at 350 nm wavelength with Synergy LX, BioTek plate reader.  

Section 4.3.2.1 provides the method for the determination of H2O2 concentration using the 

commercially available ODP/HRP kit. Absorbance was recorded at 450 nm wavelength (Synergy LX, 

BioTek plate reader) before normalising the results by removing the background (DIW). Once 

normalised, the absorbance values were divided by the gradient of the H2O2 calibration curve (Figure 

4.3) to produce the H2O2 concentration. 

 

6.3.2.5 Qualitative RONS analysis 

 

Figure 6.4 illustrates the schematic for qualitative RONS quantification through the PVA hydrogel of 

varying thicknesses using a KI-starch-agarose hydrogel indicator. Section 5.3.3 describes the protocol 

for making 0.3% (w/v) KI 0.5% (w/v) starch-1% (w/v) agarose hydrogels to as a qualitative indicator 

for RONS delivery. Hydrogels were cast in 60 mm plastic culture dishes (CLS430166, Corning Inc.) 

to a hydrogel thickness of 5 mm (5.65 mL) and stored at 4°C until used. PVA hydrogels of varying 

thicknesses were placed on top of identically sized agarose indicator gels before plasma irradiation for 

5 minutes, moving the plasma continuously in a raster for the duration of the irradiation. Samples 

were then incubated at room temperature for 150 minutes before observing a colour change.  

 

Figure 6.4: Schematic for qualitative RONS analysis. 
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The effect of gas flow was also determined qualitatively using the KI-Starch-Agarose indicator gel as 

an indicator of RONS transport and the formation of the purple complex is outlined in Equation 5.9-

5.11. PVA screens were cast 2 mm, 4 mm, and 8 mm thicknesses in 60 mm plastic culture dishes 

before undergoing 3 freeze-thaw cycles at -10°C in a conventional freezer. They were then placed 

atop of an identically sized set 0.3% w/v KI 0.5% w/v Starch 1% w/v Agarose bottom gel. The 

agarose bottom gels were then plasma irradiated through the PVA screen for 5 minutes moving the 

plasma in a raster fashion for the duration of the irradiation before turning off the plasma and 

subjecting the gels to 15 minutes of 1 SLPM Ar continuously moved in a raster. Samples were then 

incubated at room temperature for 150 minutes before observing any colour change.  

 

 

 

Figure 6.5: Schematic for the qualitative analysis of the effect of gas flow on RONS transport through a variety of PVA 

screen thicknesses. (1) 5% PVA screen at thicknesses 2 mm, 4 mm, 8 mm; (2) 0.3% w/v KI 0.5% w/v Starch 1% w/v Agarose 

top gel. 

 

6.3.3 Bacteria culture 

 

S. aureus (H560) and P. aeruginosa (PAO1), previously stored at -80°C, were grown for 18 h at 37°C 

on tryptic soy agar (TSA) (22091, Sigma-Aldrich Corporation) plate and Luria Bertani agar (LBA) 

(22700025, Fischer Scientific UK Ltd.) plate, respectively from the Jenkins Research Group at the 

University of Bath*. The following day, single colonies of H560 and PAO1 were transferred into 10 

mL of trypticase soy broth (TSB) (Z699209, Sigma-Aldrich Corporation) and Luria Bertani (LB) 

broth (10855001, Fischer Scientific UK Ltd.), respectively. These were allowed to grow in a shaking 

incubator for another 18 h at 37°C at 200 rpm. The product was an overnight (ON) culture of H560 

and PAO1 at a population density of 109 CFU per mL. 
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For subcultures, the ON 10 mL cultures were centrifuged (Eppendorf, 5810R) at 4000 rpm for 10 

minutes. The supernatant was discarded and 10 mL of phosphate buffer solution (PBS) (Fischer 

Scientific UK Ltd.) was added to the bacterial pellet before resuspension. 10 µL of this resuspended 

bacterial solution was dispensed in a separate falcon tube containing 10 mL of PBS, such that the final 

bacterial suspension had a population density of 105 CFU per mL. 

 

*All bacterial work done in this chapter was performed by Dominic Beith, in collaboration with 

Professor Toby Jenkins at the University of Bath, under the supervision of Dr Bethany Patenall. 

 

6.3.4 96-well microtiter plate biofilms 

 

ON cultures were sub-cultured as described in Section 6.2.5. 10 µL of the H560 and PAO1 

suspension was resuspended in TSB with 1% (v/v) D (+) glucose and LB with 50% v/v D (+) glucose, 

respectively. These sub-cultured bacterial suspensions had a population density of 105 CFU per mL. 

200 µL of each of these bacterial suspensions was then added to a well of a 96-well microtiter plate. 

Wells without bacteria i.e. with 200 µL of TSB with 1% (v/v) D (+) glucose or LB with 50% v/v D 

(+) glucose were negative controls. All plates were incubated at 37°C for 18 h to allow biofilm 

formation on the inside of the microwell surface. 

 

6.3.5 Minimum inhibitory concentration 

 

The MIC was determined for H560 against a mixture of H2O2 and PVP-I. Figure 6.2 displays the 

labelled layout of a 96-well plate used for the determination of MIC for H560.  

First, 100 µL of TSB was added to the blue microwells in a 96-wells plate; herein, I will describe the 

96-well plate as column number followed by row letter, for example 1 A is the first column and first 

row. 200 µL of stock solutions of 8.9 M H2O2 (Sigma-Aldrich Corporation) or 10% (w/v) PVP-I was 

added to 2 B-D. Serial dilution was performed by transferring 100 µL of the solution from 2 B-D to 

10 B-D before continuing the dilution from 10 B-D into 2 E-G and so on until 10 E-G. It was such 

that 10 E-G had a final concentration of 3.40E-2 mM H2O2 or 3.81E-5 % (w/v) PVP-I.  

To these dilutions, 100 µL of H560 subculture was then added to each of the blue wells for a final 

volume in each microwell of 300 µL. 200 µL of TSB (without bacteria) and H560 subculture only, 
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were utilised as a negative (red coloured wells in Figure 6.6) and positive (green coloured wells in 

Figure 6.6) controls, respectively.  

The FLUROstar plate reader was used to measure absorbance (Optical Density) at a wavelength of 

600 nm. Optical Density measurements were performed immediately before (at 0 h) and after an 

incubation (at 37°C) of 18 h. The value of absorbance was used as an indicator of bacterial growth. 

MIC was determined between the minimum concentration to that inhibited H560 growth and the 

following column which would be the maximum concentration that uninterrupted the growth of H560 

(Appendix 6.6.1). 

 

 1 2 3 4 5 6 7 8 9 10 11 12 

A             

B          * -  

C          * -  

D          * -  

E  *         +  

F  *         +  

G  *         +  

H             

Figure 6.6: Schematic of 96-well microtiter plate for determination of H560 MIC. Blue wells indicate combination of 

serially diluted H2O2/ PVP-I, H560 subculture, and TSB. Red wells act as a negative control containing only TSB. Green 

wells equal the positive control containing only H560 subculture. Yellow arrows indicate direction of serial dilution. * 

indicate transposition of serial dilution from 10 B-D to 2 E-G. 

 

6.3.6 Checkerboard synergy assay 

 

Figure 6.7 illustrates a schematic of the 96-well plate for the checkerboard synergy assay. In a 96-well 

microtiter plate, 100 µL of TSB was added to each well of 2-12 A-G. 100 µL of 200 mM (v/v) H2O2 

was added to the wells of rows 1 A-G, and serial dilution across the abscissa was performed by 

transferring 50 µL of 200 mM (v/v) H2O2 from 1 A-G to 2 A-G, and so forth finishing with 11 A-G. 

50 µL of 10% (w/v) PVP-I was added to the wells of 1-10 A. Serial dilution was performed by 

transferring 50 µL from the well in row A down the ordinate of the plate up to Row G. Completion of 

both serial dilutions is illustrated in Figure 6.3 as yellow wells. The MIC for H2O2 against H560 (blue 

wells) was then determined by adding 50 µL of 200 mM (v/v) H2O2 to 1 H and serially diluting across 

abscissa of the plate until 11 H. For PVP-I MIC determination against H560 (orange wells), 50 µL of 
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10% (w/v) PVP-I was added to 11 A and serially diluted down the column finishing at 11 H. The 

brown well in Figure 6.3 indicates a mixture of PVP-I and H2O2 in the MIC determination study. 

H560 subcultures were prepared as per Section 6.2.5 and 100 µL was dispensed to all the wells, 

except in column 12. 100 µL TSB in wells B-D and 100 µL of H560 in the wells E-G contained 100 

µL H560 subculture, of column 12, were used as negative (red) and positive (green) controls. 

The FLUROstar plate reader was used to measure absorbance at a wavelength of 600 nm. Optical 

Density measurements were performed immediately before (at 0 h) and after an incubation (at 37°C) 

of 18 h. The value of absorbance was used as an indicator of bacterial growth. Appendix 6.6.3 shows 

raw absorbance recording at 600 nm following incubation. 
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PVP-I  

MIC 
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0.04            
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Figure 6.7: Schematic of 96-well microtiter plate for Checkerboard Synergy Assay of H560 with H2O2 and PVP-I. Yellow 

wells indicate a mixture of serially diluted PVP-I (ordinate) and H2O2 (abscissa). Blue wells indicate MIC H2O2 and orange 

indicates MIC PVP-I. 11 H (brown) represents a mixture of PVP-I and H2O2 in the MIC determination study. 

 

6.3.7 PVP-I loaded PVA hydrogels 

 

For the creation of PVA-PVP-I hydrogel, 10% (w/v) PVA (Mw 146,000-186,000, CAS number: 9002-

89-5, Sigma-Aldrich Corporation) was created as per Section 6.2.2. to create a homogenous solution 

and allowed to cool to room temperature. A 10% PVP-I (w/v) (CAS number: 25655-41-8, Sigma-

Aldrich Corporation) was made up in DIW and mixed in a 1:1 ratio with the cooled 10% (w/v) PVA 

with constant stirring at 800 rpm for 15 minutes.  

PVA-PVP-I hydrogels were then cast in 60 mm culture dishes (CLS430166, Corning Inc.) to a 

thickness of 5 mm and placed in a -10 °C freezer. The PVA-PVP-I hydrogels underwent 3 freeze-

thaw cycles before CAP jet experiments. 
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6.3.8 Kirby-Baur Assay 

 

100 µL of H560 or PAO1 bacterial subculture was inoculated onto the surface of a Mueller-Hinton 

(MH) agar (70191, Sigma-Aldrich Corporation) using a cell spreader. The plates were left to air-dry at 

room temperature for 15 minutes before placing a PVP-I PVA hydrogel disc of 10 mm in diameter, in 

the middle (Figure 6.8A). Plates were incubated overnight at 37°C. Following incubation, the 

diameter of the zone of inhibition was measured using a ruler in mm across the widest point as shown 

in Figure 6.8B. Experiments were performed in triplicate with mean zone of inhibition and standard 

deviations were calculated. 

 

 

Figure 6.8: Schematic for Kirby Bauer Assay with PVP-I PVA hydrogels. x represents the recorded distance for zone of 

inhibition from the edge of the PVP-I loaded PVA hydrogel to the edge of the zone in millimetres. 

 

6.3.8.1 Effect of PVP-I concentration 

 

Three different concentrations of PVP-I (w/v) (0.1%, 1%, 10%) were studied. For each concentration 

a PVP-I hydrogel solution was mixed in a 1:1 dilution with 5% (w/v) PVA solution and later 

subjected to 3 freeze-thaw cycles. PVP-I loaded screens were then punched out into discs of diameter 

10 mm before washing with PBS to remove any residual surface PVP-I. PVP-I loaded PVA hydrogels 

were placed in the centre of the inoculated plate (H560/PAO1) before plasma irradiation for 3 minutes 

(raster mode) was carried out under the operating parameters described in 6.3.1, Figure 6.9. Plates 

were then incubated at 37°C for 18 h and the zone of inhibition for each plate was measured after 18 h 

(Appendix 8.5).  
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Figure 6.9: Schematic for the Kirby-Bauer Assay with varied PVP-I concentrations loaded into a PVA screen against PAO1 

and H560. Mueller-Hinton (MH); d = 10 mm. 

 

6.3.8.2 Effect of gas flow against PAO1 

 

The effect of gas-flow was studied independent to CAP irradiation this time. PVP-I loaded-PVA 

hydrogels at the following concentrations 0.1%, 1% and 10% (w/v) were cast to a thickness of 4 mm 

and subject to 3 freeze-thaw cycles. 10 mm diameter discs were punched out and washed in PBS 

before placing the centre of the PAO1 inoculated MH agar plates. Figure 6.10 shows the schematic 

for the gas-flow condition in this experiment. Ar gas flow at 1 SLPM was moved in a raster across the 

surface of the PVA screen for 3 minutes before incubation for 18 h at 37°C. 

 

 

Figure 6.10: Schematic for Kirby-Bauer Assay for the determination of the effect of gas flow on PAO1 zone of inhibition. 

Mueller-Hinton (MH); d = 10 mm. 
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6.3.9 Wound Biofilm Model In vitro 

 

In the centre of a brain-heart infusion agar (BHIA) (70138, Sigma Aldrich Corporation), 25 mm 

diameter Whatman®nucleporeTM track-etched membrane discs (WM) (WHA110659, Sigma-Aldrich 

Corporation) were placed shiny-side up. The plates were then placed in a laminar air flow hood and 

sterilised for 10 minutes using the in-built UV-C lamp.  

Artificial wound fluid (AWF) was prepared by mixing foetal bovine serum and peptide solution, both 

sourced from Sigma-Aldrich Corporation, in a ratio of 1:1. 20 µL of AWF was added on top of WM 

in the sterilised plate and left to air-dry at room temperature for 15 minutes. This was followed by 

adding 30 µL of PAO1 subculture on the WM before incubation at 37°C for 8 h and 24 h, resulting in 

an immature and mature biofilm model, respectively. These in vitro biofilm models would be used for 

PAHT testing. 

 

6.3.9.1 Bacterial viability assay in wound biofilm model  

 

The Miles and Misra technique was utilised to quantify viable bacteria following PAHT treatment.262 

In this method, CFUs are used to estimate viable bacterial count whereby one viable bacterium is 

equivalent to one colony. The PAO1 bacterial cultures following incubation were resuspended in 10 

mL of PBS. 100 µL of the resuspended solutions was diluted in 900 µL PBS to prepare 1 mL of 

bacterial suspensions. This was subsequently further serially diluted to create solutions with 

population densities between 10-1 and 10-8.  

An LBA plate was divided into 8 sections for each bacterial dilution and 10 µL of the bacterial 

solution (of each dilution) was aliquoted into each respective section (Figure 6.5). Each section 

consisted of three spots (aliquots) totalling 30 µL in each section. Agar plates were then incubated at 

37°C for 18 h. Following incubation, the number of colonies per spot were counted with the naked 

eye for each dilution factor, where possible to generate the CFU per mL for each PAHT variable 

tested. Three biological repeats were performed for each bacterial density, and standard deviations of 

CFU per mL calculated. 
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Figure 6.11: Schematic for dilution aliquoting for the Miles and Misra method. 

 

6.3.9.2 PVP-I loaded PVA hydrogels on In vitro biofilms 

 

An In vitro wound biofilm model was created using the methodology described in Section 6.2.9 and 

10% (w/v) PVP-I loaded PVA hydrogels were made as per Section 6.2.7 to a thickness of 4 mm in 

plastic culture dishes and subject to 3 freeze-thaw cycles. The PVP-I-loaded-PVA hydrogel was atop 

of the WM containing an 8 h PAO1 biofilm. The loaded hydrogels were then subject to 3 minutes 

plasma irradiation in a raster under the standard operating parameters (Section 6.2.1) before static 

incubation for 24 h. The Miles and Misra method described in above was utilised for the 

quantification of CFU reduction following incubation. 

 

Figure 6.12: Schematic for Wound Biofilm Model In vitro with PAO1. 
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6.3.10 Data Analysis 

 

Microsoft Excel was used for data handling and quantitative analysis of H2O2 concentration. 

OriginPro 2020b (Academic) was used to perform the one-way ANOVA, Tukey Test and Levene’s 

Test, and Two-Sample t-Test to determine statistical significance. A P-value of <0.05 was used as 

statistically significant for all cases. A mixture of OriginPro 2020b (Academic) and MATLAB R 

2017a was used to plot the graphs in this chapter. The mean of three replicates were used in all 

experiments and plotted, and error bars on respective graphs represent standard deviations unless 

stated otherwise. 
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6.4 Results and Discussion 

6.4.1 Optimisation of the PAHT 

6.4.1.1 H2O2 Quantification 

 

In order to optimise PAHT, thicknesses of PVA were varied on top of a 96-well plate containing DIW 

in order to determine the most effective option for RONS delivery, and thus bacterial eradication. 

RONS delivery was measured with 2 assays, KI oxidation at 350 nm, denoting overall RONS delivery 

through the PAHT, and the ODP/HRP assay for determination of the H2O2 concentration. Figure 6.13 

shows the results of both KI oxidation and H2O2 concentrations found beneath the PVA hydrogel for 

varying PVA hydrogel thicknesses. Using a Two-Sample t-Test between 0 mm (direct CAP) and 2 

mm, both KI oxidation and H2O2 concentrations are statistically significantly lower, p <0.0001 and p 

= 0.004 respectively. In this setup, the results suggest that the PVA hydrogel acts as a reservoir for 

RONS species with some apparent retention of longer-lived species such as H2O2. The process by 

which the reactive species move through the screen is hypothesised to be a slow molecular transport 

process.178 For all PVA hydrogel thicknesses, there is a statistically significant decrease in both the 

absorbance recorded at 350 nm and H2O2 concentration with increasing hydrogel thickness between 2 

mm and 8 mm. For the PAHT regimen, the thinnest screen thickness is the most optimal for H2O2 

delivery. At H2O2 concentrations of less than 50 mM, it has been shown in a murine model of wound 

healing that H2O2 facilitates angiogenesis and improves wound closure.263, 264 
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Figure 6.13: H2O2 concentrations and KI Oxidation beneath PVA screens of varying thicknesses. H2O2 concentration 

determined using ODP/HRP assay and KI Oxidation determined by absorbance at 350 nm. Error bars represent standard 

deviations. Experiments carried out in triplicate (n=3). 

 

 2𝐼− +  𝑜𝑥𝑖𝑑𝑖𝑠𝑖𝑛𝑔 𝑎𝑔𝑒𝑛𝑡 →  𝐼2 (Equation 6.2) 

   

 𝐼− + 𝐼2  → 𝐼3− (Equation 6.3) 

   

 𝐼3− +  𝑠𝑡𝑎𝑟𝑐ℎ → 𝑝𝑢𝑟𝑝𝑙𝑒 𝑐𝑜𝑙𝑜𝑢𝑟 (Equation 6.4) 

 

The chemical equations for the reaction occurring between RONS and the agarose indicator gel are 

shown in Equations 6.2 to 6.4. KI contained within the agarose indicator gel is the source of I-. Plasma 

irradiation of the PVA screen produces H2O2, a key oxidising agent, and so forming I2 (Equation 6.2). 

Equation 6.3 shows that the newly formed I2 further reacts with the free I- within the agarose indicator 

gel to form I3
-. Finally, I3

- reacts with the starch for form the purple saturation seen in Table 6.2, 

Equation 6.4. The results in Table 6.2 show that in the absence of an oxidising agent i.e. untreated 

PVA hydrogel, no colour change is observed in the agarose indicator gel hydrogel. This is because 

there is no endogenous oxidising agent contained within the PVA hydrogel to create I2. Following 

plasma irradiation of the PVA hydrogel, Table 6.2 shows that for all PVA screen thicknesses, some 
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degree of purple saturation can be observed with the naked eye. In keeping with the results above, the 

results in Table 6.2 show the attenuation of the purple saturation with increasing PVA screen 

thickness, further supporting the claim that the screen acts as a RONS reservoir and that H2O2 

concentration beneath the hydrogel diminishes with increasing PVA hydrogel thickness. 

 

Table 6.2: Qualitative analysis of a 0.3% KI 0.5% starch 1% agarose hydrogel through different PVA screen thicknesses 

with plasma-activation. 

PVA Screen Thickness Untreated Plasma Treated 

2 mm 

  

4 mm 

  

8 mm 

  

 

6.4.1.2 Gas flow and RONS transport 

 

The results from Figure 6.13 illustrate how the PVA hydrogel is acting as a reservoir for RONS 

species through the decrease in H2O2 and KI oxidation under the hydrogel. RONS are hypothesised to 

move through the PVA hydrogel via a slow molecular transport process and as such gas flow post-

plasma irradiation was investigated in order to determine if an external pressure could affect this 

process.178 The effect of gas flow post-plasma irradiation on H2O2 concentrations beneath the PVA 

hydrogel were plotted against the H2O2 concentrations seen in Figure 6.13 without gas flow in Figure 

6.14. The results in Figure 6.14 show that the added effect of gas flow post-plasma irradiation does 

not produce a statistically significant difference in H2O2 concentration across all PVA screen 

thicknesses. 
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Figure 6.14 Quantitative effect of gas-flow on RONS transport through a variety of PVA screen thicknesses on H2O2 

concentration calculated using ODP/HRP assay. Error bars represent standard deviations. Experiments performed in 

triplicate (n = 3). 

 

Results of the colour change are displayed in Table 6.3. Colour changes seen in Table 6.3 are caused 

by Equations 6.2 to 6.4. The control in this experiment was plasma irradiation without any additional 

gas flow. The addition of Ar gas flow for 15 minutes shows no enhancement of the purple complex 

saturation in the KI-starch-agarose hydrogels which is in keeping with the quantitative results 

showing no statistically significant decrease between gas flow and no-gas flow between any of the 

screen thicknesses.  

Although not investigated in this work, the transport of RONS through a hydrogel is time dependent. 

In a study conducted by Oh, J et al.265 it was reported that when compared to the direct treatment of 

DIW, RONS production through a hydrogel showed that there was an initial lag-phase of 12 minutes, 

proved through UV-VIS absorbance between 190 nm and 400 nm. The mechanisms by which longer-

lived reactive species form between direct plasma treatment and through PAHT was also proposed to 

be by two different mechanisms. The production of RONS through direct treatment of DIW is thought 

to be due to direct solvation of RONS into the DIW and is subsequently a fast reaction. It is 

hypothesised when a hydrogel is placed above DIW, RONS first dissolve in the water and then there 

is slow molecular transport moves that the RONS into the DIW. Additionally, new RONS may be 

formed within the hydrogel due to secondary reactions between the existing RONS. 
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Table 6.3: Qualitative analysis of the effect of gas flow on the oxidation of a 0.3% KI 0.5% starch 1% agarose hydrogel 

through different thickness plasma-treated PVA screens. 

PVA Hydrogel Thickness Without Gas Flow With Gas Flow 

2 mm 

  

4 mm 

  

8 mm 
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6.4.2 Applications of H2O2 and PVP-I to Bacteria 

 

Due to the coronavirus pandemic and subsequent restrictions, only H560 MIC results were able to be 

carried out by D Beith. As such, results for PAO1 MIC were performed by Dr B Patenall, University 

of Bath.266 Two antimicrobials were tested in this project: H2O2 and PVP-I against H560 and PAO1. 

Methodology for the determination of MIC of PVP-I and H2O2 is detailed in Section 6.2.5. Results of 

the MIC of H2O2 and PVP-I are shown in Table 6.4 with the Optical Density at 600 nm for each 

respective antibacterial against H560 displayed in Appendix 8.3. 

The results for H560 and PAO1 show that the MIC of both H2O2 and PVP-I occur at the same 

concentrations for each strain: 0.44-0.87 mM for H2O2 and 0.31-0.63% (w/v) PVP-I. Unfortunately, 

the both PAO1 and H560 MIC H2O2 values are only achievable with direct plasma irradiation of a 

substrate using the plasma parameters described in 6.2.1. For example, after 1-minute direct plasma 

irradiation, 0.53 mM H2O2 is produced, meaning that the H2O2 component of CAP should be capable 

of killing planktonic PAO1. 

 

Table 6.4: Minimum Inhibitory Concentrations for PAO1 and H560 against H2O2 and PVP-I. PAO1 results are reproduced 

from Dr B Patenall at the University of Bath.266 

Bacterial Strain 
H2O2 MIC 

(mM) 

PVP-I MIC 

% (w/v) 

H560 4.35-8.69 0.31-0.63 

PAO1 0.44-0.87 0.31-0.63 

 

6.4.2.1 Checkerboard Synergy Assay 

 

The combination of antimicrobials can potentially have additive or synergistic effects for their 

performance against bacteria, especially towards those bacteria with multi-drug resistances. The 

combination of PVP-I and H2O2 has been reported to produce either a synergistic or additive effect in 

combination, depending on the bacteria. A checkerboard assay was used to determine the combination 

effect of H2O2 and PVP-I against H560; the methodology is as detailed in Section 6.2.6. 

The results from three biological repeats are shown in Figure 6.15. Concentrations from 2.5% (v/v) 

and serially diluted to 0.04 % (v/v) PVP-I and H2O2 from 50 mM and serially diluted to 0.01 mM 

were tested against H560. MIC values for H2O2 against H560 were found on the checkerboard 

synergy assay between 6.25 – 12.5 mM (v/v) and PVP-I between 0.16-0.31% (v/v). FIC indexes were 
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calculated for H560 using Equation 1 with values ranging between 0.500 and 0.9992. This indicates 

that the combination of PVP-I and H2O2 against planktonic H560 is an additive result rather than 

synergistic. Apart from an additional well found in Figure 6.15 C (gold), all biological replicates 

showed the same FIC values. The lowest FIC Index was 0.5000 and represented the strongest additive 

effect of PVP-I and H2O2 whereby both PVP-I and H2O2 concentrations in combination were a quarter 

of the concentration of their MIC when acting alone.  

The results in Figure 6.15 A-C show promise for the application of the CAP jet in combination with 

PVP-I against H560 and other planktonic bacteria. H2O2 is a major RONS component of the CAP jet 

and under the operating parameters in Section 6.3.1. H2O2 concentrations required when in 

combination with PVP-I largely falls within the same range as when in insolation (3.13-6.25 mM). 

Results from the optimised PVA hydrogel show that a screen thickness between 2-4 mm is suitable 

for transporting this concentration of H2O2 to the target. Further optimisation of plasma parameters 

could be yielded from another checkerboard synergy assay. In the previous experiment, we used a 

standard H2O2 solution rather than H2O2 generated through the CAP jet and as such this should be 

repeated to determine the effect of PAW and PVP-I. Differences in results would confirm if other 

RONS species aside from H2O2 were responsible for bacterial death. 
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Figure 6.15: Checkerboard Synergy Assay against planktonic H560 with a combination of H2O2 and PVP-I showing FIC 

indexes (blue). Additional FIC value not seen in A and B highlighted in C in gold. Three biological replicates are 

represented A-C. 
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6.4.3 Applications of PAHT to DFU Bacteria 

6.4.3.1 Kirby-Bauer Assay 

 

The 5% PVA screen has been optimised for screen thickness for maximum RONS delivery and the 

effect of gas-flow on slow molecular transport of RONS through the PVA screen has been 

determined. The results concluded that at every PVA screen thickness, gas flow had no statistically 

significant effect and that a thinner PVA screen was better for H2O2 concentration beneath the screen. 

Based upon a consideration of mechanical properties versus thickness of the hydrogel, it was found 

that a 4 mm 5% PVA screens was best suited for plasma irradiation and therefore used for Kirby-

Bauer Assays against both H560 and PAO1 bacterial strains.  

 

6.4.3.1.1 Effect of Povidone-Iodine Concentration  

 

In order to produce the most affective PAHT for bacterial eradication in DFUs, varying 

concentrations of PVP-I were loaded into the PVA hydrogel against H560 and PAO1. This 

experiment would kickstart achieving aim (iii), loading the PAHT with PVP-I and testing against 

H560 and PAO1. The concentration with the highest zone of inhibition would be taken forward and 

applied against the In-vitro wound biofilm model. Three concentrations of PVP-I at 10-fold 

concentration intervals (0.1%, 1% and 10%) were incorporated into the 4 mm PVA hydrogel, PVP-I-

PAHT before application against H560 and PAO1. Plasma-irradiated PVP-I-PAHT were compared 

against their non-irradiated counterparts, as well as an unloaded 4 mm 5% PVA hydrogel. 

Three biological repeats were performed with the mean and standard deviations given below in Figure 

6.16. For both H560 (Figure 6.16A) and PAO1 (Figure 6.16B), the 10% PVP-I loaded PVA screen 

had the greatest inhibitory effect. Interestingly, between untreated 10% PVP-I and with CAP, H560 

showed a statistically significant difference in the zone of inhibition of P < 0.0001 and PAO1 of P < 

0.001. For most of the other PVP-I concentrations loaded into the PVA screen, no significant 

difference was found, and interestingly at 1% with H560 it was found that CAP had a negative effect 

on the zone of inhibition compared with just the loaded screen, P < 0.05. 

It was also observed that the addition of CAP at each PVP-I concentration in Figure 6.16B produced 

greater zone of inhibitions, and thus a greater bactericidal response, when compared against 6.16A. 

CAP exhibits different efficacies against gram-positive and gram-negative bacteria, and between 

bacterial species with varying cell wall thicknesses. CAP has been shown to be more effective against 

gram-negative bacteria, such as PAO1 in Figure 6.16B, due to the absence of a cell wall and better 
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penetration of RONS in gram-negative bacteria.267 As such, this is one explanation for why an there is 

an absent effect following plasma-irradiation in Figure 6.16A, which is tested against a gram-positive 

bacteria (H560). 

Unexpectedly, a zone of inhibition against H560 in Figure 6.16A was seen with just PVA alone and 

an absence of inhibition was noted when CAP was added. This result goes against the literature which 

reports that PVA has no antibacterial properties, and also that the addition of RONS from CAP 

treatment did not produce a bactericidal response.268 Although this no significant difference was 

observed between PVA and PVA with CAP on further analysis with a Tukey Test, P = 0.42, this 

experiment should be repeated in order to confirm the below results are not erroneous. 

 

Figure 6.16: Zone of Inhibition following Kirby-Bauer Assay with varied PVP-I concentrations loaded into a PVA Screen 

against (A) H560 and (B) PAO1. Comparison of means between CAP and untreated variable for each PVP-I percentage 

performed by ANOVA-One Way and Tukey Test: p<0.05 (*), p<0.001 (***), p<0.0001 (****), not statistically significant 

(NS). Errors bars represent standard deviations. Experiments carried out in triplicate (n=3). 

B 

A 
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 𝐼− + 𝐻2𝑂2 → [𝐼−𝐻2𝑂2]−  → 𝐻𝑂𝐼 + 𝑂𝐻− (Equation 6.5) 

   

 𝐼− +  𝐻2𝑂2 → [𝐼−𝐻2𝑂2]−  → 2𝑂𝐻− + 𝐼+ (Equation 6.6) 

   

 𝐼+ + 𝑂𝐻−  → 𝐻𝑂𝐼 (Equation 6.7) 

   

 𝐼− + 𝑂 
1

2 → [𝐼−𝑂2]− +  𝐻2𝑂 → 𝐻𝑂2 +  𝐻𝑂𝐼 (Equation 6.8) 

 

As discussed in Chapter 5, the results from both agarose hydrogel systems and UV-VIS spectra 

illustrated the consumption of iodine species I- and I3
- following plasma irradiation. It was 

hypothesised that the consumption of these species leads to the formation of the antimicrobial 

compound HOI. Equations 6.5-8 show the 4 likely reactions that occur within the PVP-I loaded PVA 

screen following plasma irradiation. Oxidation of I- as shown in Equation 6.5 produces HOI which is 

a known disinfectant. When compared to I2, HOI has nearly twice the oxidising power suggesting 

greater disinfection power.  

 

 𝐼2  +  𝐻2𝑂 ⇌  𝐻𝑂𝐼 +  𝐻+  +  𝐼− (Equation 6.9) 

 

Along with the formation of HOI through combination with RONS, another mechanism for the 

formation of HOI is through the hydrolysis of I2 as shown in Equation 6.9. This reaction is pH 

dependent and as such that is reported that the optimum condition for HOI formation is at pH 7-7.5 

whereby 52% of species exist as I2 and the rest HOI. Above pH 8, it has been shown that HOI will 

decompose into iodate, OI-,and H+.269 The results from this Kirby-Bauer assay show an increase in the 

bactericidal properties of PVP-I at 10% (w/v) PVP-I loaded PVA hydrogel when plasma irradiated. 

Results in Chapter 5 combined with this assay support the theory that plasma-activated PVP-I 

promotes the formation of the more bactericidal compound HOI. 
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6.4.3.1.2 Effect of Gas-Flow on Varied Povidone-Iodine Concentrations 

against PAO1 

 

The mean zone of inhibitions for each variable were plotted (Figure 6.17) and the standard deviations 

representative of the experiment performed in triplicate. The results demonstrate again that 10% (w/v) 

PVP-I with CAP irradiation shows the highest potential for PAO1 inhibition. With regards to gas 

flow, it was shown that there was no statistically significant difference between the zone of inhibition 

for control and gas flow, concluding that the effect of gas flow has no effect on the slow molecular 

transport within hydrogels. Interestingly, this dataset against PAO1 shows that there was no 

statistically significant difference between 0.1% (w/v) PVP-I and 1% (w/v) PVP-I following CAP 

treatment and in 2 out of the 3 PVP-I conditions, additional gas flow caused a decrease in the zone of 

inhibition. 

 

 

Figure 6.17: Determination of the effect of gas-flow on varied PVP-I concentration loaded PVA screens against PAO1 using 

a Kirby-Bauer Assay. Experiment performed in triplicate (n = 3) with means and standard deviations plotted. Data for 

Control and CAP at each concentration is taken from PVA and PVA + CAP groups respectively in Figure 6.16B. 
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6.4.3.2 Effect of PVP-I/plasma-PVP-I on an 8 h biofilms  

 

Kirby-Bauer Assays have been utilised in Section 6.4.3.1.1 and 6.4.3.1.2 in order to optimise the 

PVP-I loading into a 4 mm PVA hydrogel against H560 and PAO1.  Evaluating the results from these 

experiments, it was found that 10% PVP-I loaded into a 4 mm 5% PVA screen was best suited for 

maximum bacterial eradiation of both species. The following parameters were therefore applied 

against our 8 h PAO1 In vitro wound biofilm model to better simulate the potential against DFUs. 

The results in Figure 6.18 show that direct CAP i.e. no PVA screen above polycarbonate membrane 

and CAP PVP-I –PAHT screen are the most effective at CFU reduction against an immature 8 h 

PAO1 biofilm. However, using the Miles and Misra technique for CFU determination, we are unable 

to ascertain any superiority in CFU reduction between the Direct CAP and CAP PVP-I –PAHT screen 

as they have both have no growth. There was no statistically significant difference in the biofilm CFU 

between an unloaded screen (PVA) and a CAP-treated unloaded-screen (CAP-PVA).  

This report has determined, through characterisation of the jet and under the operating parameters 

used throughout this thesis, that the maximum concentration of H2O2 produced following 3 minutes of 

direct irradiation at 10 mm distance is 1.20 mM. Patenall, B reports the minimum biofilm eradication 

concentration of H2O2 against PAO1 to be 1110-2230 mM. My above findings of 1.20 mM following 

3 minutes direct irradiation indicate that the current CAP parameters produce 1000 times less H2O2 

than what is needed to eradicate a PAO1 biofilm.266 Furthermore, when a 4 mm hydrogel is placed 

atop of the target, this concentration is reduced dramatically. The additive effect of PVP-I and H2O2 as 

confirmed through the checkerboard synergy assay (Section 6.3.6), combined with the theorised 

production of HOI is the proposed explanation behind the effectiveness of CFU reduction following 

CAP jet treatment in the presence of ≈1000 times less H2O2 concentration.  
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Figure 6.18: Effect of CAP-treated PVP-I-PVA screens against an In vitro 8 h PAO1 wound biofilm model. Colony Forming 

Unit (CFU). Error bars represent standard deviations. Experiments performed in triplicate (n = 3). 

 

6.4.3.3 Effect on Post-Plasma Incubation Time on CFU Reduction 

 

More substantial biofilms were grown for the following experiments using 24 h incubated PAO1 

biofilms grown using the in vitro wound biofilm model (Section 6.3.9). The experimental design was 

the same as detailed in Figure 6.18 however, CFU determination was carried out 1-h post-plasma 

irradiation and at 24 h post-treatment incubation. The following CAP treated variables were compared 

against their respective untreated versions, direct CAP, 5% (w/v) PVA screen, and 10% (w/v) PVP-I –

PAHT. The hypothesis tested here was that against substantial biofilms, ≈1010 CFU/biofilm, that the 

CAP jet provides only a short-term antimicrobial effect. 

The results in Figure 6.19 show that there was a statistically significant (P < 0.001) decrease in 

CFU/biofilm following CAP treatment of the PVP-I –PAHT screen. This again suggests that that the 

additive behaviour of PVP-I and H2O2 are capable of a 101 reduction in CFU/biofilm and compared to 

the original biofilm, a 102 reduction in CFU/biofilm. Unlike with an 8 h immature PAO1 biofilm, 

Figure 6.19 shows that Direct CAP provides the largest reduction in CFU/biofilm with a 103 reduction 

at 1 h and after 24 h a 102 reduction. For all other variables after 24 h, there was no statistically 

significant difference between no plasma and plasma-irradiation of the PVA screen. The results from 

the mature biofilm post 24 h incubation micro-organisms show almost full recovery from both direct 
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CAP and from CAP treatment of PVP-I –PAHT screen. It is reported that the efficacy of CAP 

decreases with biofilm maturity. Proposed reasons for the decreased efficacy include the increased 

production of EPS in well-established biofilms compared to their immature counterparts, and a 

change in the expressed genotype through QS with increasing biofilm.270, 271  

It was also noted that although decreased efficacy was shown, in all CAP treated groups, there was 

incomplete “healing” of biofilm back to the original CFU count. One of the mechanisms behind the 

bactericidal action of CAP is an increase in bacterial cell wall permeability, achieved through thermal, 

chemical and electromechanical mechanisms.202 It has also been reported that CAP irradiation against 

established biofilm causes a complete breakdown in the bacterial cell wall, and as such this coupled 

with the increased permeability could explain why full regrowth of PAO1 at 24 h incubation was not 

observed.272 

 

 

Figure 6.19: Effect of 1 h and 24 h incubation post CAP treatment on the colony forming unit (CFU) in a biofilm model. 

Comparison of means performed using Tukey Test: p < 0.001 (***). Error bars represent standard deviations. Experiment 

performed in triplicate (n = 3). 
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6.5 Conclusions 

 

This chapter describes optimisation, bacterial efficacy and latterly the combined effect of an 

antimicrobial loaded into a PVA screen for the treatment of DFU biofilms. The work shows that PVA 

screen thickness has a large effect on the RONS transport to the target via slow molecular transport, 

and it has also showed that external forces such as maintained Ar gas flow at 1 SLPM does not affect 

this process. A balance between PVA screen stability and H2O2 delivery meant that 4 mm screen 

thickness was decided upon. Further quantification of PVP-I and plasma-derived H2O2 showed that in 

combination, an additive response against H560. Importantly, it showed that the required H2O2 for 

dissolution of planktonic H560 in combination with PVP-I was capable through a 4 mm PVA screen. 

Through Kirby-Bauer Assays and In vitro wound biofilm models, I have characterised the PAO1 

response to a therapeutic hydrogel, created using a 1:1 dilution of 10% (w/v) PVP-I and 5% PVA. The 

Kirby-Bauer Assays were used to determine the optimum concentrations of PVP-I against planktonic 

PAO1 and H560, and later applied to the WM in vitro wound biofilm models. Against immature 

biofilms (8 h) a complete reduction in CFU/biofilm was seen with both direct CAP and CAP PVP-I – 

PAHT hydrogel indicating similar efficacy against a biofilm of 109 CFU. The results from this 

demonstrate that it could be a promising treatment for post-debridement DFUs whereby the CFU 

count will be much lower than that of an established chronic wound. Results from the 24 h biofilm at 

varying post-incubation times show an immediate antibacterial effect of the CAP jet using the PVP-I-

PVA screen and as such may enable better response to antibiotics if co-delivered.  
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7 Chapter 7 : Conclusions and Future Work 

 

DFUs pose an underappreciated financial and social burden with the management for DFUs costing 

the NHS £650 million per year and leading to 1 amputation every 30 seconds globally.224, 273 The most 

frequent cause of hospitalisation and amputations for individuals with DFUs is infection and patients 

at hospitals are exposed to dangerous bacteria with multi-drug resistances.26, 274 One of the major 

challenges faced by patients is their long-term exposure to and systemic use of broad-spectrum 

antibiotics and this contributes to the ever-growing risk of AMR. The potential future burden of AMR 

is such that it could be attributable to more deaths than cancer by 2050. AMR therefore poses a 

dangerous threat to DFIs through their chronicity, the poor drug targeting abilities of antibiotics in 

tissue, and frequent long antibiotic administration required for infection resolution.275  

Currently, there is still no effective treatment other than antibiotics that prevents amputations in those 

with deep-seated infection. This has provoked research into alternative novel or repurposed therapies 

for DFUs which would prevent further contribution towards AMR.43 One avenue of interest in this 

work is the field of plasma medicine which utilises CAP jets in healthcare applications such as cancer 

treatment, sterilisation, dentistry and chronic wounds.276-278 CAP, or plasma, is an ionised gas which 

consists RONS such as NO, NO2
-, O2

-, H2O2 and O3, UV component, electric field, etc. The 

antibacterial nature of CAP can be attributed to the following: (i) cell-wall permeabilisation; (ii) 

penetration of reactive species into the bacterium; and (iii) reactions within the bacterium leading to 

DNA damage. However, to-date the exact mechanisms of action if CAP in tissues have not been fully 

determined. Importantly for a new potential treatment in DFUs, CAP has also to be shown to not 

contribute to AMR development due to its widespread mechanism of action.202, 279  

The clinical landscape within plasma medicine is limited, with only three RCTs conducted so far on 

DFUs and show statistically significant reductions in wound size but are restricted to low grade ulcers 

only.43, 46, 47 As such, this work is a step in the direction of exploring the use of CAP jets as a potential 

treatment for DFUs.  

The particular focus of this work was to develop a PAHT, which is a hydrogel loaded with 

antimicrobials such as PVP-I. In order to achieve this, three key aims needed to be investigated: (i) 

investigating the bacteriology of DFUs; (ii) characterisation of the CAP jet and plasma-activated 

solutions; and (iii) optimisation the PAHT treatment parameters for optimal RONS delivery.  

The first aim was achieved in Chapter 2 through the completion of a systematic review. The 

systematic review compared traditional culture techniques versus broad-range 16S rRNA gene PCR 

for the identification of the most predominant bacteria within DFUs. Outcomes from the systematic 

review found that from both detection modalities, Staphylococcal spp. and Pseudomonas spp. were 
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most common within DFUs and this was in line with similar reviews.280-282 Important for subsequent 

CAP treatment, studies have shown attenuation of the effect of CAP against Gram-positive bacteria, 

Staphylococcal spp. when compared to Gram-negative bacteria, Pseudomonas spp. due to the 

presence of the cell wall.283 It was also found that patient country of origin played a factor in bacterial 

predominance and this was in line with what is reported within the literature, whereby Pseudomonas 

spp. are more likely to be found in temperature climates compared to Gram-positive bacteria.284, 285 It 

was therefore decided that when applying future PAHT treatments to bacteria, that any in vitro wound 

biofilm models or planktonic assays should be carried out with both bacteria. 

The CAP jet was established and characterised in Chapter 4 through investigating the physical 

(electrical and optical) and chemical characteristics of CAP. Electrical analysis was used to finalise 

the parameters which were optimum for the treatment of thermally sensitive tissues/hydrogels and low 

power consuming. These were Vp-p= 6.96 kV and 23.5 kHz with a power of 2.61E+3 W between t = 0 

and t = 42.5 µS. Analysis also showed that there were two primary current peaks that can be observed 

at 2.11 µS and 3.96 µS caused by excited species which were subsequently visualised through OES. 

OES spectra confirmed the production of highlighted reactive ROS such as •OH, which have key role 

in DNA damage and diffuse into the target (solvent) to form other types of ROS such as H2O2. N2SPS 

species were also detected in gas-phase which lead to production of NO2
-. Significant to chronic 

wounds, the longer-lived species H2O2 was quantified using OPD/HRP colourimetric dye. H2O2 is a 

clinically important species and is key in bacterial eradication, as detailed in Chapter 3. Important for 

its potential use as a medical device, the temperature of the jet was recorded at 313K, confirming its 

safety for use against sensitive materials. H2O2 was shown to increase with increasing plasma 

treatment time whilst interestingly the concentration of NO2
- was not proportional to plasma treatment 

time. The use of H2O2 as an antiseptic is well established and 3% H2O2 is widely used in order to 

clean wounds. It is thought that due to the long-lived nature of this species, it can act as a signalling 

molecule and assist in wound healing.232 It has been reported that concentrations of H2O2 below 10 

µM stimulate cellular proliferation through redox-sensitive signalling mechanisms whilst causing 

cellular death, and importantly bacterial death at concentrations above 0.1 mM.286 Our plasma jet 

following 5 minutes produces ≈20 times the latter concentrations, and as such future research needs to 

explore the application of the CAP jet against relevant cells such as keratinocytes or HaCaT cells as to 

avoid damage to healthy tissue when this technique is applied in the clinical environment.  

Whilst investigating the characteristics of the CAP jet, the chemical properties of plasma-activated 

PVP-I were characterised in Chapter 5. In the age where AMR is a huge problem and the rate of new 

antibiotic development has slowed, a new method has arisen whereby drugs are repurposed.287 PVP-I 

is an established antimicrobial agent, with widespread use in surgery and wound healing.228 Only a 

few studies236, 237 have investigated the effect of a H2O2-PVP-I mixture on wound healing or on 

bacterial eradication in this work. To the best of my knowledge, no one to date has studied and 
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characterised the effect of plasma activation of PVP-I.  Herein, we provide a novel method for 

production of this mixture through the plasma-activation of PVP-I using direct treatment with the 

CAP jet.   

The experiments of Chapter 5 have aimed study the mechanisms and chemistry underlying plasma-

activated PVPI. H2O2 from CAP and PVP-may interact and produce the hypothesised formation of 

HOI. This claim was supported by the findings through UV-Vis spectra whereby the consumption of 

I-
 and I3-

 species following plasma-activation, indirectly provides evidence for the formation of HOI. 

Plasma-activation is shown to deplete the I3- reservoir within the PVP-I molecule.at a given 

concentration of PVP-I, and consumption of H2O2 was constant and with no statistical difference 

across the plasma treatment times shown with ODP/HRP. Qualitative analysis using a starch-agarose 

assay further highlighted the attenuation of iodine species following plasma treatment, as well as 

highlighting the role of H2O2 as a potential oxidising formation in the presence of iodine.  

The work in this thesis, particularly in Chapter 5, has shown that the delivery of plasma-activated 

PVP-I is much more complex than previously hypothesised. One of the particular challenges to 

characterising PVP-I was the formation of what is believed to be HOI. HOI is an incredibly unstable 

substance, with varying degrees of stability with different pH environments. We have shown pH of 

plasma-treated PVP-I to be drastically influenced with increasing plasma treatment time due to the 

production of H2O2, and higher concentrations of PVP-I becoming less acidic with increasing time.  

The hydrolysis of I2 is known to be pH dependent: increasing pH between 5 and 8 and causing a shift 

from I2 into HOI and OI- where maximum percentage is reached at pH 8. Our data shows an increase 

in pH to ≈6.5 following 5 minutes plasma treatment time whereby I2 and HOI equilibrium is at a 

midpoint.269 pH analysis has therefore shown that increasing plasma-treatment time is of benefit for 

increasing the production of HOI. The antimicrobial ability of a substance can be determined through 

its oxidising potential and has been shown that HOI has ≈2 fold the oxidising potential of  I2.288 

Interesting, depending on the susceptibility of the bacteria depends on whether HOI or I2 is more 

effective: against vegetative bacteria, HOI is more effective, whereas against more resistant bacterial 

spores, I2 is predominant.289 The greater oxidising potential of HOI and shift in equilibrium with 

increasing pH means that the effect of plasma-irradiation would enhance bacterial killing through the 

hypothesised increase in HOI.  

The finally aim was achieved in Chapter 6. In order to finish the development of the PAHT, the effect 

of RONS transport through PVA was investigated. Completion of this would allow the best suited 

parameters to be applied a PAHT containing PVP-I which would be released upon irradiation onto 

planktonic H560, PAO1, and PAO1 In vitro wound biofilms. Thickness of PAHT were first 

investigated ranging between 2 mm and 8 mm. Quantitative and qualitative experiments showed that 

increasing hydrogel thickness negatively affected RONS transport to beneath the hydrogel. It is 
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hypothesised within the literature265 that the mechanism behind RONS transport through a hydrogel is 

by slow molecular transport. As such, the effect of gas flow was studied in order to determine if these 

transport mechanisms were influenced by external pressures such as continuous gas flow post plasma 

irradiation. Preliminary data in this thesis showed that gas-flow post-plasma irradiation provided no 

change in the RONS transport at a given thickness. Potential future experiments to better understand 

the flow of RONS through PAHT could aim to determine factors that influence slow molecular 

transport such as using a stimuli responsive polymer collapsing of a hydrogel. Optimisation of the 

hydrogel should also be investigated in the future with the addition of rheology data in order to 

accurately determine the thinnest possible stable PVA hydrogel following plasma-irradiation. 

Once PVA parameters had been determined, bacterial work was conducted at the University of Bath 

under the supervision of Dr B Patenall. The first assay used for further PAHT optimisation was the 

Kirby-Bauer Assays. The effect of plasma-activated PVA hydrogels and PVP-I-PAHT was studied 

against planktonic H560 and PAO1 on MH agar. Literature searching for the current use of PVP-I 

within commercial dressings found that the most common concentration used was 10%. We therefore 

tested three concentrations of PVP-I-PAHT, at 10-fold dilutions of each other against PAO1 and 

H560 planktonic cultures. The results of this showed a statistically significant result with 10% PVP-I 

with CAP providing the highest zone of inhibition against both planktonic PAO1 and H560. The role 

of gas flow as an independent factor to plasma irradiation was investigated against planktonic PAO1 

and performed significantly worse than CAP. The following parameters were therefore taken forward 

for application against PAO1 in vitro wound biofilms models: 4mm thickness 10% PVP-I loaded 

PVA hydrogel. 

Against an immature PAO1 biofilm of 109 CFU, both direct CAP and plasma-activated PVP-I-PAHT 

result in complete eradication of the biofilm following plasma treatment. The result of this shows 

promise for both PAHT without drug loading and the potential applications of plasma-activated PVP-

I-PAHT. As both direct CAP and through PVA (i.e. PVP-I – PAHT) yielded the same result, it is 

unclear to ascertain superiority of moiety from a 109 biofilm. But, in terms of superiority for clinical 

applications, PAHT is advantageous as direct CAP is potentially cytotoxic and genotoxic, whereas 

PAHT has been shown to be a reservoir for these species and preventing their penetration into the 

cells.254-256 

Direct CAP and PAHT were then applied to more established PAO1 biofilms at 1010 CFU. Direct 

CAP provided the largest reduction in CFU/biofilm with a regrowth of 101 following 24 h incubation. 

At 1 h incubation, plasma irradiated PVP-I-PVA hydrogel shows a ≈102 reduction (P<0.001) however 

after 24 h, regrowth is such that there is no statistical significance between non-irradiated and plasma-

irradiated PAHT.  
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Unfortunately, due to the SARS-CoV-2 pandemic, not all of the bacterial work at the University of 

Bath could be carried out. Future work should aim to characterise the effects of PVP-I-PVA hydrogels 

against H560 through the In vitro wound biofilm. Although not in the scope of this project, looking 

forward at the real-world applicability of PAHT, it should be later tested against multispecies biofilms 

for a more accurate representation of DFU wounds. 

Overall, the results in this work have shown a potential of PAHT to for infection eradication in DFUs. 

The technology of PAHT is adaptable to a wide range of antimicrobial drugs such as PVP-I. In a real-

life scenario, PAHT would involve placing the hydrogel dressing (loaded with antimicrobial drugs) on 

top of the wound and activated with the CAP jet. The action of CAP would not only drive the 

antimicrobials from the hydrogel deep into the wound but also plasma-generated RONS, thus 

enhancing the anti-microbial efficiency. PAHT atop of a wound is a localised mode of treatment 

wherein the concentration of drug can be controlled by CAP exposure time, thus proving superior 

than systemic prolonged antibiotic therapy treatments.  PAHT can also enhance the oxygen tension in 

the wound thus overcoming the problem of anaerobic bacteria found within DFUs, which remains the 

biggest challenge in wound healing.206 Future work should aim to repurpose different antimicrobials 

for incorporation into PAHT, or consider plasma-activating antibiotics mentioned in the NICE 

Guideline 199 for DFUs such as Gentamicin, potentially overcoming the reduction in the efficacy of 

CAP against Gram-positive bacteria.60 
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8 Appendix 

8.1 CAP jet 

Figure 8.1: CAP jet ignited under operating conditions. Vp-p = 6.96 kV at 23.5 kHz frequency and Ar delivered at 1 SLPM. 

 

 

 

 

 

 

 



 

131 

 

8.2 pH 

8.2.1 PAW 

 

Figure 8.2: pH of PAW. 

 

Figure 8.3: pH Colour Chart. Minimum Inhibitory Concentration 
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8.2.2 PVP-I 

8.3 Minimum Inhibitory Concentration 

8.3.1 H2O2 and H560 MIC Optical Density 

 

 

Figure 8.4: Optical Density at 600 nm of H560 and H2O2 at a variety of concentrations to determine the MIC. 
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8.3.2 PVP-I and H560 MIC Optical Density 

 

 

Figure 8.5 Optical Density at 600 nm of H560 and PVP-I at a variety of percentages for MIC determination. 
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8.4 Checkerboard Synergy Assay 

 

A 50 25 12.5 6.25 3.13 1.56 0.78 0.39 0.19 10 PVPI MIC Control 

2.5 2.41 1.583 1.399 1.039 0.911 0.794 0.674 0.603 0.519 0.456 0.484  

1.25 0.759 0.664 0.513 0.421 0.429 0.378 0.419 0.485 0.499 0.374 0.377 4.005 

0.625 0.351 0.603 0.55 0.497 0.54 0.537 0.592 0.549 0.363 0.4 0.409 4.021 

0.3125 0.479 0.562 0.561 0.502 0.48 0.513 0.494 0.471 0.398 0.434 0.59 4.014 

0.156 0.448 0.617 0.514 0.525 0.491 0.645 1.144 1.457 1.268 1.501 1.67 0.334 

0.078 0.314 0.477 0.438 0.508 1.743 3.943 4.103 3.813 4.12 4.258 4.272 0.417 

0.039 0.545 0.36 0.398 0.411 3.922 4.111 4.106 3.941 4.111 4.284 4.164 0.257 

H2O2 MIC 0.31 0.356 0.391 3.447 4.108 4.063 4.131 3.946 4.086 4.072 3.913  

 

B 50 25 12.5 6.25 3.13 1.56 0.78 0.39 0.19 10 PVPI MIC Control 

2.5 0.945 0.633 0.665 0.499 0.613 0.885 0.697 0.769 0.783 0.778 0.603  

1.25 0.557 0.525 0.447 0.394 0.426 0.508 0.456 0.461 0.462 0.381 0.427 3.858 

0.625 0.416 0.428 0.513 0.492 0.487 0.523 0.479 0.513 0.514 0.401 0.449 4.025 

0.3125 0.41 0.444 0.489 0.484 0.545 0.538 0.482 0.427 0.424 0.38 0.385 3.988 

0.156 0.409 0.449 0.47 0.472 0.581 0.894 1.423 1.537 1.525 1.525 1.8 0.35 

0.078 0.425 0.39 0.408 0.453 1.022 4.032 3.803 3.699 3.272 3.36 3.599 0.48 

0.039 0.392 0.445 0.406 0.518 3.473 4.109 4.048 3.913 3.954 4.009 4.034 0.218 

H2O2 MIC 0.482 0.463 0.524 3.426 4.109 4.168 4.199 4.106 4.235 4.352 4.057  

 

C 50 25 12.5 6.25 3.13 1.56 0.78 0.39 0.19 10 PVPI MIC Control 

2.5 2.42 1.956 1.416 1.108 0.877 0.737 0.676 0.605 0.561 0.589 0.606  

1.25 0.821 0.666 0.611 0.43 0.388 0.538 0.414 0.456 0.396 0.379 0.491 4.088 

0.625 0.38 0.429 0.391 0.438 0.467 0.505 0.506 0.527 0.472 0.442 0.522 4.182 

0.3125 0.414 0.424 0.429 0.527 0.477 0.52 0.512 0.459 0.487 0.571 0.53 4.03 

0.156 0.418 0.426 0.437 0.452 0.5 0.597 1.6 1.392 1.567 1.569 1.685 0.352 

0.078 0.387 0.434 0.48 0.426 0.697 1.775 4.153 3.947 4.049 3.998 3.997 0.38 

0.039 0.353 0.383 0.422 0.413 2.169 4.107 4.002 4.12 4.029 4.164 3.991 0.301 

H2O2 MIC 0.5 0.474 0.427 3.557 4.561 4.501 4.254 4.351 4.085 4.362 1.822  

Figure 8.6: Checkerboard Synergy Assay Absorbance Values against planktonic H560 with a combination of H2O2 and 

PVP-I. Blue boxes represent sub-MIC concentrations of H2O2 and PVP-I in combination. Green boxes represent where the 

MIC for each drug lies on its own. Yellow boxes represent sub-MIC concentration in combination but without effect. A-C 

represent three biological replicates. 
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8.5 Kirby-Bauer Assay  

8.5.1 Effect of Povidone-Iodine Concentration on H560 

 

PVP-I 

Concentration 
Untreated Plasma Treated 

0% 

  

0.1% 

  

1% 

  

10% 

  

Figure 8.7: Kirby-Bauer Assay studying the effect of PVP-I concentration on H560. Table shows the agar plates following 

incubation with triplicate results. 
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8.5.2 Effect of Povidone-Iodine Concentration on PAO1 
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Figure 8.8: Kirby-Bauer Assay studying the effect of PVP-I concentration on PAO1. Table shows the agar plates following 

incubation with triplicate results. 
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8.5.3 Effect of Gas Flow on PAO1 
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Figure 8.9: Kirby-Bauer Assay studying the effect of gas flow on PAO1. Table shows the agar plates following incubation 

with triplicate results. 

 

 

 


