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Abstract 

Air pollution has an adverse effect on human health and, in the absence of air quality 

legislation, climate change may exacerbate poor air quality. The Paris Agreement global 

mean surface temperature change (∆GMST) goals of 1.5 °C and 2 °C above pre-

industrial levels were proposed to avoid dangerous levels of climate change. 

Climate change increases the frequency of warm days and heat waves, as well as 

increasing average temperature. Daily maximum surface temperature is highly 

correlated with surface ozone in many regions and the frequency of heatwaves is 

expected to increase with GMST. To illustrate the success of European emission 

controls, I compare air pollution during the European 2003 heatwave with and without 

air quality policy and advances in technology. If the 2003 heatwave had occurred in 

2030, future emission scenarios would have further reduced air pollution and associated 

excess mortality, even with a higher population, highlighting the potential to reduce the 

health impact of future heatwaves. 

When projecting heat-related mortality due to climate change, studies must consider an 

optimum temperature for human health, above which there is an increase in mortality 

rate. I use a linear regression model to estimate the percentile corresponding to the 

optimum temperature. I project the number of days above this temperature (warm days) 

for climates where ∆GMST is 1.5, 2, 3, and 4 °C. Exposure and vulnerability to warm 

days is higher in tropical countries and differences in impacts between regions may be 

underestimated by using a constant percentile globally to define an optimum 

temperature. This method is useful for projecting mortality in regions where there is a 

lack of epidemiological research.
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purple is the highest exposure/vulnerability index and teal represents the lowest 

exposure/vulnerability. Countries that do not have enough data to calculate the 

vulnerability index are white. 135 

Figure A.1: Zonal mean temperature change from present-day for (a) a 2 °C climate and 

(b) a 1.5 °C climate, and (c) the difference (a) – (c). The dotted areas show where 

the standard deviation between models is greater than the multi-model mean. 229 

Figure A.2: The standard deviation between models for zonal mean temperature for 

dates: (a) 2013 – 2042 and (b) 2026 – 2055 and for global mean temperature 

change: (c) 1.5 and (d) 2 °C. The differences (a) - (c) and (b) – (d) are shown by 

(e) and (f) respectively. 230 

Figure A.3: Total anthropogenic (a) methane and (b) NOx emission projections per year 

for China (orange-red), India (purple), USA (teal), Brazil (grey), and Algeria 

(black). RCP45 data is shown by a dotted line, and RCP8.5 is shown by a dashed 

line. 232 

Figure B.1: NOx ratio for the UK, France, Belgium, Netherlands, and Germany for the 

CAMChem model emissions. The control, unscaled 1970, 1970 scaled by 

population, 1970 scaled by population and GDP, RCP2.6, and RCP8.5 emissions 
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Figure B.2: Difference between total CO emissions in August scenario (rows) and 

baseline 2003 control scenario for CAMChem (left) and GFDL-AM3 (right). An 

increase in emissions is shown in red and a decrease is shown in teal. 237 

Figure B.3: Difference between total NO emissions in August scenario (rows) and 

baseline 2003 control scenario for CAMChem (left) and GFDL-AM3 (right). An 

increase in emissions is shown in red and a decrease is shown in teal. 238 

Figure B.4: Difference between total SO2 emissions in August scenario (rows) and 

baseline 2003 control scenario for CAMChem (left) and GFDL-AM3 (right). An 

increase in emissions is shown in red and a decrease is shown in teal. 239 

Figure B.5: Maximum daily 8-hour mean ozone for the first fortnight of August. 

Observations (black crosses) were averaged over 4 EMEP sites in Belgium and 

models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 

using a Belgium country-mask. Numbers in the bottom-right corner show the 

correlation coefficient between CAMChem model results and observations 

(top/teal), and GFDL-AM3 model results and observations (bottom/purple). 240 

Figure B.6: Maximum daily 8-hour mean ozone for the first fortnight of August. 

Observations (black crosses) were averaged over 17 EMEP sites in Germany and 

models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 

using a Germany country-mask. Numbers in the bottom-right corner show the 

correlation coefficient between CAMChem model results and observations 

(top/teal), and GFDL-AM3 model results and observations (bottom/purple). 241 
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Figure B.7: Maximum daily 8-hour mean ozone for the first fortnight of August. 

Observations (black crosses) were averaged over 7 EMEP sites in France and 

models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 

using a France country-mask. Numbers in the bottom-right corner show the 

correlation coefficient between CAMChem model results and observations 

(top/teal), and GFDL-AM3 model results and observations (bottom/purple). 242 

Figure B.8: Maximum daily 8-hour mean ozone for the first fortnight of August. 

Observations (black crosses) were averaged over 17 EMEP sites in the UK and 

models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 

using a UK country-mask. Numbers in the bottom-right corner show the 

correlation coefficient between CAMChem model results and observations 

(top/teal), and GFDL-AM3 model results and observations (bottom/purple). 243 

Figure B.9: Daily mean PM2.5 for the first fortnight of August. Observations (black 

crosses) were averaged over 2 EMEP sites in Switzerland and models CAMChem 

(teal circles) and GFDL-AM3 (purple squares) were averaged using a Switzerland 

country-mask. Numbers in the top-left corner show the correlation coefficient 

between CAMChem model results and observations (top/teal), and GFDL-AM3 

model results and observations (bottom/purple). 244 

Figure B.10: Daily mean PM2.5 for the first fortnight of August. Observations (black 

crosses) were averaged over 3 EMEP sites in Germany and models CAMChem 

(teal circles) and GFDL-AM3 (purple squares) were averaged using a Germany 

country-mask. Numbers in the top-left corner show the correlation coefficient 

between CAMChem model results and observations (top/teal), and GFDL-AM3 

model results and observations (bottom/purple). 245 
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Figure B.11: Daily mean PM2.5 for the first fortnight of August. Observations (black 

crosses) were averaged over 10 EMEP sites in Spain and models CAMChem (teal 

circles) and GFDL-AM3 (purple squares) were averaged using a Spain country-

mask. Numbers in the top-left corner show the correlation coefficient between 

CAMChem model results and observations (top/teal), and GFDL-AM3 model 

results and observations (bottom/purple). 246 

Figure B.12: Daily mean PM2.5 for the first fortnight of August. Observations (black 

crosses) were from one EMEP site in the UK (Harwell) and model results for 

CAMChem (teal circles) and GFDL-AM3 (purple squares) were from the 

corresponding grid square. Station code, name, and altitude of the site are shown 

at the top of the figure. Numbers in the top-right corner show the correlation 

coefficient between CAMChem model results and observations (top/teal), and 

GFDL-AM3 model results and observations (bottom/purple). 247 

Figure C.1: (a) The locations of all the places used in the study. The grey circles show 

the places where OT, MMP, and average daily mean temperature were provided 

by (Gasparrini et al., 2015), therefore allowing us to estimate an MMP for each 

grid square using my model described in Section 4.3. Orange squares and the cyan 

pentagon show epidemiological studies that only reported OT and average daily 

mean temperature (El-Zein et al., 2004; McMichael et al., 2008), which provided 

information for Figure 1a in the main text. (b) Standard deviation in daily mean 

temperature as a function of mean temperature (c) The MMP results using the 

regression model described in Section 4.3. Grid-squares where there is no 

population are white. 252 
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Figure C.2: The mean temperature versus the minimum mortality perentile for the USA. 

The dashed and dotted lines are the lines of best fit using data from all countries 

and data just from USA locations respectively. The colours represent different 

clusters of data using k-means clustering and the black circles are the centre of 

each cluster. 254 

Figure C.3: A comparison between (a) the multi-model mean of the variance in the daily 

mean temperature (1976-2005) and (b) the ERA-Interim variance in the daily mean 

temperature (1979-2008). (c) The difference between the CMIP5 multi-model 

mean and the ERA-Interim variance ranged from -136 °C2 to 9 °C2. For the most 

grid squares the difference between ERA-Interim and multi-model variance was 

less than the standard deviation between each model’s daily mean temperature 

variance. 255 

Figure C.4: Average number of warm days (defined by a spatially varying percentile 

threshold) per year for (a) present-day CMIP5 multi-model mean and (b) present-

day ERA-Interim, and (c) the difference in days between them. To show model 

agreement, grid-squares where the standard deviation between models is greater 

than the multi-model mean are masked to white. 257 

Figure C.5: Average number of warm days (defined by the constant 81st percentile 

threshold) per year for (a) present-day CMIP5 multi-model mean and (b) present-

day ERA-Interim, and (c) the difference in days between them. To show model 

agreement, grid-squares where the standard deviation between models is greater 

than the multi-model mean are masked to white. 258 

Figure C.6: Average duration (in days) of warm spells defined by more than two 

consecutive days above OT defined by the spatially varying percentile for (a) 
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CMIP5 multi-model mean and (b) ERA-Interim, and (c) the difference between 

the two values. Grid-squares where the standard deviation between models is 

greater than the multi-model mean are masked white. 259 

Figure C.7: Average duration (in days) of warm spells defined by more than two 

consecutive days above the 81st percentile temperature for (a) CMIP5 multi-model 

mean and (b) ERA-Interim, and (c) the difference between the two values. Grid-

squares where the standard deviation between models is greater than the multi-

model mean are masked white. 260 

Figure C.8: Maximum duration (in days) of warm spells defined by more than two 

consecutive days above the spatially varying percentile temperature for (a) CMIP5 

multi-model mean and (b) ERA-Interim, and (c) the difference between the two 

values. Grid-squares where the standard deviation between models is greater than 

the multi-model mean are masked white. 261 

Figure C.9: Maximum duration (in days) of warm spells defined by more than two 

consecutive days above the constant 81st percentile temperature for (a) CMIP5 

multi-model mean and (b) ERA-Interim, and (c) the difference between the two 

values. Grid-squares where the standard deviation between models is greater than 

the multi-model mean are masked white. 262 

Figure C.10: The percentage increase in the (top) average number of warm days per 

year, (middle) average duration of a warm spell, and (bottom) maximum duration 

of a warm spell from a +1.5 °C to a +2 °C climate using the spatially varying 

percentile threshold (left) and the constant 81st percentile threshold (right). 

Hatching where the standard deviation between models is more than the multi-

model mean. 263 
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Figure C.11: Total population count multiplied by the number of warm days per year 

for regions (a) North America, high income, (b) Caribbean, (c) Latin America, 

central, (d) Latin America, Andean, (e) Latin America, tropical, (f) Latin America, 

south, (g) Sub-Saharan Africa, west, (h) Sub-Saharan Africa, central, (i) Sub-

Saharan Africa, east, (j) Sub-Saharan Africa, south, (k) North Africa/Middle East, 

(l) Asia, central, (m) Asia, south, (n) Asia, south-east, (o) Asia Pacific, high 

income, (p) Asia, east, (q) Europe, west, (r) Europe, central, (s) Europe, east, (t) 

Oceania, (u) Australasia 265 
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1 Introduction and background 

The Intergovernmental Panel on Climate Change (IPCC) project that the global mean 

surface temperature change (∆GMST) is likely to reach between 2.6 and 4.8 °C by the 

end of the century under a high-emissions scenario (Collins et al., 2013) – the so-called 

RCP8.5 scenario, discussed below. Several aspects of the climate system are projected 

to change, such as atmospheric circulation (Coumou et al., 2015; Hardiman et al., 2014; 

Ma and Xie, 2013), the water cycle (Huang et al., 2013; O’Gorman and Muller, 2010; 

Trenberth et al., 2014), and the cryosphere (Brutel-Vuilmet et al., 2013; Derksen and 

Brown, 2012; Wang and Overland, 2012). In turn, climate changes will impact 

economies and human health, through increases in heat-related mortality (Gasparrini et 

al., 2017; World Health Organization, 2014), decreases in worker productivity due to 

heat stress (Dunne et al., 2013; Niemelä et al., 2002; Seppänen et al., 2006; Zander et 

al., 2015), and reductions in crop yield (Asseng et al., 2015; Chen et al., 2018; Deryng 

et al., 2014; Lobell and Field, 2007; Schlenker and Lobell, 2010), for example. 

In 2015, there was an international agreement, The Paris Agreement, between UNFCCC 

countries aimed at keeping ∆GMST from pre-industrial levels well below 2 °C and to 
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pursue efforts towards a 1.5 °C warmer limit.  Although the 0.5 °C difference between 

these two targets may sound insignificant, the difference in regional impacts between 

these two targets may be substantial (Mba et al., 2018; Schleussner et al., 2016). 

Between 1991-2010 and 1960-1979, there was a warming of around 0.5 °C, and 

according to reanalysis data (the result of using data assimilation to estimate gridded 

meteorological variables using observations and a weather forecast model) over a 

quarter of the land experienced an intensification in hot extremes by over 1 °C 

(Schleussner et al., 2017). Schleussner et al. (2017) found that the historical 0.5 °C 

increase showed similar changes in heat and precipitation extremes as those shown by 

CMIP5 models (discussed in section 1.3 and used throughout the thesis) between future 

+1.5 and 2 °C climates. However, they note that at higher levels of warming the risks 

associated with human health and crop production impacts are likely to scale non-

linearly. Other studies have also noted that average temperatures and extreme 

precipitation, defined as the maximum annual daily precipitation accumulation each 

year (Pendergrass et al., 2015), scale with ∆GMST in most models. 

Alongside the problem of climate change, decision-makers must also address the issues 

of air quality, which may be worsened by climate change. In 2010, there were around 3 

million deaths globally due to outdoor air pollution (Lelieveld et al., 2015; Lim et al., 

2012), increasing to over 4 million deaths in 2015 (Cohen et al., 2017), and if no new 

air pollution legislation is introduced there may be around 6.6 million deaths in 2050 

(Lelieveld et al., 2015). Poor ambient air quality may impact worker productivity, for 

example in the agricultural sector (Zivin and Neidell, 2012). Exposure of a foetus or 

child to air pollutants may impact their future school performance (Bharadwaj et al., 

2017; Sanders, 2012) and earnings in adulthood (Isen et al., 2017). Potentially, these 
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impacts could exacerbate socioeconomic and health inequality as pollutants may be 

higher in more deprived areas (Fecht et al., 2015). 

1.1 Climate change and extreme events 

The World Health Organization (WHO) concluded that there will be approximately 

250,000 additional deaths per year between 2030 and 2050 from a range of causes 

including around 38,000 more heat-related deaths in the elderly population (World 

Health Organization, 2014). 

The immediate danger to human health is, perhaps, not the gradual change in surface 

temperature, but the increase in “extreme events” like heatwaves and floods. If warm 

days are defined as days where the temperature is above the 90th percentile for a present-

day climate, for example, and the mean of the temperature distribution increases then 

we will see an increase in the frequency of warm days. Likewise, if we define cool days 

as the 10th percentile of a present-day climate, increasing the mean will see a decrease 

in the number of cool days. By increasing the variance of present-day daily 

temperatures, there will be an equal increase in frequency of cool and warm days, 

assuming a Gaussian distribution. A change in the skewness towards warm 

temperatures would see an increase in warm days. Simultaneously increasing the mean 

and the variance of daily temperatures as well as increasing the skew towards warm 

temperatures could lead to a larger increase in warm day frequency than the decrease in 

frequency of cool days. The latter temperature distribution change would be most 

disadvantageous to human health and the economy. However, it is still uncertain 

whether or not observed climate extremes are related to changes in the variance (Rhines 

and Huybers, 2013) and future temperature variance and skewness are spatially 

heterogeneous (Donat and Alexander, 2012; Lewis and King, 2017). 
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There is a projected increase in the intensity and duration of heatwaves, for which there 

is no universal quantitative definition, but are usually defined by sustained periods of 

high temperatures (Collins et al., 2013; Meehl and Tebaldi, 2004; Perkins-Kirkpatrick 

and Gibson, 2017). Heatwaves can be defined by exceedances of absolute temperatures 

and relative thresholds. For example, an absolute definition used for the USA may be 

two consecutive days where the daily minimum temperature is greater or equal to 26.7 

°C and/or the daily maximum temperature is greater or equal to 40.6 °C (Robinson, 

2001). In contrast, Dosio (2017) used a threshold of the 90th percentile of daily 

maximum temperatures centred round a 31-day window. 

Similarly, there is no universal definition of a warm spell. In Chapter 4, a warm spell is 

defined by consecutive days where the daily mean temperature exceeded an optimal 

temperature for human health (the temperature where mortality is lowest and above that 

temperature there is an increase in mortality), which is defined by a percentile, rather 

than an absolute temperature due to varying climatic conditions across the world. For 

warmer regions in particular, these temperatures would not traditionally be considered 

extreme (unlike temperatures during a heatwave) because the health impacts start as 

relatively low percentiles. 

There have been efforts to implement heatwave adaptation measures in Europe after the 

2003 heatwave, which resulted in less heat-related mortality than expected in France 

during a heatwave in 2006 (Fouillet et al., 2008). Unfortunately, there is a limit to 

physiological human heat tolerance and the ability to adapt differs between regions. 

Plus, not all regions have equal capacity to adapt to higher temperatures. Therefore in 

Chapter 4, I explore a “worst case scenario” with no adaptation to higher temperatures. 
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Many heatwaves are associated with anticyclonic synoptic conditions (Trenberth and 

Fasullo, 2012; Zittis et al., 2016), such as the European heatwave in 2003 (Black et al., 

2004; Fink et al., 2004). However, a climate with an increase in heatwaves does not 

necessarily mean that there will be an increase in the large-scale meteorology associated 

with them (Palipane and Grotjahn, 2018). 

The stagnant conditions associated with heatwaves can lead to a build-up of air pollution 

(Jacob and Winner, 2009). However, the air stagnation index (ASI) itself – defined by 

Wang and Angell (1999) – is commonly not the strongest predictor of bad air quality 

(Kerr and Waugh, 2018). An increase in air pollutants, dry weather and high 

temperatures affects plant and human health, meaning that, heatwaves are often 

accompanied by various negative economic impacts and an increase in human mortality 

and morbidity (Anderson and Bell, 2010; Cheng et al., 2018; García-Herrera et al., 

2010; Knowlton et al., 2011). 

1.2 Climate change and air pollutants 

Heatwave conditions are ideal for the formation of tropospheric ozone, a secondary 

pollutant. Around 90% of the atmosphere’s ozone is in the stratosphere, where it absorbs 

incoming solar ultraviolet radiation: most UVC (<280 nm) and around 90% of UVB 

(280-315 nm), protecting life at the surface. In contrast, ozone in the troposphere is a 

greenhouse gas and it is detrimental to human health near the surface.  

Breathing in ozone allows it to react chemically with internal body tissues, such as the 

lungs, where it can cause inflammation of lung lining. As a result, short-term exposure 

to ozone can affect lung function, even in healthy young adults (Kim et al., 2011) and 

non-asthmatic children (Chen et al., 2015). There may also be adverse effects on the 
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cardiovascular system, for instance, a higher level of ozone was associated with an 

increase in out-of-hospital coronary deaths in Italy (Nuvolone et al., 2013). Evidence of 

chronic effects of ozone are less conclusive than acute effects, but long-term exposure 

to ozone has been linked to development of asthma in non-smoking adult males 

(McDonnell et al., 1999). 

Anthropogenic emissions of volatile organic compounds (VOCs) and NOx affect levels 

of surface ozone. Higher temperatures are associated with increases in biogenic 

emissions of ozone precursors and faster decomposition-rate of peroxyacetyl nitrate 

(PAN; a reservoir for NO2). Temperature increase is associated with an increase of 

surface ozone over land, particularly over Europe, which may be more sensitive to 

biogenic VOCs than other regions (M. J. Kim et al., 2015). 

Clearer skies (higher solar radiation) increase rates of photolysis, but climate change 

does not necessarily mean less cloudy days in the future. Decreases in cloud cover have 

been observed in the UK (Athanassiadou et al., 2010) and over the tropics (Cess and 

Udelhofen, 2003). On the other hand, increases in total cloud cover have been observed 

over the USA (Dai et al., 2006). Models project decreases in cloud cover over parts of 

western Europe (Katragkou et al., 2011) and north-east USA (Kunkel et al., 2008). 

The sequence of reactions leading to ozone formation is usually initiated by the reaction 

of CO or a VOC with the OH radical, which produces RO2 or HO2 radicals. Through a 

reaction with the RO2 or HO2 radicals, NO is converted into NO2. The photolysis of 

NO2 produces NO and the ground electronic state oxygen atom (O(3P)) that is 

responsible for the formation of ozone through: 

 O(3P) + O2 → O3 (1.1) 
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NO may be converted to NO2 via the following: 

 O3 + NO2 → NO + O2 (1.2) 

which removes ozone. The relationship between NOx, VOCs, and ozone is non-linear 

(Lin et al., 1988),  as demonstrated by Figure 1.1. When ozone levels are reduced at 

high levels of NOx through processes such as 1.2 it is referred to as NOx titration. 

Regions with a high NOx/VOC ratio are associated with VOC-sensitive (or NOx-

saturated regimes), where increases in VOC emissions will increase the rate of reaction 

of VOC and CO with OH, which will determine the rate of ozone formation. NOx/VOC 

ratios are associated with the instantaneous production rate of ozone, not necessarily the 

ambient mixing ratio of ozone, which will depend upon transport. 

 

 

Figure 1.1: An example of an ozone isopleth plot, from Martins et al. (2015), licensed 
under CC BY 4.0, showing the relationship between NOx, VOC, and ozone 
concentrations in the city Rio de Janeiro. 

https://creativecommons.org/licenses/by/4.0/
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Ground-level ozone is detrimental to human health and increases in ozone levels are 

associated with increased human morbidity (Zu et al., 2017) and mortality (Vicedo-

Cabrera et al., 2020). For example, the short-term effect of elevated ozone had a 

significant effect on Mortality during the European heatwave of 2003. In Toulouse, the 

relative contribution of ozone to mortality due to ozone and temperature combined was 

83%, whereas, in Bordeaux, the relative contribution of ozone was only 2.5% (i.e., 

temperature was a much larger factor) (Filleul et al., 2006). 

In addition, there are studies on premature mortality attributable to long-term exposure 

to surface ozone. For example, Lelieveld et al. (2015) estimated that there were around 

142,000 premature deaths from chronic obstructive pulmonary disease in 2010 due to 

long-term exposure to ozone, using relative-risk estimates from an 18-year follow up 

study (Jerrett et al., 2009). Turner et al. (2016) found that, with longer follow-up studies 

and improved exposure models, estimated relative risk of death from respiratory causes 

increased from 1.040 (95% confidence interval; CI, 1.010-1.067) to 1.12 (95% CI; 1.08-

1.16) per 10 ppb increment in ozone concentration. Using updated relative risk 

estimates and exposure parameters, Malley et al. (2017) estimated 1.04-1.23 million 

excess respiratory deaths due to surface ozone in 2010. 

When estimating deaths attributable to ozone in the future, choices in future population 

projection, climate model and emission scenario, and air quality model, as well as 

concentration-response function impact the results. Post et al. (2012) found that, in the 

United States, changes in ozone-related mortality from 2000 to 2050 ranged from 

around 600 avoided deaths to 2500 deaths attributable to climate change and that the 

largest source of uncertainty was the choice of model. 
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Particulate matter (PM) is also a concern for public-health, with around 3.2 million 

premature deaths associated with PM2.5 in 2010 (Apte et al., 2015), much larger than 

the number of estimated ozone-related excess deaths. PM is usually characterised by 

size, where coarse particles (PM10) have a diameter between 2.5 and 10 µm, fine 

particles (PM2.5) have a diameter of 2.5 µm or less, and ultra-fine particles have a 

diameter of less than 0.1 µm. Particles larger than 10 µm are not easily lifted by the 

wind and have shorter atmospheric lifetimes due to their high sedimentation rate. Ultra-

fine particles are produced via the clustering of precursor gases (nucleation), which 

grow rapidly into 0.01-1 µm size range as particles coalesce, and through condensation 

of gases. After reaching 1 µm growth slows down, and particulates tend to accumulate; 

they are removed from the atmosphere via scavenging by cloud droplets (followed by 

rainout) or direct scavenging by raindrops. Course particles are removed via rainout and 

sedimentation. Most PM resides in the lower troposphere, which reflects its short 

lifetime. Natural primary sources of PM include volcanic and sea-spray emissions and 

anthropogenic sources include fossil-fuel combustion and industrial processes. 

Particles also have a radiative effect on the atmosphere, but this varies between 

components and is dependent on the single scattering albedo.  One major component of 

PM2.5 is the sulphate aerosol (SO42-), which has a cooling effect on the Earth via 

backscattering incoming solar radiation. Whereas other particulate components, such as 

black carbon, have a warming effect, as a result of absorbing solar and thermal-IR 

radiation.  
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1.3 Earth system modelling 

Global warming occurs when there is an increase in emissions of greenhouse gases, 

such as carbon dioxide, which causes the global mean temperature to increase. Knowing 

that the global mean surface temperature is increasing does not reveal any information 

about changes in meteorology and atmospheric chemistry. As a result, policy makers 

are not informed about  what change in global mean surface temperature since pre-

industrial levels (referred to as ∆GMST through the thesis) they should aim for or what 

anthropogenic emissions are necessary to meet climate targets.  

Complex Earth system models are used to project future climate change, which simulate 

many processes of the climate system. They can also be used for filling in observational 

gaps, making them useful for interpreting past and present-day interactions between 

climate, meteorology, and atmospheric chemistry.  

It is impossible for even the most complex models to include all processes that go on in 

the Earth system. Not all processes are fully understood, they interact with one another, 

creating feedbacks which would be computationally expensive to calculate, and there 

are uncertainties in the observations used as boundary conditions in the models 

(McGuffie and Henderson-Sellers, 2005). For example, some general circulation 

models (GCMs) are run without interactive ocean and sea-ice components and are run 

with prescribed sea surface temperatures and sea ice concentrations or they are run with 

offline chemistry, so they may have prescribed ozone or methane values. The chemistry 

in Chemistry GCMs is affected by climate change, but those changes in radiative gases 

and aerosols do not impact climate in the model. The most complex models are the 

chemistry-climate models (CCMs), where atmospheric composition is coupled with 

climate. 
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Different research groups prioritise different processes in the Earth system and run their 

models at different spatial resolutions. To create consistency between models there are 

model intercomparison projects, which are collaborations between research groups to 

improve understanding of climate and atmospheric chemistry as well as explore 

structured uncertainty. The Coupled Model Intercomparison Project (CMIP), 

coordinated by the World Climate Research Project and is conducted in support of the 

IPCC and climate science in general, is a multi-model ensemble of GCMs that couple 

the ocean and the atmosphere.  

It is important to note that models in a multi-model ensemble, such as those contributed 

to CMIP5, make up an ‘ensemble of opportunity’ so the models are not independent of 

one another, they share ideas and code (Knutti et al., 2013), and these ensembles were 

not designed to cover the full range of uncertainty and behaviour of the climate system. 

Therefore, robust model predictions, when most models agree on an outcome, do not 

necessarily mean that they capture the “truth” (Parker, 2011). However, model 

performance for capturing large-scale temperature and precipitation patterns as well as 

periodic internal variability (e.g., El Niño) has improved over time (Flato et al., 2014; 

Reichler and Kim, 2008), and models have predicted phenomenon that had not 

otherwise been detected. Though multi-model ensembles are unlikely to represent the 

full range of uncertainty in future climate, it is worth noting that our current 

understanding of climate change is not exclusively based on models and that they are 

useful for quantifying and supporting a broader picture of the effects of climate change 

(Hargreaves and Annan, 2014). 

Single models can be used to create a ‘single-model ensemble’ (or ‘perturbed physics 

ensemble’; PPE), which are constructed by varying parameters of a single model and 



Health and pollution impacts in avoided and future worlds according to Earth system models 

12  Nicola Wareing - July 2021 

can be used to quantify and explore the effects of parameter uncertainties (Lambert et 

al., 2013; Rougier et al., 2009). However, PPEs do not explore structural uncertainty, 

and multi-model ensembles have been shown to be more reliable at representing a 

present-day climate, with PPEs tending to over- or under-estimate observations (Flato 

et al., 2014; Yokohata et al., 2013). 

There are various techniques used to evaluate model performance. The method chosen 

to evaluate model skill depends on the application and the available observations 

(Young et al., 2018). To assess how well a model simulates the seasonal cycle or spatial 

distribution of a variable, standard statistical metrics are calculated, such as the mean 

bias, the root mean square deviation (RMSD), and the spatial/temporal correlation co-

efficient. These methods can also be used to evaluate higher frequency output (hourly 

or daily) and long-term trends. In addition, relationships between different chemical 

species and their relationship with meteorological parameters can be compared to those 

found using observations. Areas with larger model bias in surface temperatures tend to 

be places with inconsistency between reanalysis datasets (usually areas with sparse 

observations) (Flato et al., 2014), reflecting how observations have informed climate 

models. 

In this thesis, I exploited models from CMIP Phase 5 (CMIP5), which supported the 

IPCC Fifth Assessment Report (AR5). I calculated an unweighted multi-model mean 

result from all models and to show model uncertainty I indicate areas where less than 

80% models agree in the change of direction, which is similar to the IPCC’s approach 

to illustrating model agreement (Kirtman et al., 2013). 

When making climate projections there are other sources of uncertainty in addition to 

model uncertainty: internal variability of the climate system and emission scenario 
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uncertainty. When projecting decadal mean GMST, the dominant contributions of 

uncertainty for lead times of the next few decades are model uncertainty and natural 

fluctuations in the climate system (Hawkins and Sutton, 2009). Later on, the biggest 

uncertainty for global projections will be emissions scenario. Fractional uncertainty will 

vary between regions, for example scenario uncertainty does not become the dominant 

uncertainty for surface temperature for the British Isles until much later than it does 

considering global mean (Hawkins and Sutton, 2009). 

It is understandable why future anthropogenic emissions of greenhouse gases and air 

pollutants would provide such a large uncertainty; they depend on future technology, 

economic development, demographic change, land use change and policy decisions. 

Therefore, anthropogenic emissions in climate models are characterised by 

Representative Concentrations Pathways (RCPs), which are named for their radiative 

forcing target level for the year 2100.  

RCP8.5 is the worst case scenario, sometimes referred to as the “business-as-usual” 

scenario, where greenhouse gas emissions increase over time and the radiative forcing 

reaches 8.5 W m-2 (~1370 ppm CO2) by 2100 (van Vuuren et al., 2011). However, 

emissions of air pollutants are expected to decrease as income and environmental 

awareness increases (Riahi et al., 2011). This world assumes a regionally 

“heterogeneous” world with a global population increasing to 12 billion by 2100. There 

is slow economic development and low energy efficiency improvements, leading to 

high energy demands (Riahi et al., 2007). This is the main emissions scenario used in 

my thesis as I will be looking at the implications of a +1.5 and +2 °C world and most 

models will reach these targets before 2100 using this scenario. 



Health and pollution impacts in avoided and future worlds according to Earth system models 

14  Nicola Wareing - July 2021 

RCP6.0 is a policy intervention scenario, whereby policies are used to prevent radiative 

forcing from exceeding 6.0 W m-2. Emissions peak around 2060 and decline due to 

reductions in GHG emissions. There is rapid economic growth in China, which is 

responsible for over 60% of global CO2 emissions in 2100. Both economic and 

population growth mean an increase in food and energy demands, so to mitigate carbon 

emissions more energy is provided by oil, gas, and renewable energy rather than coal 

(Masui et al., 2011). 

RCP4.5 aims to achieve a stable radiative forcing of 4.5 W m-2 by 2100, but with 

emissions and GHG concentrations varying. While GDP continues to grow until 2100, 

population starts to decline in the late 21st Century (Thomson et al., 2011). 

RCP2.6 is an aggressive mitigation scenario that aims to keep the ∆GMST below 2 °C 

(with a 66% chance of meeting this goal). To achieve this target requires substantial 

changes in energy use and emissions of non-CO2 gases. GDP is assumed to grow faster 

in poorer countries than richer countries (van Vuuren et al., 2011).  

The four RCP scenarios are a result of independent efforts by four individual modelling 

groups, therefore differences between results from each scenario cannot be linked to 

individual differences in climate policy nor socio-economic developments. They should 

not be seen as policy forecasts or boundaries for possible development (van Vuuren et 

al., 2011). However, they provide consistent input for climate modelling and impact 

assessment meaning that results can be based on multiple-model output. 

Moreover, the RCP scenarios were not designed to characterize a pathway towards 

∆GMST targets (e.g., +1.5 and +2 °C climates). Therefore, to assess the regional 

impacts of these targets, it is necessary to extract specific models, scenarios, or time 
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periods from GCMs that reflect the desired ∆GMST. James et al. (2017) suggests the 

following approaches to characterise the 0.5 °C difference between 1.5 and 2 °C 

∆GMST: 

Emission scenario approach may mean that a time slice is taken from each scenario, 

usually at the end of the century so that RCP2.6, for example, corresponds to an 

approximate ∆GMST between 1.5 and 2 °C. The variance in ∆GMST between the 

models for each RCP scenario means that it is difficult to measure impacts of a small 

difference in ∆GMST like 0.5 °C using different scenarios. Characterising a larger 

∆GMST difference is less problematic, for example, Fortems-Cheiney et al. (2017) 

compared the impacts of +3 °C (2040-2069 under RCP8.5) and +4 °C (2028-2057 under 

RCP45) climates. 

The alternative is to design new mitigation scenarios that aim for specific ∆GMST of 

interest (e.g., experiments comparing scenarios that aim for +1.5 and +2 °C climates for 

2106-2115 (Mitchell et al., 2017)). This would provide the full response of the climate 

system, but it is computationally expensive to run new experiments, particularly if there 

is a large MME involved. 

Sub-selecting models involves selecting model runs from a large ensemble based on 

their global temperature response. For example, Clark et al. (2010) sub-selected 

members of a PPE based on the ∆GMST, which were grouped into 2, 3, and 4 °C ± 0.5 

°C climates to compare impacts. This method means it is difficult to explore inter-model 

variability since each ∆GMST has a different sub-set of models rather than the whole 

ensemble. 
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Pattern scaling involves extracting changes associated with one ∆GMST (e.g., +2 °C 

world) and multiply these changes to get changes for other ∆GMST (e.g., +4 °C). This 

was used method was used by Zelazowski et al. (2011) to explore a +4°C climate for 

models that did not reach that global temperature by the end of the simulation. However, 

this method is only valid where there is a linear relationship between GMST and the 

regional climate variable. This method is computationally cheap, but it does not 

consider the impacts of emission pathway. 

Time sampling means that time periods are extracted from each model that corresponds 

to the ∆GMST of interest. This is computationally cheaper than running new 

experiments and it does not assume that there is a linear relationship between local 

change and ∆GMST like pattern scaling. 

I extracted time periods from specific scenarios in Chapters 2 and 4 to look at the 

impacts of different ∆GMST scenarios. I used scenario RCP8.5 because it includes the 

most models and all the models reach a ∆GMST of 2 °C before the end of the century 

since it is the “worst case” scenario. This method does not consider the impact of path 

dependency on physical climate change. The reason for only using one scenario for the 

majority of analysis was limits on space and the quantity of data that would need to be 

processed and stored. 

1.4 Aims and structure of this thesis 

The core aim of this research is to explore the implications of policy-relevant climate 

change on atmospheric chemistry and human health using CMIP5 data (comprised of 

atmosphere-ocean global climate models and Earth System Models) and climate-

chemistry models (CCMs). Specific objectives are to explore the impacts of the Paris 
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Agreement temperature goals on surface ozone and warm spells, as well as the impacts 

of past air quality legislation and future emission scenarios on European air quality 

during a heatwave. The next three chapters of this thesis are the results chapters, which 

are summarised below and have self-contained literature reviews. They are followed by 

a conclusions and summary, which explains how this research has contributed to the 

field. 

Chapter 2: This chapter explores the possible impacts of a 1.5 and 2 °C ∆GMST on 

meteorology relevant to average and extreme values of surface ozone. The following 

questions will be addressed:  

1. Is there a clear relationship between ∆GMST and surface ozone in atmospheric 

chemistry models?  

2. What chemistry-relevant changes in climate will there be as a result of +1.5 and 

+2 °C climates? 

3. Where is there a significant present-day relationship between meteorology and 

surface ozone? 

Chapter 3: This chapter investigates how air quality policy impacted air pollution 

during the 2003 European heatwave. As well as considering the impacts of possible 

future policy decisions (or lack thereof), I ask what could have happened without air 

quality policy in place (i.e., a “world-avoided” scenario). Previous studies have asked 

what the ozone hole could look like without the Montreal Protocol and its amendments 

(Newman et al., 2008; Prather et al., 1996). Decision-makers already know what a world 

looks like with the policy in place, so to assess the success of a policy it is useful to look 

at what may have happened without it - what impacts were avoided? It is also possible 
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to look at what difference future policies would make on a present-day climate; would 

some impacts have been avoided? 

Chapter 4: Climate change is expected to increase the number of extreme weather 

events globally. However, weather events and their subsequent impacts are not 

projected to increase equally for every region. Moreover, each region is differently 

adapted to extreme weather events, and has a different capacity to manage their impacts. 

The main objectives are to: 

1. Find an appropriate threshold to define warm days and spells: is it appropriate 

to define them by a constant percentile globally when considering human health 

impacts? 

2. Project the frequency of warm days and duration of warm spells for ∆GMST 

temperature targets 

3. Project which regions are the most vulnerable when considering temperature-

related mortality 
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2 Chemistry-climate interactions as a function 

of global mean surface temperature change 

2.1 Introduction 

The United Nations Framework Convention on Climate Change (UNFCCC) agreed that 

their ultimate objective was to “prevent dangerous anthropogenic interference with the 

climate system” (United Nations, 1992), which was recently refined in the Paris 

Agreement as well below 2 °C global mean surface temperature change (∆GMST) 

above pre-industrial GMST (UNFCCC, 2015). As well as impacting physical climate 

change, global warming will affect atmospheric chemistry and transport of short-lived 

climate forcers. Changes in distribution of air pollutants and their precursors are 

particularly important in terms of air quality and climate feedbacks. This chapter 

focuses on changes in climate that will influence surface ozone and its precursors. While 

other studies have explored future changes in atmospheric chemistry, these have 

typically been as a function of time (e.g., what are the changes and impacts simulated 

for 2080-2100) for each model under a particular emissions scenario (V. Eyring et al., 

2013; Fang et al., 2013; Y.-M. Kim et al., 2015; Pommier et al., 2017; Revell et al., 

2015; Sicard et al., 2017; Stevenson et al., 2013; Young et al., 2013). However, the 

climate policy landscape calls for assessing risks and impacts as a function of ∆GMST. 

There is a need to inform policy makers of the likely impacts of reaching or not reaching 

∆GMST-related goals, which is an approach focused on mitigation and solutions (Lee, 
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2015) rather than mapping out impacts over time following several different emission 

scenarios. 

There are various studies that have looked at changes in climate, extreme weather, and 

impacts as a function of ∆GMST (Barcikowska et al., 2018; Dosio and Fischer, 2018; 

Guo et al., 2017, 2016; Andrew D. King and Karoly, 2017; C. Li et al., 2018; W. Liu et 

al., 2017; Sanderson et al., 2017; Schleussner et al., 2016; Weber et al., 2018; Whan et 

al., 2015) and there are studies that have explored changes in atmospheric chemistry in 

Europe for a +2 °C climate (with RCP4.5 scenario) using a four-model ensemble 

(Lacressonnière et al., 2017, 2016; Watson et al., 2016). Watson et al. (2016) found that 

the warmer climate would have a small impact on surface ozone and would not hinder 

air quality emission reduction efforts. This chapter considers changes in surface ozone 

due to climate change globally rather than focusing on Europe. 

In the troposphere, ozone is a secondary pollutant with a relatively short lifetime, 

ranging from hours in polluted regions to several weeks in the free troposphere – about 

22 days on average (Stevenson et al., 2006). It is the product of oxidation of CO and 

hydrocarbons in the presence of NOx. Another source of ozone is the stratosphere, and 

a future climate may increase stratosphere-troposphere exchange (STE) (Collins, 2003; 

Sudo et al., 2003).  Near the surface, it is a threat to human health and an estimated 

8.0% deaths from chronic obstructive pulmonary disease in 2015 were due to ozone 

exposure (Cohen et al., 2017). It is detrimental to plant health too, and ozone-related 

plant damage reduces the uptake of carbon into the biosphere increasing its impact on 

climate (Sitch et al., 2007). Changes in humidity, precipitation and temperature are 

likely to have an impact, affecting biogenic emissions (e.g., isoprene) and deposition of 



Chapter 2: Chemistry-climate interactions as a function of global mean surface temperature change 

Nicola Wareing - July 2021   21 

ozone (stomatal uptake), the production of the hydroxyl radical (OH), and the lifetime 

of the peroxyacetyl nitrate (PAN), an important reservoir of NOx.   

I explore changes to tropospheric ozone using a future climate and year 2000 emissions 

using model output from the Atmospheric Chemistry and Climate Model 

Intercomparison Project (ACCMIP) (Lamarque et al., 2013) to determine whether there 

is a relationship between ∆GMST and ozone in these models. Furthermore, I analyse 

chemistry-relevant changes in climate using physical climate output from the fifrth 

Coupled Model Intercomparison Project (CMIP5) models as a function of ∆GMST. 

2.2 Model data and ∆GMST calculation 

This study utilises ACCMIP and CMIP5 model output. ACCMIP output consists of 

chemistry-climate model simulations, including for sensitivity studies where 

anthropogenic precursor emissions vary and the climate is held constant. Analysis of 

these simulations can further our understanding of chemistry-climate links. On the other 

hand, CMIP5 is mainly focused on physical climate change: exploring climate 

sensitivity, historical climate, and projecting future climate. Chemical output is limited, 

and unlike ACCMIP output there are no simulations exploring the impact of precursor 

emissions and climate change on future atmospheric chemistry separately. However, 

CMIP5 output does allow an exploration of potential chemical change as a function of 

∆GMST, using the physical model output in combination with offline reasoning to 

suggest the magnitude of the potential climate-composition impacts.   

The ACCMIP output consisted of time slices, where representative conditions for a 

fixed period in time (e.g., 1850, 1980, 2000, and different scenarios for 2030 and 2100) 

were run for several years in order to estimate a climatology. Therefore, it is not possible 
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to explore atmospheric chemistry as a function of ∆GMST using ACCMIP output. The 

number of years each time slice was run varied between models (typically 3-7 years; 

see Lamarque et al. (2013)). For this study, sensitivity simulations were used, where 

ozone precursor emissions were fixed at their 2000 level, but with RCP8.5 climates for 

the year 2000, 2030 (Em2000Cl2030), and 2100 (Em2000Cl2100). The constant 

precursor emissions meant that changes in atmospheric chemistry and composition are 

driven by climate change rather than anthropogenic emission changes. 

Future scenario projections for CMIP5 were continuous, unlike ACCMIP, where the 

historical simulations were ran from 1850 to 2005 and all future simulations were ran 

from 2006 to 2100 (Taylor et al., 2012a). I applied methods developed by Vautard et al. 

(2014) to calculate GMST changes above pre-industrial levels (∆GMST). The first 30-

year period where the average GMST exceeds the temperature target is defined as the 

+1.5/2 °C world. According to observational datasets, the ∆GMST from pre-industrial 

(1881 – 1910) to “present-day” (1971 – 2000) is +0.46 °C (Jacob et al., 2018; Vautard 

et al., 2014), therefore changes from present-day are 1.04 °C and 1.54 °C for targets 1.5 

°C and 2 °C respectively. Two of the global observational datasets used to assess 

warming between the pre-industrial period and present day start at 1880 (GISSTEMP 

Team, 2018; NOAA NCDC, n.d.) so this is the earliest pre-industrial period I could use 

to follow this method.  

I mainly used the RCP8.5 scenario to analyse future climate using CMIP5 output 

because it has the highest number of model simulations out of all the future RCP 

scenarios. However, I also used RCP4.5 output too, to compare results from two 

different emission scenarios. To calculate the multi-model mean without bias towards 

models with more ensemble members, the average value for all ensemble members was 
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calculated for each model then the multi-model mean was calculated from these values. 

Monthly mean CMIP5 data were interpolated onto a 1.9 ° latitude × 2.5 ° longitude grid 

and daily mean data were interpolated onto the same 2 ° × 2 ° grid as the ERA-Interim 

data (discussed below). 

Model disagreement between CMIP5 models was defined as less than 80% of models 

agreeing with the direction of change in parameter from a present-day climate. 

ERA-Interim data were used with gridded Tropospheric Ozone Assessment Report 

(TOAR) data (Schultz et al., 2017) to explore the relationship between historical surface 

ozone and climate indices. 

2.3 Ground-level ozone in a warming climate using 

ACCMIP models 

The impact of climate change on tropospheric ozone was quantified by comparing the 

present-day (ALL2000) scenario against two sensitivity scenarios that used fixed 

present-day (2000) anthropogenic precursor emissions but with changed climate 

(RCP8.5 scenario) to drive different natural emissions and meteorology 

(Em2000Cl2030 and Em2000Cl2100 for a 2030 and 2100 climate respectively). 

ACCMIP simulations were focussed on the scenario, rather than a particular ∆GMST 

target, meaning that it was not possible to find time periods where the ∆GMST since 

pre-industrial times was equal to 1.5 or 2 °C. Therefore, GMST was calculated for 2000, 

2030, and 2100 for each model ozone change could be considered as a function of 

GMST, even if particular ∆GMST targets could not be considered. The analysis in this 
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section explores and quantifies the possibility of a linear relationship between surface 

ozone and ∆GSMT, both for global mean ozone and for ozone by grid square.  

 

Figure 2.1: The multi-model mean change in surface ozone concentration since 2000 
using ACCMIP models for (a) Em2000Cl2030 and (b) Em2000Cl2100. The ∆GMST 
for 2030 and 2100 were 0.85 ± 0.32 and 3.53 ± 1.36 respectively. Areas with dotted 
grid cells show where less than 80% of models agree on direction of change. (c) 
Correlation coefficient between ∆GMST and change in yearly average surface ozone 
for each grid square (using ACCMIP scenarios: ALL2000, Em2000Cl2030, and 
Em2000Cl2100). 
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Figure 2.1 shows the change in yearly-mean surface ozone since present-day. Over 80% 

of models agree that there will be a decrease in average ozone over the oceans in the 

tropics. Some models suggest an increase over eastern USA, parts of South America, 

parts of Europe, South Africa, and parts of South and East Asia at the end of the century. 

Similarly, Murazaki and Hess (2006) found that average summer ozone increased by 

around 5 ppb over eastern USA between 1990-2000 and 2090-2100 only taking climate 

change into account. Some of these regions are also regions with high anthropogenic 

ozone precursor emissions. 

There is a negative correlation between global average annual mean surface ozone and 

global mean surface temperature change. This is in agreement with previous work and 

– at this scale – most likely reflects an increase in water vapour, which increases the 

ozone loss rate via the O(1D) + H2O reaction (e.g., Johnson et al. 1999). 

However, global mean values do not provide insight about how ∆GMST may affect 

ozone levels (and air quality) locally. To address this, Figure 2.1(c) shows the 

correlation coefficient between average surface ozone and ∆GMST for each grid square 

using present-day and the two sensitivity scenarios. There is a clear negative 

relationship between ∆GMST and change in surface ozone over the tropical oceans, 

where climate-driven increases in specific humidity will increase ozone loss. There is a 

positive relationship between ∆GMST and surface ozone over some areas of land, 

notably eastern USA, parts of South America, and parts of South and East Asia, which 

could impact air quality in those regions. 
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2.4 Surface ozone in a warming climate using CMIP5 

models 

Unlike ACCMIP, the CMIP5 experiment did not include sensitivity simulations that 

that isolate the impact of climate change on atmospheric composition. Therefore, 

changes in surface ozone as a function of ∆GMST will depend on the time a model 

reaches a given ∆GMST threshold because emissions and land changes will vary with 

time. 

Figure 2.2 shows the multi-model mean change in surface ozone using only the CMIP5 

models with interactive tropospheric ozone chemistry – i.e. not including models that 

used prescribed ozone or semi-online chemistry (see Eyring et al. (2013)). Still noting 

the caveats described above, there is a decrease in surface ozone from present-day to a 

warmer +1.5/2 °C climate for the majority of the globe using both RCP4.5 and RCP8.5 

scenarios. Using RCP8.5, ozone is actually higher for a +1.5 °C than a +2 °C for the 

places that show a decrease from present-day, apart from eastern USA, which shows a 

decrease in ozone with ∆GMST for both RCP4.5 and RCP8.5. This decrease for a +2 

°C world is larger in magnitude than the increase shown over the eastern USA for a 

2100 climate and 2000 emissions shown in Figure 2.1. This suggests that the emission 

reductions for both these scenarios will have more of an effect on annual mean surface 

ozone than climate change. Over parts of eastern China, using RCP8.5, surface ozone 

increases from present-day to a +1.5 ° climate, but surface ozone is lower for a +2 °C 

climate than a +1.5 °C climate. This reflects the initial increase in atmospheric air 

pollutant emissions before peaking and decreasing in many regions for RCP8.5 (Riahi 

et al., 2011). Over India, surface ozone increases with ∆GMST, which would reflect 

more modest air quality controls for a RCP8.5 scenario. 
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Using RCP4.5, ozone decreases with ∆GMST for most of the northern hemisphere (i.e. 

many of the places that saw a decrease in surface ozone from present-day to 1.5/2 °C, 

also have lower ozone for a +1.5 °C climate compared to a +2 °C climate). This reflects 

the decrease in atmospheric pollutant emissions with time for RCP4.5. 

The difference between the two scenarios illustrates the importance of emissions 

scenario in determining future surface ozone concentration as well as demonstrating the 

need for simulations with constant anthropogenic emissions and changing climate to 

assess the climate’s impact on atmospheric chemistry. 

 

Figure 2.2: The multi-model mean change in surface ozone from present-day and the 
difference between +2 °C and +1.5 °C climates using only CMIP5 models with 
interactive tropospheric ozone chemistry (i.e. no models with prescribed or semi-online 
chemistry) for RCP4.5 and RCP8.5 scenarios. Areas with dotted grid cells show areas 
with model disagreement (where less than 80% of models agree on direction of change). 
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Figure 2.3 shows the difference in surface ozone between RCP4.5 and RCP8.5 for a 

∆GMST of 1.5 and 2 °C. RCP8.5 generally has higher average surface ozone than 

RCP4.5, which could be attributed to the decrease in methane for the RCP4.5 scenario 

and the large increase for the RCP8.5 scenario (methane burden in 2100 is more than 

double in 2000; Young et al., (2013)).  

 

 

Figure 2.3: The multi-model mean change in surface ozone between present-day and a 
+1.5 °C climate using scenarios RCP4.5 and RCP8.5 and the difference between the 
two scenarios, only using CMIP5 models with interactive chemistry. Areas with dotted 
grid cells show areas with model disagreement (where less than 80% of models agree 
on direction of change). 

 

The differences in surface ozone concentration between the two RCP scenarios for a +2 

°C climate were generally much larger than the 0.5 °C ∆GMST difference for either 

scenario. Despite the fact that precursor emissions were not held constant in these 
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experiments, this overall result is consistent with previous research by Watson et al. 

(2016) that found that a ∆GMST of 2 °C alone would only lead to a modest increase in 

surface ozone over Europe and that future air quality would be more dependent on 

emission reductions. 

Figure 2.4 shows the inter-model standard deviation for models with interactive 

tropospheric ozone chemistry for surface ozone. The standard deviation is generally 

larger than the multi-model mean ozone, which was not the case for Em2000Cl2030, 

where the multi-model mean for ozone in 2030 was either similar to the standard 

deviation or much less. Therefore, there is high model uncertainty once you take into 

account changes in anthropogenic emissions. Unexpectedly, considering emissions vary 

with time rather than ∆GMST, the standard deviation between models was greater using 

a common time period, rather than ∆GMST, using RCP8.5. Though the difference 

between the standard deviation for a +1.5 °C world and corresponding time period was 

generally much less than the inter-model standard deviation.  

RCP4.5, on the other hand, has a higher inter-model standard deviation using a common 

∆GMST for most places other than the Southern Ocean and Antarctica (where 

emissions are low). This may be because, using only CMIP5 models with interactive 

tropospheric ozone chemistry, the standard deviation in time to reach a ∆GMST of 1.5 

°C is more than 7 years for RCP4.5 and less than 5 years for RCP8.5 – meaning that the 

model differences in anthropogenic emissions may be larger for RCP4.5 than RCP8.5 

for a +1.5 °C world. 
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Figure 2.4: The standard deviation between CMIP5 models that have interactive 
tropospheric chemistry for surface ozone for scenarios RCP4.5 and RCP8.5. The first 
column shows the standard deviation for average surface ozone for 2021 – 2050 
(medium time period where models reach +1.5 °C climate) and 2016 – 2045 (medium 
time period where models reach +1.5 °C climate). The middle column shows standard 
deviation for average surface ozone for a +1.5 °C climate (so that each model has passed 
1.5 °C ∆GMST, but not usually the same time period). The bottom column shows the 
difference between the two standard deviations.  

 

2.5 Chemistry-relevant physical climate change as a 

function of ∆GMST 

This results section exploits the CMIP5 physical climate output to quantify the potential 

impacts on a selection of processes relevant for the production and transport of surface 

ozone.  
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2.5.1 Changes in 30-year mean values 

Temperature 

Changes in surface temperatures can have an impact on ground-level ozone. 

Temperature-dependent mechanisms that could affect ozone levels include the emission 

rates of biogenic VOCs and soil NOx, lifetime of peroxyacyl nitrate, and stomatal 

resistance. Temperature and surface ozone levels are positively correlated over eastern 

USA in May using observations (Rasmussen et al., 2012) and temperature has the 

highest positive correlation with seasonal-mean (summer) ozone using a global 

chemical transport model (M. J. Kim et al., 2015). Given its relationship to surface 

ozone, I explored changes in surface temperature as a function of ∆GMST. 

Global mean surface temperature change is the manifestation of regionally 

heterogeneous changes. Figure 2.5 shows the spatial pattern of the 30-year mean surface 

temperature change since present-day for a ∆GMST of 1.5 and 2 °C, using CMIP5 

output for both the RCP4.5 and RCP8.5 scenarios.  Temperature increases the most in 

the Arctic and the least over the oceans and there is model uncertainty over the subpolar 

North Atlantic ocean because while most models project warming in this region, some 

project abrupt cooling, mainly those that project reliable present-day stratification 

(Sgubin et al., 2017). Multi-model mean surface temperature change is higher using 

RCP8.5 than RCP4.5 because I defined the ∆GMST as 1.5/2 °C as the first 30-year 

mean temperature to cross the threshold, which will not be 1.5/2 °C exactly. For 

example, for a +2 °C climate, the multi-model mean ∆GMST using RCP8.5 was 2.16 

°C, whereas it was 2.15 °C using RCP4.5. The spatial correlation coefficient between 

RCP4.5 and RCP8.5 for multi-model mean 30-year mean surface temperature was 

0.998, for both +1.5 and +2 °C worlds. 
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Figure 2.5: 30-year mean surface temperature for 2 and 1.5 °C ∆GMST and the 
difference between the two climates for scenarios RCP4.5 and RCP8.5. The bottom row 
shows the surface temperature in a +2 °C minus the surface temperature in a +1.5 °C 
climate. The dotted areas show where less than 80% of models agree with the direction 
of change in the mean surface temperature change. 

 

From a chemical point of view, the increase in surface temperature will affect biogenic 

VOCs from plants (Guenther et al., 1995; Peñuelas and Llusià, 2001) and NOx 

(Schindlbacher, 2004; Williams and Fehsenfeld, 1991) emissions from soil 

microorganisms, correspondingly. 
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Figure 2.6: The standard deviation between models using a 30-year period 
corresponding to a ∆GMST of 2 °C (middle row) and the standard deviation where all 
models cover the same time period (median dates where models reach +2 °C; top 
row). The dotted areas show where less than 80% of models agree with the direction 
of change in the mean surface temperature change. For the bottom row, positive 
values (blue) show areas where standard deviation is higher. The difference between 
the two standard deviation values (bottom row) for RCP4.5 (σ(2036 - 2065) - σ(+2 
°C)) and RCP8.5 (σ(2029 - 2058) - σ(+2 °C)). 

 

One reason to examine variables as a function of ∆GMST rather than time would be the 

possibility of reducing the disagreement between models: i.e., in terms of spatial 

patterns, is there more model agreement when they are normalised by ∆GMST rather 

than by time? Figure 2.6 shows the difference in standard deviation between models for 

surface temperature change as a function of ∆GMST and time. The dates used to 

compare standard deviation to a +2 °C climate were 2036 – 2065 and 2029 – 2058, 

which represent the median time period that models cross these thresholds for scenarios 
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RCP4.5 and RCP8.5 respectively. There is a reduction in standard deviation between 

models using different time periods and a similar ∆GMST for the majority of the Earth 

for RCP8.5 for both +1.5 and +2 °C worlds. This is not the case for RCP4.5, which sees 

a reduction in standard deviation using ∆GMST for most of the Earth for a +1.5 °C 

climate, but not for a +2 °C climate. There is less model agreement on when RCP8.5 

will cross the 2 °C threshold than RCP4.5 

The correlation coefficient between the spatial distribution for both thresholds between 

RCP4.5 and RCP8.5 is 0.998 using a common time period, similar to using a common 

∆GMST threshold and the correlation between results between using a common time 

period and a common threshold is high (>0.998) for all scenarios and thresholds. So 

whichever scenario or method you choose the spatial distribution of surface temperature 

change remains about the same.  

Figure 2.7 shows the correlation between CMIP5 surface temperature and ozone using 

each model and 30-year period (present-day, and +1.5 °C and +2 °C climates using 

RCP4.5 and RCP8.5). There is a negative correlation between gridded surface 

temperature and ozone over most of North America, Europe, and Australia. This is most 

likely due to the decrease in pollutant emissions (they decrease in both RCP4.5 and 

RCP8.5) rather than a negative correlation with surface temperature. For example, there 

is a negative correlation over eastern USA using CMIP5 data, but using ACCMIP 

Em2000Cl2030 and Em2000Cl2100 there is a positive correlation between surface 

ozone and GMST and there is an increase in surface ozone with time using 

Em2000Cl2100 (Figure 2.1). Both CMIP5 scenarios show a positive correlation 

between ozone and temperature over the Southern Ocean (a correlation coefficient of 

over 0.9 in some areas), likewise ACCMIP Em2000Cl2030 and Em2000Cl2100 
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showed an increase in ozone with time over this area (Figure 2.1). Most of the places 

with a correlation coefficient over 0.9 were over the ocean, possibly due to the fact 

ozone in these areas are less affected by reduction in anthropogenic emissions and more 

affected by climate change than over the land. North Africa shows a small positive 

correlation, despite showing a negative correlation in Figure 2.1(c), so changes in 

anthropogenic precursor emissions are increasing ozone where climate would have 

decreased ozone. Similarly, there is a stronger positive correlation over southern India, 

where there was not with constant emissions using ACCMIP data. 

 

 

Figure 2.7: The correlation coefficient between the CMIP5 30-year mean surface 
temperature and 30-year mean surface ozone using present-day and both RCP4.5 and 
RCP8.5 scenarios. 

 

Specific humidity 



Health and pollution impacts in avoided and future worlds according to Earth system models 

36  Nicola Wareing - July 2021 

Water vapour is the main sink of ozone over the oceans, through the following 

simultaneous processes: 

 O3 + hν → O(1D) + O2  (2.1) 

 O(1D) + H2O → 2OH (2.2) 

reaction (2.2) is competing with N2 or O2 absorbing energy shown in 2.1, which would 

stabilise O(1D) to ground-state atom O(3P), which would react with O2 to form ozone. 

Therefore, in absence of other effects, an increase in water vapour would lead to a 

decrease in ozone production. 

Under polluted conditions there are additional effects: the OH radicals produced by 2.2 

react with VOCs and CO to produce peroxy radicals that can result in ozone production, 

or they can convert NO2 to nitric acid, which supresses ozone formation. Therefore, 

under polluted conditions model studies found that the sensitivity of ozone to water 

vapour is weak (Dawson et al., 2007; Jacob and Winner, 2009). Therefore, as was 

evident from the ACCMIP analysis in Figure 2.1, in some areas yearly-mean surface 

ozone may decrease with climate change, whereas peak surface ozone concentrations 

may increase with climate change, during extreme pollution events. To meet air quality 

standards there will need to be stricter emissions controls, as ozone extremes will 

increase with climate change in already polluted regions, this is referred to as the 

‘climate penalty’ (Jacob and Winner, 2009; Rasmussen et al., 2013; Wu et al., 2008). 

Figure 2.8 shows that for most regions there is an increase in specific humidity with 

∆GMST, the biggest increase and model agreement being in the tropics over the oceans. 

This increase in humidity with GMST should lead to a decrease in surface ozone over 
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the oceans, which is consistent with the negative correlation between GMST and surface 

ozone using ACCMIP models (Figure 2.1). 

 

 

Figure 2.8: 30-year mean surface specific humidity change from present-day (1971-
2000) for a ∆GMST of (a) 1.5 °C and (b) 2 °C, where (c) is (a) – (b). The dotted areas 
show where less than 80% of the models agree with direction of change. 

 

2.5.2 Natural examples of ozone precursors and ∆GMST 

Biogenic emissions 
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Changes in surface temperature will affect biogenic ozone precursor emissions. A large 

proportion of biogenic NMVOC global total emissions are isoprene emissions, which 

are also affected by changes in water availability, land cover, and CO2 concentration. 

Isoprene is highly reactive and in NOx-limited areas it will react directly with ozone and 

ozone concentration will decrease. On the other hand, oxidation of isoprene results in 

peroxy radicals (RO2), which react with NOx to form ozone. Isoprene also contributes 

to PAN formation. 

Due to its important role in ozone formation, I assessed the impact of changes in 

∆GMST on isoprene formation. One model for isoprene emission was described by 

Guenther et al. (2006), who described the net isoprene emission rate (E) by: 

 𝐸𝐸 = [𝜀𝜀][𝛾𝛾][𝜌𝜌], (2.3) 

where ε is the emission factor, which represents isoprene emissions at standard 

conditions, γ is a normalised ratio that accounts for changes in emissions due to 

deviations from standard conditions, and ρ is a normalised ratio that accounts for 

production and loss within the canopy. 

I assumed that landcover does not change because I estimated biogenic emissions as a 

function of ∆GMST rather than time and any anthropogenic land use change will change 

with time rather than ∆GMST. Therefore, the calculation assumed that ε stays constant. 

γ accounts for emission response to light, temperature, leaf age, soil moisture, leaf area 

index, and CO2 inhibition (Guenther et al., 2012). In this section, I focus on changes in 

CO2 and temperature, and ignore changes in light, leaf age, soil moisture, and leaf area 

index in response to climate change. 
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E was estimated for present-day and future temperature CMIP5 output and CO2 

projections using: 

 E =
E2000γTγC
γT2000γC2000

 (2.4) 

where Ε2000 is the emission rate for the year 2000, γT and γC are the model temperature 

and CO2 emission activity factors respectively and 𝛾𝛾𝑇𝑇2000 and 𝛾𝛾𝐶𝐶2000  are the temperature 

and CO2 emission activity factors for the year 2000. 

The activity factor for CO2 response (γC) was estimated by: 

 γC = I𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 − �
I𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(0.7Ca)h

(C ∗)h + (0.7Ca)h
�, (2.5) 

where ISmax (=1.344), h (=1.4614), and C* (=585) are emperically determined co-

efficients and Ca is the ambient CO2 concentration (Heald et al., 2009). The 

temperature-dependant activity factor (γT) was estimated as follows: 

 γT = E𝑂𝑂𝑝𝑝𝑝𝑝 ∙ �
CT2eCT1∙x

CT2 − CT1 ∙ (1 − eCT2∙x)�
, (2.6) 

where 𝑥𝑥 = �(1 𝑇𝑇Opt) −⁄ (1 𝑇𝑇⁄ )�/0.00831 , T is leaf temperature (assumed to be the 

same as air temperature), and empirical coefficients CT1 and CT2 are 95 and 230 

respectively (Guenther et al., 2006). Empirical coefficients EOpt and TOpt were assumed 

to be 1.9 and 312.5 respectively (Guenther et al., 1999). I did not calculate leaf 

temperature from air temperature because it would require various other variables, such 

as humidity, which would have meant processing and storing large amounts of data.  
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I used MEGAN emissions of isoprene flux for the year 2000 (E2000), and calculated the 

γT using mean 2000 ERA-Interim 2m temperature, mean CMIP5 present-day surface 

temperatures, and mean CMIP5 future surface temperatures. To calculate isoprene 

emissions for present-day I multiply E2000 by CMIP5 present-day γT and divide by 𝛾𝛾𝑇𝑇2000 

and follow the same method to estimate future isoprene flux using future CMIP5 

temperature projections.  

Future atmospheric concentrations for CO2 for a particular ∆GMST were different for 

each model because I used the average CO2 concentration for the 30-year period where 

the model reaches the GMST target. Whereas, 𝛾𝛾𝐶𝐶2000 using dates would be the same for 

each model. Therefore, I also estimated changes in total isoprene emissions just due to 

projected temperature changes.  

 

 

Figure 2.9: Global total isoprene emission change from present-day (1971-2000) for 
different ∆GMST, where cyan box plots on the left take into account the average 
change in CO2 and the purple plots on the right do not. The black line and green 
triangles indicate the median and mean model values respectively. 
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Figure 2.9 shows the model spread for the estimated change in global total isoprene 

emissions from the projected change in temperature with and without the projected 

change in CO2. At higher ∆GMST some models show a decrease in total isoprene 

emissions for a +3 °C climate when considering future CO2 emissions, which has been 

found in previous work for the late 21st Century (Arneth et al., 2007; Heald et al., 2009; 

Young et al., 2009).  

 

 

Figure 2.10: 30-year mean isoprene flux change from present-day (1971-2000) for a 
∆GMST of 2 °C (top) and 1.5 °C (middle) and the difference between them (bottom). 
The dotted areas show model disagreement (<80% of models agree with direction of 
change). 
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Figure 2.10 shows estimated changes in 30-year average isoprene emissions. The 

highest increases in isoprene flux are over the Amazon region, eastern USA, parts of 

India, central Africa, and parts of Austraila. The area showing a decrease in isoprene 

emissions is relatively small. However, Squire et al. (2014) found that once land use 

changes were taken into account there was a projected decrease in isoprene emissions 

from 2000 to 2095 over the Amazon region, India, central Africa, and most of Australia.   

Other BVOC emissions affected by temperature change include monoterpenes. To 

calculate future monoterpene emissions, I used the following equation:  

 
𝑀𝑀
𝑀𝑀S

= 𝑒𝑒�𝛽𝛽(𝑇𝑇−𝑇𝑇S)� (2.7) 

Where M are the monoterpene emissions at temperature T, MS are the emissions at 

standard temperature TS, and β is a constant (0.09 K-1) . By rearranging 2.7 and 

substituding 2005 ERA-Interim temperatures and MEGAN monoterpene fluxes I 

estimated monoterpene emissions using present-day and future CMIP5 data: 

 𝑀𝑀CMIP5 = 𝑀𝑀2005𝑒𝑒�𝛽𝛽(𝑇𝑇−𝑇𝑇2005)� (2.8) 

where M2005 and T2005 are 2005 monoterpene emissions and 2005 mean temperatures 

respectively, and TCMIP5 are monthly mean daily mean temperatures from CMIP5 

models. 
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Figure 2.11: 30-year mean monoterpene flux change from present-day (1971-2000) for 
a ∆GMST of 2 °C (top) and 1.5 °C (middle) and the difference between them (bottom). 
The dotted areas show model disagreement (<80% of models agree with direction of 
change). 

 

Figure 2.11 shows the change in estimated 30-year average monoterpene emissions. 

The spatial correlation coefficient was 0.22 between monoterpene and isoprene 

emissions. The largest increases in monoterpene and isoprene emissions were in the 

Amazon region, central Africa, and south-east Asia. 

Lightning NOx 

The extreme temperatures associated with lightning strikes generate NOx by the 

recombination of some dissociated O2 and N2 molecules. These lightning NOx 

emissions can influence the production of ozone, particularly in the mid and upper 

troposphere. The impacts of lightning NOx on ozone at the surface are typically quite 
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small (Aghedo et al., 2007; Kaynak et al., 2008) so many studies have neglected its 

effects on ground-level ozone. However, cloud-to-ground lightning has been shown to 

increase ozone by around 50% in Taipei, Taiwan (Kar and Liou, 2014) and surface 

ozone was found at higher concentrations during days with a higher number of lightning 

flashes over Kolkata, India (Middey and Chaudhuri, 2013). Overall, the impact of 

lightning NOx emissions on surface ozone will depend on the local photochemical 

regime – NOx titration will occur if the ratio between NOx and VOCs is sufficiently 

high. Although anthropogenic fuel combustion emissions have more of an impact over 

surface ozone, the global mean influence of lightning is greater than that of biomass 

burning (Murray, 2016). Therefore, I project changes in lightning frequency and NOx 

emissions as a function of ∆GMST. 

Here, lightning NOx emissions were calculated as a function of ∆GMST, using CMIP5 

output and an emission parameterisation based on ice flux developed by Finney et al. 

(2014). Using this parameterisation, Finney et al., (2018) projected a decrease in 

lightning over the tropics with climate change, which is at odds with the general increase 

in lightning NOx projected by the ACCMIP models who used a range of different 

parametrisations, mainly based on cloud-top height (Finney et al., 2016). I used monthly 

mean specific cloud ice water content (q), updraught mass flux (Φmass), and fractional 

cloud cover (c) at 440 hPa to calculate monthly mean ice flux φice:  

 ϕice = q×𝛷𝛷𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
c

, (2.9) 

which was multiplied by constants provided by Finney et al. (2014) to calculate the 

flash density (fl m-2 s-1): 
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 fl = 6.58 × 10-7 φice (2.10) 

 fo = 9.08 × 10-8 φice, (2.11) 

where fl and fo are the flash density over land and ocean, respectively. 

Figure 2.12 shows the change in flash frequency, estimated using CMIP5 ice flux. Over 

the tropics, there is a decrease in lightning frequency, and much of the mid-latitudes in 

the Northern Hemisphere see an increase, though the magnitude of the increase is not 

as high as the decrease. 

Murray (2016) found that the largest differences for present-day annual-mean simulated 

ozone with and without lightning were around Chile, Namibia, and western China, 

although these were not the areas with the highest simulated lightning NOx emissions. 

Figure 2.12 shows a decrease over most of these areas, which may mean that there is a 

decrease in average values of surface ozone in these areas. 
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Figure 2.12: Change in estimated lightning flash frequency for a ∆GMST of 2 °C (top) 
and 1.5 °C (middle), and the difference between the two climates (bottom). 
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Figure 2.13: (a) The calculated change in global total lightning NOx emissions from 
present-day (1971 – 2000) as a function of global mean surface temperature, (b) same 
as (a), but shows each model individually. 

 

Figure 2.13  shows the change in global total NOx emissions from present-day as a 

function of ∆GMST, calculated from estimating model ice flux using 2.9. The global 

multi-model mean total NOx decreases with ∆GMST, while the model variability 

increases. There were only seven CMIP5 models with all the relevant parameter 
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outputs, and, using their outputs with the Finney et al. (2018) parameterisation they all 

indicate a decrease in lightning NOx individually (shown in Figure 2.13 (b)). Lightning 

mainly contributes to ozone in the free troposphere, where it has a lifetime of months, 

allowing for hemispheric transport. Lightning also contributes to the formation of PAN, 

which enables transport of NOx. For example, in the tropics it contributes 30-80% 

towards total column PAN concentrations (Fischer et al., 2014). Therefore, a general 

decrease in lightning NOx emissions should decrease the intercontinental transport of 

NOx and ozone. 

2.5.3 Daily maximum surface temperature and air quality 

While average surface ozone decreases in many regions due to climate change, surface 

ozone extremes may increase in some regions (i.e., the climate penalty), which will have 

a detrimental impact on human health. 

Higher temperatures are typically associated with higher levels of surface ozone and, in 

addition to increases in mean temperatures, extreme temperatures are expected to 

increase in frequency and intensity with ∆GMST (e.g., Nangombe et al., 2018; Wehner 

et al., 2018).  Porter et al. (2015) found that 49% of sites studied in the USA show daily 

maximum temperature as the main meteorological driver of summer ozone using 

quantile regression. Romer et al. (2018) found a slope of 1.7 ± 0.2 ppb °C-1 between 

daily afternoon-average temperature and ozone in Centreville, Alabama. Similarly, 

Fiore et al. (2015) found a linear relationship between July mean daily maximum 

temperature (mx2t) and July mean daily maximum 8-hour mean (MDA8) 

ozone Pennsylvania State Clean Air Status and Trends Network (CASTNet) site in 

Pennsylvania (41º N, 78º W, 378 m).  There was also a shift in ozone levels after NOx 

emissions controls were introduced in eastern USA in 2002 (Bloomer et al., 2009).  
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To explore the relationship between surface temperature and ozone extremes, I used 

ERA-Interim mx2t output and TOAR MDA8 ozone data. I interpolated mx2t and 

TOAR ozone data onto the same 2° x 2° grid. 

Figure 2.14(a) shows the relationship between TOAR ozone and ERA-Interim 

temperature for the corresponding grid cell to the CASTNet site in Pennsylvania (40° 

N 78° W). There is a positive trend (3.46 ppb °C-1 for 1990-2001 and 1.94 ppb °C-1 for 

2002-2014). The decrease in slope after emission controls are introduced was found in 

other areas of the USA by Bloomer et al. (2009). At higher temperatures the 95% 

confidence intervals (CI) do not overlap, so emission controls made a significant 

difference to ozone concentrations during warmer summers. Before policy, the 

relationship between temperature and ozone is more likely to be significant than after 

policy. Likewise, the correlation coefficient is higher before policy was introduced (r2 

= 0.69 for 1990-2001 and r2 = 0.43 for 2002-2014).  

For comparison, Figure 2.14(b) and (c) show the relationship between TOAR ozone 

and ERA-interim daily maximum temperature for south-east England (grid cell 52 °N 

0 °W) and the Kantō region in Japan (36 °N 140 °E) respectively. There is a positive 

correlation between temperature and ozone for both areas, but it is much stronger for 

the grid cell in the UK (r2 = 0.71) than Japan (r2 = 0.29). Policies and laws regarding 

air quality have been introduced in the UK and Japan, with several introduced 

between 1990 and 2014 (Wakamatsu et al., 2013). In the UK example, MDA8 ozone 

is generally lower in later years. On the other hand, some of the higher ozone 

concentration values in (c) are years after additional NOx emission controls have been 

introduced in Japan, possibly because the area was VOC-limited, so ozone titration 

was reducing ozone levels before the controls were introduced. 
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Figure 2.14: Scatter plot between TOAR July-average MDA8 ozone and ERA-
Interim July-average daily maximum temperature for (a) 40 °N 78 °W, (b) 52 °N 0 
°W, and (c) 36 °N 140 °E grid cells. For the location in the USA (a), the red (top) 
points show data from 1990-2001 (before extra NOx emission controls) and the blue 
(bottom) points show data from 2002-2014. For the locations in the UK (b) and Japan 
(c), there is just one line showing the line of best fit for 1990-2014. The line and filled 
area show the ordinary least squares regression line and 95% confidence interval.  
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Figure 2.15 shows the correlation coefficient between ERA-Interim monthly mean daily 

maximum temperature and TOAR monthly mean MDA8 ozone for summer (June, July, 

August). Correlation is highest in most of mainland Europe in July and eastern USA in 

August. Only a few grid cells had enough data to calculate a correlation coefficient in 

the Southern Hemisphere for summer (December, January, February). 
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Figure 2.15: The correlation coefficient between ERA-Interim monthly mean daily 
maximum temperature and TOAR monthly mean MDA8 surface ozone for June, July, 
and August between 1990 and 2001 for Europe, North America, and East Asia. 

 

Figure 2.15 shows the correlation coefficient between ERA-Interim monthly mean daily 

maximum temperature and TOAR monthly mean MDA8 ozone for North America and 

Europe for June, July, and August. The correlation is strongest for Western Europe in 

July and Eastern USA in August.  
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Figure 2.16 shows the change in January and July mean daily maximum temperature 

using CMIP5 RCP8.5 output. There is a larger increase over north Africa and the 

Middle East than the USA and Europe, but there are no gridded MDA8 ozone TOAR 

data for those regions. Average daily maximum temperatures in July increase up to 

around 1.5 °C for a +1.5 °C climate for most of Europe and the USA and there is a 

difference of up to 0.6 °C between +1.5 and +2 °C climates. 

 

Figure 2.16: 30-year mean January and July averages for daily maximum surface 
temperature change from present-day (1971-2000) for a ∆GMST of 1.5 °C and 2 °C, 
and the change in maximum temperature from a 1.5 °C to a 2 °C ∆GMST. The dotted 
areas show where less than 80% of models agree with the direction of change in the 
mean surface temperature change. 

 

Thermal decomposition of PAN  
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A strong contributor to the relationship between surface ozone and temperature is 

peroxyacetyl nitrate (PAN) (Sillman and Samson, 1995), which is very stable at cold 

temperatures and can decompose to release NOx at warmer temperatures, like so: 

 PAN + M → CH3COO2 + NO2 + M. (2.12) 

PAN is more stable than ozone and is not soluble in water. It is the main reservoir for 

nitrogen oxide radicals (NOx = NO + NO2), contributing to their long-range transport 

and promoting ozone production in regions away from the source of precursor 

emissions. 

The primary sink of PAN is thermal decomposition, so I estimated the changes in 

thermal decomposition rate for the warmer climates using CMIP5 RCP8.5 output. 

The rate of thermal decomposition for PAN was estimated using the Arrhenius relation: 

 k = 𝐴𝐴e−𝐸𝐸𝑚𝑚 𝑅𝑅𝑇𝑇⁄ , (2.13) 

where constants A and Ea were assumed to be 16.2 s-1 and 112.5 kJ mol-1 respectively 

(Grosjean et al., 1994) and T represents the temperature and I used monthly mean daily 

maximum temperature at the surface. 

Increasing temperatures will lead to a reduction in PAN volume mixing ratio and will 

affect the long-range transport of NO2 and may enhance local mixing ratios of PAN, 

particularly in urban areas, where emissions of NOx are generally higher. 
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Figure 2.17: The estimated rate of thermal decomposition of PAN at the surface for 
present-day, the change in thermal decomposition from present-day for +2 °C and 1.5 
°C climates, and the difference between them. Calculated using monthly mean daily 
maximum surface temperatures for January and July. 

 

Figure 2.17 shows the thermal decomposition of PAN for 1979-2000, and changes for 

+1.5 and +2 °C climates, calculated using CMIP5 daily maximum temperatures. As 

expected, the thermal decomposition rate is highest in the SH (NH) in January (July), 

due to its relationship with temperature. In January, the largest increases can be seen 

over large parts of Australia, which in NOx-limited conditions may lead to a decrease 

in PAN and an increase in surface ozone, as was the case in January 2013 in Sydney, 

Australia (Utembe et al., 2018).  In July, the largest increases in decomposition rate are 

in Northern Africa and the Middle East. Ozone and PAN concentrations over the 

Persian Gulf region are seasonally anti-correlated so that in summer the short lifetime 
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of NOx leads to higher levels of ozone, where summer-time ozone levels in 2006 

exceeded air quality guidelines (defined by the EU), though this was not the case when 

model simulations did not include anthropogenic emissions (Lelieveld et al., 2009). So, 

one would expect the shorter PAN lifetime in July would lead to elevated levels of 

ozone in this region, and they would regularly be above recommended guidelines unless 

anthropogenic emissions are reduced in the future. 

Isoprene emissions 

Figure 2.10 shows the estimated change in yearly average isoprene emissions. However, 

using daily mean temperatures does not take the daily cycle of temperature into account, 

which may mean that isoprene emissions are underestimated over the course of a day 

(Ashworth 2010). Therefore, I estimate isoprene emissions changes using CMIP5 daily 

maximum temperature. 

Figure 2.18 shows the January and July mean changes in isoprene emissions estimated 

using daily maximum temperature. Many of the areas that showed an increase in yearly 

mean isoprene in Figure 2.10 now show a decrease using monthly-mean daily maximum 

temperatures, including parts of Brazil and Australia, because at very high temperatures 

isoprene emissions start to decline (Singsaas and Sharkey, 2000; Zimmer et al., 2000). 

I assumed that isoprene emissions start declining above 39.35 °C because I defined TOpt 

= 312.5K. Over the USA, estimated isoprene emissions are more than halved for a +2 

°C climate compared to a +1.5 °C climate. 
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Figure 2.18: Estimated change in isoprene emissions from present-day for +2 °C and 
1.5 °C climates, and the difference between them. Calculated using monthly mean daily 
maximum surface temperatures for January and July. 

 

Dry days 

Dry spell duration is expected to increase with ∆GMST in the Mediterranean, North-

East Brazil, and Southern Africa; however the simulated response is not robust when 

considering the sign of change in dry spell duration for the majority of the USA and 

substantial parts of the rest of the world for +1.5 and +2 °C climates (Hoegh-Guldberg 

et al., 2018; Schleussner et al., 2016). 

Dry conditions affect plant stomata, thus reducing the vegetation sink for ozone, which 

leads to an increase in ozone. However, chronic exposure to higher levels of ozone can 

permanently damage plant stomata so that they do not close in response to drought 

(Mills et al., 2009), resulting in a negative feedback between dry spells and surface 
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ozone levels. In addition, dry weather reduces the amount of soil water available, which 

can have an impact on biogenic emissions.  

I found that the relationship between total July precipitation and MDA8 ozone was not 

significant for most of Europe and North America (not shown). Therefore, I calculated 

the correlation coefficient between monthly mean MDA8 surface ozone and the total 

number of dry days for June, July, and August, where dry days are defined as days with 

< 1mm precipitation. 

Figure 2.19 shows that there is a positive correlation between ozone and the number of 

dry spells for most of Europe and North America. However, it is not as strong as the 

correlation between daily maximum temperature and ozone for the majority of places, 

as shown in Figure 2.15. The total number of dry days is highly correlated with daily 

maximum temperature in these regions in summer (Figure 2.20). For December – 

February, parts of Brazil, Australia, Central and Southern Africa show a high correlation 

between ERA-Interim daily maximum temperature and the total number of dry days. 
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Figure 2.19: The correlation coefficient between the total number of dry days using 
ERA-Interim reanalysis data and the monthly-average MDA8 ozone for June, July and 
August 1990 - 2001.  
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Figure 2.20: The correlation coefficient between the monthly total number of dry days 
and monthly mean daily maximum surface temperature, where a dry day is defined by 
total daily precipitation < 1mm. 

 

Air stagnation index (ASI) 

The ASI defines a stagnant day as one with less than 1mm total precipitation, surface 

(10 m) wind speed less than 3.5 ms-1, and mid-tropospheric (500 mb) wind speed as less 

than 13 ms-1 (Horton et al., 2012). Air stagnation is associated with increased levels of 

air pollution (Fiore et al., 2012; Jacob and Winner, 2009) and by the end of the century 

the frequency and persistence of stagnation events are expected to increase over western 

USA, India, and Mexico under RCP8.5 scenario (Horton et al., 2014). 

Since air stagnation is commonly associated with elevated levels of surface ozone 

(Jacob and Winner, 2009), I explore the relationship between monthly mean TOAR 
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MDA8 ozone and the total number of stagnant days that month using ERA-Interim 

reanalysis data. Figure 2.21 shows the correlation coefficient between average June, 

July, and August MDA8 ozone and the total number of stagnant days for that month. 

Correlation between the number of stagnant days and average MDA8 surface ozone is 

much lower than the correlation between the average daily maximum temperature and 

surface ozone. As TOAR data were only available monthly, it was not possible to check 

whether MDA8 ozone was higher on stagnant days. 

Heatwaves and air stagnation are both associated with clear skies and, in Europe, cloud 

cover is an important indicator of maximum daily temperature, though not necessarily 

a climate driver (Tang et al., 2012). Less cloud cover results increased short-wave 

radiation, which affects photochemical processes. Therefore, I looked at the relationship 

between surface ozone and total cloud cover using monthly mean TOAR MDA8 ozone 

and ERA-Interim total cloud cover data. Figure 2.22 shows the correlation coefficient 

between monthly mean MDA8 ozone and monthly mean total cloud cover for June, 

July, and August. The strongest negative correlation is in western Europe in July and 

eastern USA in August, the same as surface temperature (Figure 2.15). This similarity 

between cloud cover and temperature reflects a correlation between temperature and 

cloudiness in the summer. 

Although global cloud feedback is likely positive (Zelinka et al., 2017), cloud cover has 

declined over some land areas, including over Europe and North America (Mao et al., 

2019). Therefore, climate change may mean an increase in ozone in the absence of 

emission reduction, due to changes in cloudiness. In other areas, for example in western 

Europe in August, there may be a decrease in ozone with cloudiness. Aerosols also 

affect the formation and properties of clouds (Ackerman, 2000; Kaufman, 2006). 
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Therefore, I did not explore CMIP5 projections in cloudiness or incoming radiation: 

aerosol emissions would change with time and it would be difficult to separate that 

effect from the effect of global warming. 

 

 

Figure 2.21: The correlation coefficient between the total number of stagnant days 
and mean MDA8 ozone for June, July and August 1990-2001. Stagnant days are 
defined by the air stagnation index (daily-mean 10 m wind speed < 3.2 ms-1, daily-
mean 500 mb wind speed < 13 ms-1, and total daily precipitation < 1mm). 
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Figure 2.22: The correlation coefficient between the monthly mean total cloud cover 
(%) and mean MDA8 ozone for June, July and August 1990-2001. 

 

Figure 2.23 shows that the correlation coefficient between maximum surface 

temperature and the number of stagnant days is above 0.8 for parts of Europe and the 

USA in July. This is not surprising considering that air stagnation in summer is 

associated with higher temperatures. Therefore, any correlation between daily 
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temperatures (or stagnant days) and ozone could be due to the air stagnation (or high 

temperatures) associated with them.   

 

 

Figure 2.23: The correlation coefficient between the monthly total number of stagnant 
days and monthly mean daily maximum surface temperature using ERA-Interim 
reanalysis output. Stagnant days are defined by the air stagnation index (daily-mean 10 
m wind speed < 3.2 ms-1, daily-mean 500 mb wind speed < 13 ms-1, and total daily 
precipitation < 1mm). 

 

2.6 Discussion 

There are various studies exploring the meteorological impacts of +1.5 and +2 °C 

climates (e.g., Barcikowska et al., 2018; Lehner et al., 2017; Wehner et al., 2018), and 

studies addressing the impacts of climate change on atmospheric chemistry for specific 
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time periods (e.g., Pommier et al., 2017; Stevenson et al., 2005; Tai et al., 2012). 

However, there is little research into atmospheric chemistry or air quality as a function 

of ∆GMST. If policymakers aim for a particular ∆GMST goal, it is necessary for them 

to know what impact reaching this target will have on air quality so that the appropriate 

air quality legislation can be applied. Research for a particular time period does not 

quantify the benefits of choosing a pathway towards a particular ∆GMST goal, which 

is important for decision makers who may find the negative effects of ambitious 

mitigation daunting. 

Although, it is important for decision makers to have an idea of time-scale when 

planning adaptation efforts, the ∆GMST is projected to be 0.3-1.7 or 2.6-4.8 °C higher 

by the end of the century following RCP2.6 and RCP8.5 scenarios respectively, with 

vast differences between the impacts. So, although a +2 °C climate does differ from 

another +2 °C climate following a different emissions pathway, the differences in 

climate between two +2 °C climates at different points in time are likely smaller than a 

+1 °C climate and a 3.7 °C climate at a similar point in time. It also allows decision-

makers to assess the most suitable ∆GMST target by assessing likely risks and 

achievable routes towards the target. Plus, possible impacts as a function of ∆GMST 

and pathways towards possible temperature targets may be more useful to communicate 

to the general public than explaining that climate projections for 2050 are based on four 

theoretical emission scenarios. 

There was a positive correlation between ∆GMST and annual-mean surface ozone over 

Eastern USA, South Brazil, and Eastern China using ACCMIP output with constant 

anthropogenic precursor emissions. Stronger positive correlations may mean that these 

areas have the biggest ozone air quality gains from climate mitigation alone. Modelling 
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surface ozone in the USA, Garcia-Menendez et al. (2015) found the largest air quality 

benefits from climate policy were in eastern USA. They also found that the pollution-

related health benefits outweighed the associated costs for the USA overall. These 

findings were a comparison between climates with ∆GMST of 6 °C and <1.5 °C and 

should be motivation for policy-makers to aim for a +1.5 °C world. 

The positive correlation between ∆GMST and ozone could be linked to an increase in 

biogenic VOC emissions with ∆GMST. I estimated some of the highest increases in 

annual-mean isoprene and monoterpene emissions in these regions. Wang et al. (2013) 

also found an increase in annual-mean surface ozone over Eastern China between a 

2000 climate and a 2050 climate, though the increase in summer-time mean was much 

smaller. 

Using CMIP5 output, I found that annual-mean surface ozone was lower for both +1.5 

°C and +2 °C climates than present-day for most of the globe using both RCP4.5 and 

RCP8.5 scenarios. However, using RCP8.5 surface ozone was higher for a +2°C climate 

for many regions, possibly showing that any anthropogenic emission reductions under 

the RCP8.5 scenario were not enough to stop surface ozone concentrations increasing 

with ∆GMST and the increase in anthropogenic methane emissions. Unlike other ozone 

precursor emissions, anthropogenic emissions of methane increase and decrease with 

the ∆GMST for RCP8.5 and RCP4.5 respectively (shown in the Appendix). 

This is similar to findings comparing ozone levels in Europe for a +3 °C and a +2 °C 

climate: the difference was significant and a +3 °C trajectory would destroy the benefits 

from emission reduction policies (Fortems-Cheiney et al., 2017).  Ozone was higher 

using the RCP8.5 scenario than the RCP4.5 scenario almost everywhere, and the 

difference in surface ozone between the two scenarios was generally larger than the 
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0.5°C difference between the two climates, demonstrating the importance of air quality 

policy when it comes to surface ozone levels. Other than over India, both RCP8.5 and 

RCP4.5 show lower surface ozone for +1.5 and +2 °C climates than present day, 

showing that positive outcomes of policy will not be completely reversed if climate 

change targets for +2 °C climate are met. This mirrors results in European summer 

(Watson et al., 2016). 

Climate change will also impact air quality extremes as well as annual-mean ozone. I 

found a strong correlation (correlation coefficient above 0.8) between monthly-mean 

ERA-Interim daily maximum temperature and TOAR MDA ozone for a large area of 

mainland Europe in July and Eastern USA in August. Many areas with a larger increase 

in daily maximum temperature with ∆GMST (e.g., Southern Africa) did not have 

enough TOAR data to explore the relationship between ozone and temperature. The 

positive correlation over most of the USA and the estimated decrease in PAN lifetime 

would imply an increase in summertime surface ozone over Eastern USA. Though, Wu 

et al. (2008) found little change between a 2000 climate to a 2050 climate, keeping 

emissions constant over Eastern USA and Schnell et al. (2016) found an increase in the 

multi-model mean, though there was disagreement in the change in direction between 

models. 

One limitation to the analysis using ACCMIP data was that most ACCMIP models only 

used a short amount of time to run their simulations to calculate the 2030 and 2100 

climatology so the model ozone could depend more on climate variability than 

anthropogenic climate change (Barnes et al., 2016). Also, GFDL-AM3 and HadGem2 

only had output for Em2000Cl2030 and Em2000Cl2100 respectively. 
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An issue with estimating isoprene and monoterpene emissions using CMIP5 data, was 

that future emissions were estimated by scaling present-day emissions, which ignores 

the impacts of climate change on land cover. Temperature change and the increase in 

the frequency in extreme events may cause shifts in vegetation cover, for example the 

drying of the Amazonian climate, which will impact biogenic emissions. Sanderson et 

al. (2003) found that disregarding land cover changes could lead to overestimating 

global emissions in 2090 by around 39 Tg yr-1 (~ 5% more). This may also mean that I 

am estimating the largest increases/decreases in the wrong regions.  

There is a need for model experiments that consider atmospheric chemistry as a function 

of ∆GMST. It is not possible to assess the impacts of climate change separately to 

precursor emissions using CMIP5 experimental output. The half a degree additional 

warming, prognosis and projected impacts (HAPPI) experiment has proposed a 

framework for assessing regional and extreme weather changes and their impacts 

(Mitchell et al., 2017). There is an experiment as part of the Chemistry Climate Model 

Initiative (CCMI) similar to the ACCMIP climate sensitivity experiments used in this 

chapter (unlike ACCMIP, the output is a continuous time series), where future 

greenhouse gas emissions, therefore climate, is based on RCP6.0 emission scenario and 

emissions of ozone and aerosol precursors set to 1960 emissions (V Eyring et al., 2013; 

Morgenstern et al., 2017). In future work, CCMI output could be used to assess climate 

impacts on tropospheric ozone at various ∆GMST, but only five models run this 

particular simulation (Morgenstern et al., 2017). In addition, this only offers one path 

towards the +1.5 or +2 °C targets (RCP6.0) so it is not possible to compare differences 

between emission scenarios. 
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2.7 Conclusion 

This study does not quantify results for decision-makers directly, but it is impetus for 

further study. 

The difference in surface ozone between the RCP8.5 and RCP4.5 scenarios imply that 

reductions in anthropogenic precursor emissions can reduce the impact of climate 

change on surface ozone. There is also a strong relationship between high daily 

maximum temperatures and MDA8 ozone in Europe. Therefore, in the next chapter, I 

will explore the impact of historical air quality policy on pollution during a heatwave, 

as well as explore the potential of future emission reductions. 
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3 Avoided and potential air pollution levels and 

health impacts: The 2003 European heatwave 

as an exemplar extreme event 

In this chapter, I look at air pollution, including surface ozone, during a specific period 

of high temperatures and dry conditions in more detail: the European heatwave in 2003. 

In absence of anthropogenic forcing, the extreme temperatures experienced during this 

heatwave would occur once every 100 years. When global mean surface temperature 

(GMST) is 1.5°C above pre-industrial levels (+1.5 °C world)  the likelihood of a similar 

event in a given year would be about 59%, and in a +2 °C world the likelihood would 

be about 42%  (Andrew D King and Karoly, 2017). 

Air quality policy plays an important role in future air pollution in a warmer climate. 

For example, emission controls are expected to have a much greater effect on European 

air quality than +2 °C climate change (Lacressonnière et al., 2017; Watson et al., 2016). 

3.1 Introduction 

The 2003 European heatwave was period of record-breaking temperatures caused by a 

high pressure system over Western Europe. Over 70,000 people died prematurely in 

Europe during the summer heatwave of 2003 (Robine et al., 2008), driven by both 

extreme temperatures and the elevated air pollution levels associated with the stagnant 

atmospheric conditions (Dear et al., 2005; Filleul et al., 2006; Fischer et al., 2004). In 
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England and Wales, an estimated 21-38% of the total excess deaths in the first two 

weeks of August were associated with elevated levels of near-surface ozone and PM10 

(particulate matter < 10µg diameter). By the end of this century, heatwaves over Europe 

are expected to increase in intensity and duration under a business-as-usual scenario 

(Meehl and Tebaldi, 2004), and the frequency of stagnation events are expected to 

increase over Mediterranean Europe (Horton et al., 2014). The abnormally high value 

of the summer Northern Annular Mode (NAM) index also played a part in the weather 

conditions during the 2003 heatwave and has shown a significant increasing trend from 

1958 to 2002 (Ogi et al., 2005). 

Studies have linked the meteorological conditions during the European heatwave in 

2003 to elevated levels of surface ozone, a secondary pollutant produced by 

photochemical reactions involving nitrogen oxides (NO and NO2, together known as 

NOx), carbon monoxide and volatile organic compounds (VOCs). Ozone has a negative 

health effect on humans and plants (Francis et al., 2011; Landrigan et al., 2018; Monks 

et al., 2015; Solberg et al., 2008; World Health Organization, 2013). Solberg et al., 

(2008) found that the feedback between increased temperature and photochemical 

formation was a significant contributor to ozone in August 2003: a 10 °C increase in 

temperature led to a 5% increase in peak ozone. The 2003 heatwave had clear skies 

associated with the stagnant high-pressure system (Francis et al., 2011), affecting ozone 

formation. The higher temperatures drove higher emissions of the reactive biogenic 

VOC isoprene (Lee et al., 2006), an ozone precursor. Drought conditions during the 

heatwave will have caused plants to close their stomata to reduce water loss, reducing 

the dry deposition ozone sink (Vieno et al., 2010). 
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Stagnant air conditions also bring low wind speeds and lack of precipitation, meaning 

that pollutants build up as they are not dispersed or washed away (Jacob and Winner, 

2009). Particulate matter (PM) describes a range of pollutants that are also of concern 

for human health (Cohen et al., 2017; Davidson et al., 2005). PM is described as primary 

(directly emitted) or secondary (arising from the chemistry of gas phase precursors) and 

is derived from biogenic and anthropogenic sources. PM is typically classified 

according to size for regulatory purposes: PM2.5 and PM10, where the number denotes 

the upper limit of the particles’ aerodynamic diameter in µm, and ultra-fine particles, 

which have a diameter less than or equal to 100 nm. Due to the diversity of PM sources, 

formation, and components, there is typically a weaker relationship between 

meteorological components and PM concentrations than ozone concentrations (Wise, 

2009). Concentrations of PM were elevated during the 2003 heatwave due to the 

accumulation of particles, chemical formation of secondary organic aerosols, and 

wildfire emissions (Hodzic et al., 2007). 

Such extreme events present a challenge for policy efforts to limit poor air quality, and 

if pollutant emissions do not change then increases in the frequency and duration of 

these events could result in more days where air pollution exceeds health limits (the so-

called “climate penalty” (Jacob and Winner, 2009)). In this chapter, I propose that 

historical extreme events provide an excellent test for the effectiveness of air quality 

policies on the air pollution levels they seek to control. Such events are both a putative 

“worst case scenario” (the 2003 heatwave was one of the strongest in Europe since 1950 

(Russo et al., 2010)) as well as being grounded in lived experience (Hazeleger et al., 

2015), unlike using a range of climate model projections.  
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This sort of approach has been recently used to evaluate and test flood risk management 

in the UK, using the extreme rainfall from Storm Desmond in December 2015 (Hankin 

et al., 2017). Vautard et al. (2005) looked at what impact theoretical emergency 

emission scenarios and planned 2010 emission reductions would have had on surface 

ozone during the 2003 heatwave. For this study, I used a set of chemistry climate model 

(CCM) simulations to explore the European air quality levels in the meteorological 

background of the 2003 European heatwave. I estimated the beneficial impact of air 

quality policy introduced between 1970 and 2003 by simulating a “world avoided” 

(pollution without air policy) as well as a base case scenario using 2003 emissions. I 

also considered two alternative future pollution emission scenarios (using RCP2.6 and 

RCP8.5 pollutant emissions). 

Increases in population, urbanisation and economic activity have driven increases in 

pollutant concentrations over Europe since the industrial revolution. However, the 

increases have been mitigated by various policies and changes in the emission factor, 

which is the average emission rate associated with a given source, relative to units of 

activity (e.g., there are more cars, but less NOx emissions per car (Vestreng et al., 

2009)). The UK’s 1956 Clean Air Act was enacted in response to the “Great Smog of 

London” in December 1952, which lasted four days and was estimated to have caused 

4,000 excess deaths (Jacobson, 2002). Subsequent major policy initiatives were at the 

international scale, including the first European air quality directive in 1970 (Crippa et 

al., 2016; Jacobson, 2002) and the 1979 United Nations Convention on Long-Range 

Transboundary Air Pollution (United Nations Economic Comission for Europe, 1979), 

covering sulphur dioxide, NOx, CO and soot (black carbon). Without these and 

subsequent policies in place, it could be expected that the air pollution during the 2003 

heatwave would have been much worse. Indeed, the fact that ozone levels did not reach 
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extreme values everywhere has been linked to emission decreases through modelling 

experiments (Vautard et al., 2007, 2005), and that the pollution levels would have been 

further mitigated if 2010 European legislation had been in place at the time.  

Previous studies have explored the long-term consequences of an absence of political 

action or technological advances on air quality (Archibald et al., 2017; Crippa et al., 

2016; Daskalakis et al., 2016; Turnock et al., 2016). Emissions are usually estimated by 

taking emissions from before policy changes and technological advances and scaling 

them by human population or activity data (data on the magnitude of a human activity 

resulting in emissions - e.g., fuel consumption - during a particular time period), These 

emissions scenarios are sometimes referred to as “world avoided” scenarios. These 

studies have focussed on long-term impacts of a world avoided scenario, rather than 

extreme events. Turnock et al. (2016) used 2010 activity data and 1970 emission factors 

to simulate 2010 European air quality without technological advancements and found 

that around 80,000 premature deaths were prevented by air quality mitigation measures. 

Daskalakis et al. (2016) found that the benefit of air quality legislation was clearer when 

taking the poulation increase into account, rather than just comparing total 1980 and 

2010 emission scenarios. Archibald et al. (2017) found that around 519,000 premature 

mortalities were avoided in 2010 over Europe and USA due to reduced levels of 

sulphate, ozone, and nitrogen dioxide since 1970 due to technological advances and 

legislation.  Heatwaves are associated with higher levels of air pollutants, so the air 

quality benefit of these policies should be explored for such extreme events. Moreover, 

as heatwaves and stagnation events are expected to increase in the future with continued 

climate change (Beniston, 2004; Christidis et al., 2015), air quality episodes like those 

in 2003 may also increase. Episodes such as these therefore provide important 
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benchmarks to test the effectiveness and robustness of planned or potential air quality 

policies.  

In this study, I used the exemplar event of the 2003 heatwave to investigate the air 

quality for a world avoided scenario as well as future emission scenarios. For the world 

avoided, I assume that 1970 represents the time before the majority of present-day air 

quality legislation was introduced, and therefore used estimates of 1970 emissions as 

the base. To arrive at estimates of 2003 emissions, I scaled up the 1970 emissions with 

2003 population, as previous “world avoided” studies (Archibald et al., 2017; 

Daskalakis et al., 2016), as well as scaling them up with both population and GDP 

simultaneously, based on the Kaya Identity (Kaya, 1990). For future emission scenarios, 

I assess the robustness of air pollutant emission reductions using unscaled 2030 

emissions and the 2003 heatwave meteorological conditions. Future air quality pollutant 

emissions are taken from the Representative Concentration Pathways (RCPs), using the 

aggressive mitigation (RCP2.6 (van Vuuren et al., 2011)) and the “business-as-usual” 

(RCP8.5 (Riahi et al., 2011)) scenarios. While RCP8.5 scenario is a high greenhouse 

gas emission scenario, it includes mitigation of air quality pollutant emissions 

(Lamarque et al., 2011). Both RCP2.6 and RCP8.5 have reduced emissions of air quality 

pollutants compared to the present-day for Europe, though reduced to different levels 

and with different spatial distributions. Therefore, I evaluate whether these scenarios 

are enough to avoid bad air quality during extreme events like the one in 2003 (but with 

a 2030 population and economy) and the difference between the two scenarios for 

extremes in Europe. The simulations were conducted with global chemistry-climate 

models (CCMs), which, while they have comparatively low spatial resolution when 

compared against regional models, have been demonstrated to capture large-scale air 
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quality extremes well (Schnell et al., 2014). Stock, Russo and Pyle (2014) found that 

average ozone production efficiency (net number of ozone molecules produced per 

number of molecules of NOx lost) in July over Europe was only ~1% higher using the 

coarse resolution (~150 km) model than the fine resolution (~40 km) model. 

Unfortunately, the model resolution means that ozone extremes in urban centres are not 

estimated, which will affect health impact estimations. 

3.2 Methods 

3.2.1 Models and emissions 

I used two different global CCMs to simulate pollution levels over Europe: The 

Geophysical Fluid Dynamics Laboratory atmospheric model 3 (GFDL-AM3) and the 

Community Atmosphere Model with Chemistry (CAMChem). Both models had 

meteorological conditions nudged with reanalyses in order to replicate 2003 conditions. 

Global-scale models were used due to availability of tools.  

GFDL-AM3 is a CCM with a horizontal resolution of 1° x 1° (~ 111 km x 71 km at 

50°N) and 48 vertical levels, extending to 0.01 hPa (Donner et al., 2011; Naik et al., 

2013). The model was run from 2001 to 2004 and nudged to reanalysis winds from 

NCEP (Kalnay et al., 1996). This version of the GFDL-AM3 has been modified from 

the one used for the Atmospheric Chemistry Model Intercomparison Project (ACCMIP) 

(Lamarque et al., 2013) to include interactive isoprene emissions and the FAST-J 

scheme for calculation of photolysis rates (Wild et al., 2000). Reaction rates follow 

those recommended by Sander et al. (2006) and the formation of sulphate aerosol via 

oxidation of sulphur dioxide and dimethyl sulphide is fully coupled with gas-phase 
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chemistry. Interannual variability in ozone deposition velocity is not considered, which 

could underestimate the reduction in ozone deposition due to drought stress.  

CAMChem (Tilmes et al., 2016) is a configuration of the Community Earth System 

Model (CESM1) (Kay et al., 2015), and has a horizontal resolution of 1.9° latitude x 

2.5° longitude (~ 208 km x 178 km at 50°N) and 56 vertical levels, extending to 3 hPa. 

The model was run from January 2003, performing the simulations using specified 

dynamics and nudging to analysed air temperatures, winds, surface  fluxes and surface 

pressure from the Modern-Era Retrospective Analysis for Research and Applications 

(MERRA) reanalysis product (http://gmao.gsfc.nasa.gov/merra/) (Rienecker et al., 

2011). Many chemistry-specific parameterizations in the model are based on those in 

MOZART-4 (Emmons et al., 2009). This model has the advantage of being coupled to 

a land surface model, so it can simulate the impact of heatwaves on stomatal 

conductance and, therefore, ozone deposition. 

For both CCMs, present-day surface anthropogenic emissions were provided by 

MACCity (http://ether.ipsl.jussieu.fr/eccad) (Granier et al., 2011) and future emissions 

were from RCP2.6 (van Vuuren et al., 2011) and RCP8.5 (Riahi et al., 2011). All 

biogenic, biomass burning, and aircraft emissions remain at 2003 levels, with methane 

concentrations held fixed at 2003 levels (1755 ppb) to avoid long model spin up times; 

these were also from the MACCity dataset. Although, ozone formation is strongly 

affected by biomass emissions, we are focussing on changes in air quality policy rather 

than land use changes, so they stay constant. In addition, anthropogenic emissions were 

only changed from the base 2003 levels for Europe (35-81°N, 26°W-40°E) and North 

America (15°N–55°N, 60–125°W), and between them over the North Atlantic (35°-

60°N, 26-60°W) with 2003 emissions outside these regions for every simulation. This 
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is because of the focus on impacts during a European heatwave and North American 

emissions have a strong influence on European surface ozone levels using chemical 

transport models (Fiore et al., 2009). 

Table 3.1: Matrix of experiments carried out, showing which emissions scenario was 
used and if it was scaled by 2003 population and GDP 

Experiment Base emissions Population GDP 

Control 2003 2003 2003 

1970 1970 1970 1970 

Em70Pop03 1970 2003 1970 

Em70GDP03 1970 2003 2003 

RCP2.6 2030 (RCP2.6) 2030 (RCP2.6) 2030 (RCP2.6) 

RCP8.5 2030 (RCP8.5) 2030 (RCP8.5) 2030 (RCP8.5) 

 

There were six simulations in total (see Table 3.1), including a control run using 2003 

emissions and 2003 meteorology. There were three world avoided emission scenarios, 

which were based on 1970 emissions: 1) where the 1970 emissions were not scaled, 2) 

where emissions were scaled with population (i.e., 1970 emissions x 2003 population / 

1970 population; hereafter referred to as Em70Pop03), and 3) where the emissions were 

scaled with population and GDP (in constant 2010 US $; Em70GDP03). Population 

data for the scaling was provided on a 1° x 1° grid from the History Database of the 

Global Environment (HYDE) version 3.1 (Klein Goldewijk et al., 2011, 2010), and 

country-level GDP data were from the World Bank (The World Bank, 2014). To take 
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into account changes in shipping emissions, they were scaled by total goods unloaded 

annually at seaports (UNCTADstat, n.d.) for both world avoided scenarios. The 

emissions were interpolated onto the same grid as the population data, scaled and then 

interpolated to the appropriate model grid. The scaling for the Em70GDP03 scenario 

was based on the Kaya identity (Kaya, 1990): 

 E2003 = E1970 ×
P2003
P1970

×
G2003

G1970
, (3.1) 

Where E, P, and G are the gridded emissions, gridded population and country-level 

GDP respectively. Emissions in each grid square was scaled by the population in that 

grid square and the GDP of the relevant country by using country masks.  

Table 3.2: Newly Industrialised Countries’ CO2 emissions per capita and for 1970 
and 2003 using data from The World Bank (accessed 21-02-2019). The first column 
shows CO2 emissions per capita for 1970, the second shows estimated CO2 emissions 
per capita for 2003 by scaling 1970 emissions by GDP, and actual CO2 emissions per 
capita in 2003. 

Country 

1970 CO2 emissions 

(metric tonnes per 

capita) 

Scaled by 2003 GDP 

(estimated metric 

tonnes per capita) 

2003 CO2 emissions 

(metric tonnes per 

capita) 

Brazil 0.98 3.51 1.76 

China 0.94 13.31 3.52 

India 0.35 1.51 0.99 

South 

Africa 
6.56 13.54 8.49 
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To see if this method for estimating emissions was realistic, I assumed other 

anthropogenic emissions would scale similarly to CO2 emissions, so I scaled CO2 

emissions per capita and GDP data from newly industrialised countries to see if 

emissions scaled with GDP between 1970 and 2003. Table 3.2 shows that using 3.1 

likely resulted in an overestimation of what emissions would be like without policy in 

place. On the other hand, emissions per capita increased from 1970 to 2003 so assuming 

emissions would just simply scale with population would be optimistic. 

To evaluate the benefits of future emission scenarios, I used anthropogenic (including 

shipping) emission projections for RCP2.6 and RCP8.5 for the year 2030. These 

emissions were not scaled as the emission projections include societal, technological, 

and behavioural changes, meaning that the population and GDP were both at their 

projected 2030 levels, with the simulations being as if the 2003 heatwave was occurring 

with a future population, economy, and policy.  

Figure 3.1 compares the total global anthropogenic emissions for the six scenarios using 

CAMChem. Replacing 2003 emissions by 1970 emissions in the previously defined 

regions results in lower CO, NO, and NMVOC emissions, though SO2 emissions 

became slightly higher so reductions in SO2 emissions per capita since 1970 have 

mitigated increases in population since then. For scenarios Em70Pop03 and 

Em70GDP03 the total global emissions were higher for all species, with GDP making 

a larger contribution than population to the total emissions. Although, Em70GDP03 is 

a particularly pessimistic scenario and I would expect 2003 emissions in absence of 

policy changes would lie in between scenarios Em70Pop03 and Em70GDP03. Future 

anthropogenic pollutant emissions were reduced for both scenarios compared to the 

control scenario, and RCP2.6 and RCP8.5 gave similar results. Yet this similarity may 
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not have been the case if I changed emissions to 2030 emissions globally since RCP8.5 

assumes much more modest air quality controls in low income regions (Riahi et al., 

2011). 

 

Figure 3.1: Total global anthropogenic emissions for the CAMChem model for 2003 
(black); the three “world avoided” scenarios: 1970 emissions (white), 1970 emissions 
scaled by population (Em70Pop03; cyan), and 1970 emissions scaled by GDP and 
population (Em70Pop03; violet); and 2030 emission scenarios: “business-as-usual” 
RCP8.5 scenario (gold hatched) and aggressive mitigation RCP2.6 scenario (gold 
cross hatched). Emissions outside of Europe, North America, and the North Atlantic 
Ocean remain at 2003 levels for all experiments. 

 

3.2.2 Estimating excess mortality risk 

To give some health context to the simulations, the results were analysed using 

estimates of the short-term impacts of elevated ozone and PM2.5 on human mortality. 

Estimates of the daily premature mortality E related to ozone or PM2.5 for each grid cell 

were calculated following Ostro et al. (2004) 

 Ε = y0 × AF × P, (3.2) 



Health and pollution impacts in avoided and future worlds according to Earth system models 

82  Nicola Wareing - July 2021 

where y0 is the baseline mortality rate at country level, from the World Bank (The World 

Bank Group, n.d.); P is the gridded population, using the same data as employed for the 

scaling; and AF is the fraction of deaths attributable to the pollutant concentration, given 

by (RR – 1) / RR, and where RR is the relative risk for that particular grid square. As 

relationship between relative risk of mortality and ozone or PM2.5 is approximately 

linear (WHO, 2013a), RR is given by: 

 1 + β(x – x0), (3.3) 

where the β coefficient depends on pollutant and is the increase in excess mortality with 

pollutant concentration (see below), x is the concentration of the pollutant, and x0 is the 

threshold at which there was no ill effect to human health. For both pollutants, x0 is set 

equal to zero because there is little evidence for a minimum concentration that is healthy 

for humans for either pollutant (Bell et al., 2006; WHO, 2013a). However, I do not 

assess mortality-risk attributable to ozone concentrations below 20 µg/m3 (~10 ppb) as 

recommended by WHO (WHO, 2013a). For ozone, a β value of 0.0029 (95% 

confidence interval = 0.0014–0.0043) per 10 µg/m3 was used, and a β value of 0.0123 

(95% CI = 0.0045–0.0201) per 10 µg/m3 was used for PM2.5 (WHO, 2013a). The 95% 

confidence intervals were used in calculating the uncertainty of the mortality risk: the 

maximum mortality estimation was calculated using the maximum estimated value of 

ozone (the highest model value after bias correction) and the upper β value in the 

brackets and the lowest estimation for mortality was calculated using the lower value 

of ozone and β. It is unlikely that total excess deaths would equal the sum of PM2.5- and 

ozone-attributed premature deaths, so I report excess mortality risk separately for ozone 

and PM2.5 to avoid double-counting mortality. Excess mortality risk per 100,000 people 
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is calculated for each country and for Europe by dividing the total number of excess 

deaths by the total population and multiplying the result by 100,000. 

For the control and world avoided simulations, mortality risk due to these two 

components was determined using the 2003 population. For the baseline mortality rate, 

the average death rate for years 2000, 2001, 2002, 2004, and 2005 was used, using 

yearly data provided by the World Bank (The World Bank Group, n.d.) and divided by 

365 days. The results for an individual country’s mortality were normalised per capita, 

by dividing by the total population for that country (calculated by summing up grid cells 

included in the country mask). In addition to projecting mortality risk in several 

countries, I calculated total mortality (mortality risk × population) for 12 European 

countries (Belgium, Switzerland, Germany, Spain, France, Croatia, Italy, Luxemburg, 

Netherlands, Portugal, Slovenia, Great Britain) which all experienced a mortality crisis 

between 3 and 16 August in 2003 (Robine et al., 2008), and were large enough to fill a 

grid cell for at least one model. 

Mortality risk was also calculated for the 2030 RCP2.6 and RCP8.5 scenarios. Projected 

death rates for the European region in 2030 were from WHO estimates (WHO, 2013b) 

(9.58 per 1000 population) and the same value was used for both scenarios. Gridded 

population for 2020 (Center for International Earth Science Information Network - 

CIESIN - Columbia University, 2016) was used because there are no global gridded 

population data for 2030. To calculate the total mortality risk for the 12 European 

countries, I scaled the gridded 2020 population by country-level population projections 

for 2030 using the B2 and A2r scenarios (International Institute for Applied System 

Analysis (IIASA), 2009) for RCP2.6 and RCP8.5 respectively, implicitly assuming the 

same population distribution between 2020 and 2030. 
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3.3 Evaluating the models 

I compared the control scenario for both models to European Monitoring and Evaluation 

Programme (EMEP) observations of ozone and PM2.5 (Tørseth et al., 2012) to evaluate 

how well the models performed in terms of capturing the magnitude and variability of 

the pollutant levels during the 2003 heatwave.  Each grid cell from the model’s base 

2003 simulation was compared to the average values for all EMEP stations in that grid 

cell. Stations with a higher altitude than 3 km above sea level were not considered and 

the German station DE0008R was removed as it is close to a main road. In total, there 

are 130 EMEP sites suitable for the ozone evaluation, 21 sites for PM2.5 and 27 sites for 

NO2. The comparison is presented for the first two weeks of August, when the heatwave 

took place. 

Figure 3.2 presents scatter plots showing the relationship between simulated and 

observed maximum daily 8-hour mean (MDA8) ozone concentrations, daily mean 

PM2.5 and daily mean NO2, for all stations and averaged over the heatwave period. For 

ozone and NO2, the model results were converted from volume mixing ratio to µg/m3 

using the simulated surface temperature and pressure. For the two-week period 

CAMChem generally underestimates PM2.5 and GFDL-AM3 generally overestimates 

NO2.  Table 3.3 shows information about the correlation using all station measurements 

over the two-week period between simulated and observed MDA8 ozone, PM2.5 and 

NO2. The relationship between model results and observations is significant for all 

species according to the p-value, which is much lower than 0.01. For both models, the 

standard error is higher and the correlation coefficient lower for PM2.5 than ozone so 

the models generally do a better job of simulating ozone than PM2.5 during the 

heatwave, with models generally underestimating PM2.5. 
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Figure 3.2: Average model grid cell results versus average of all measurement sites’ 
observations in that grid cell during the first fortnight of August for (a) MDA8 ozone, 
(b) daily mean PM2.5, (c) daily mean NO2. The dashed black line shows where the 
data would be if the model results were equal to observations. The teal (purple) 
dashed line shows the linear regression relationship between the CAMChem (GFDL) 
model and the observations. The intercept and the slope of the lines are written in the 
bottom-right corner. Confidence interval (95th percentile) shown in lighter shade 
around the line of best fit. 
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Table 3.3: Information about the linear regression line of best fit between observation 
and model data for 1 – 14 August 2003. 

Model CAMChem GFDL-AM3 

Species O3 PM2.5 NO2 O3 PM2.5 NO2 

R value 0.75 0.57 0.66 0.69 0.23 0.60 

P value <0.01 <0.01 <0.01 <0.01 <0.01 <0.01 

Standard error 

(µg/m3) 

0.02 0.08 0.07 0.03 0.12 0.03 

 

Ozone is mainly underestimated in Switzerland by both models, in Spain and Germany 

by GFDL-AM3, and in Austria by CAMChem. Similarly, PM2.5 is underestimated in 

Spain and Germany by both models. Underestimation of primary particulates in coarse 

resolution models could be due to the dilution of peak concentrations. Although the 

regression between observations and GFDL-AM3 has a low correlation coefficient, I 

will still use the model because using country averages some values are closer to 

observations than CAMChem (e.g., Switzerland and Germany).  
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3.4 Results 

3.4.1 Air quality in a World Avoided 

Figure 3.3 and Figure 3.4 show model results for the average and maximum MDA8 

ozone concentrations respectively during the two-week period for the control scenario 

and the Em70Pop03 scenario. Both the maximum and average values of MDA8 ozone 

for the two week period were above WHO air quality guidelines (100 mg/m3; ~ 51 ppb) 

(World Health Organization, 2006) for large parts of Europe for both scenarios. 

CAMChem shows higher fortnight-average concentrations of ozone than GFDL-AM3 

for most of Western Europe. Ozone levels are higher for the Em70Pop03 scenario for 

most of France, with mean MDA8 ozone up to 8% higher. 

There is a notable decrease over the UK for both models, with average MDA8 ozone 

values over 10% and 20% less in some parts of the UK using CAMChem and GFDL-

AM3 respectively. This decrease is attributable to ozone titration, as the UK NOx/VOC 

ratio was higher for the control scenario than Em70Pop03, whereas the NOx/VOC ratio 

remained similar with changes in policy for other regions (see Figure B.1 in the 

Appendix). As discussed in Section 1.2, a high NOx/VOC ratio can lead to net 

destruction of ozone due to higher levels of loss of ozone via reaction with nitrogen 

oxide. Increases in ozone pollution have been attributed to reductions in emissions of 

NOx in previous studies (e.g., Heal et al. (2013), Sicard et al. (2013)). There were 

decreases in ozone for the Em70Pop03 elsewhere in Europe, (e.g., GFDL-AM3 showed 

maximum ozone concentrations about 3% lower in Spain), but changes were not as 

substantial over the UK. 
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Figure 3.3: The two-week average MDA8 ozone concentration for Em70Pop03 (top) 
and the control (middle) scenario, and the difference between the two scenarios 
(bottom). CAMChem results are on the left, GFDL-AM3 are on the right. Note that 
ozone mixing ratio units are in ppb, and that the European air quality standard for 
MDA8 ozone of 120 µg/m3 (European Commission, 2018) is ~61 ppb. 
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Figure 3.4: The two-week maximum MDA8 ozone concentration for Em70Pop03 
(top) and the control (middle) scenario, and the difference between the two scenarios 
(bottom). CAMChem results are on the left, GFDL-AM3 are on the right. 

 

Figure 3.5 shows the model results for the average daily mean PM2.5 for the heatwave 

period. The Em70Pop03 scenario shows PM2.5 levels more than 30 µg/m3 higher than 

the control scenario for some regions. Average PM2.5 during this period was below the 

WHO guideline of 25 µg/m3 (World Health Organization, 2006) for most of Europe for 

the control scenario. Average PM2.5 using Em70Pop03 was more than 50% more than 

the control scenario for most of Western Europe.  
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Figure 3.5: The two-week average PM2.5 concentration for Em70Pop03 (top) and the 
control (middle) scenario, and the difference between the two scenarios (bottom). 
CAMChem results are on the left, GFDL-AM3 are on the right. 

 

Figure 3.6 shows the model results for maximum daily mean PM2.5 over the two-week 

period. For large parts of Europe, PM2.5 stayed below WHO guidelines for the control 

scenario. Although, both models generally underestimated PM2.5 for this period so it is 

possible PM2.5 exceeded the guidelines in more regions in reality. Scenario Em70Pop03 

shows increases over 40 µg/m3 compared to the control scenario for large areas of 

Europe. GFDL-AM3 shows a larger difference between scenarios for the majority of 
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Western Europe. PM2.5 concentrations for Em70Pop03 are more than double that for 

the control scenario over most of Western Europe using both models. Although, there 

is less than 50% change over most of the Iberian Peninsula using CAMChem.   

 

Figure 3.6: The two-week maximum daily mean PM2.5 concentration for Em70Pop03 
(top) and the control (middle) scenario, and the difference between the two scenarios 
(bottom). CAMChem results are on the left, GFDL-AM3 are on the right. 

 

Hourly mean NO2 concentrations stayed below 60 ppb for the Em70Pop03 scenario in 

both models during the two-week period (not shown). This is below the EU guidelines 
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for hourly mean NO2 concentration (200 µg/m3, ~105 ppb), so I limit my discussion to 

ozone and PM2.5 pollution and their health effects. 

3.4.2 Air quality using future emission scenarios 

Figure 3.7 shows the average MDA8 ozone over the two-week period for the RCP2.6 

scenario and the change from the control scenario for both RCP scenarios for both 

models. Most of Western Europe still exceeds WHO guidelines using the 2030 RCP2.6 

emissions scenario. However, compared to the control simulation, there is up to an 8 

ppb reduction in average ozone (up to 12% lower ozone) for most of Europe using 

CAMChem and there is more than a 9 ppb (up to 18%) reduction according to GFDL-

AM3. There are similar decreases over Western Europe using RCP8.5, although small 

increases over parts of Eastern Europe and Russia using CAMChem, reflecting the 

higher NO and CO emissions in those regions under a business-as-usual scenario.  

Figure 3.8 shows the maximum MDA8 ozone concentration and the difference in peak 

concentrations between RCP scenarios and the control scenario. Maximum MDA8 

ozone is lower using both RCP scenarios for the majority of Europe, with some regions 

seeing a decrease of more than 16 ppb. In contrast to Figure 3.3 and Figure 3.4, the UK 

sees a reduction in ozone pollution with lower NOx emissions. 
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Figure 3.7: Top plot shows the two-week average MDA8 ozone using 2030 emissions 
from RCP2.6, the middle shows the difference between the RCP2.6 and the control 
scenario, and the bottom plot shows the difference between the RCP8.5 and the 
control scenario. 
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Figure 3.8: Top plot shows the two-week maximum MDA8 ozone using 2030 
emissions from RCP2.6, the middle shows the difference between the RCP2.6 and the 
control scenario, and the bottom plot shows the difference between the RCP8.5 and 
the control scenario. 

 

Figure 3.9 shows the average daily mean PM2.5 levels for the RCP2.6 scenario (top 

row), and the change from the control scenario for the RCP2.6 and RCP8.5 emission 

scenarios. The majority of Europe has average PM2.5 levels below 15 µg/m3 for both 

models for RCP2.6 and RCP8.5 emissions, though levels are between 15 and 20 µg/m3 

lower over Portugal using CAMChem for the future emission scenarios. For 

CAMChem, PM2.5 levels are reduced by up to 7 µg/m3 over most of the land in Europe 
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for both emission scenarios. For RCP2.6, there is a 10-40% decrease in PM2.5 for most 

of Europe and for RCP8.5 there is mainly between 10 and 50% reduction. Results for 

GFDL-AM3 are of similar magnitude: up to 7 µg/m3 and 20-40% (RCP2.6) and 25-

50% (RCP8.5) reductions in average PM2.5 for most of Western Europe. 

 

 

Figure 3.9: Top plot shows the two-week average daily mean PM2.5 using 2030 
emissions from RCP2.6, the middle shows the difference between the RCP2.6 and the 
control scenario, and the bottom plot shows the difference between the RCP8.5 and 
the control scenario. 
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Figure 3.10: Top plot shows the two-week maximum daily mean PM2.5 using 2030 
emissions from RCP2.6, the middle shows the difference between the RCP2.6 and the 
control scenario, and the bottom plot shows the difference between the RCP8.5 and the 
control scenario. 

 

Figure 3.10 shows the two-week maximum daily mean PM2.5 levels using the RCP2.6 

scenario emissions (top row), and the difference between RCP2.6 and RCP8.5 and the 

control scenario. Most of mainland Europe stayed below WHO guidelines for the two-

week period using both models for the RCP2.6 scenario. PM2.5 is lower for the RCP2.6 

and RCP8.5 emission scenarios for most of Europe. Both models show a less than 50% 

reduction for RCP2.6 for most of Europe. For RCP8.5, CAMChem shows more than 
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50% less PM2.5 over parts of the UK and Ireland, and GFDL-AM3 shows more than 

50% less PM2.5 over parts of the UK and Belgium. 

3.4.3 Health impacts 

Having considered the scenarios’ impacts on pollutant concentrations, we next turn to 

consider their implications for human health. Figure 3.11 shows the excess short-term 

mortality risk due to pollutants ozone and PM2.5 during the August heatwave for five 

European countries. Both model results were bias-corrected by applying the appropriate 

gradient shown in Figure 3.2, an average of these results was taken, and mortality was 

estimated using 3.2 and 3.3. The uncertainty bars in  consider model uncertainty, 

uncertainty for β coefficient, and the standard deviation for the gradient between the 

model and observations. Both Em70Pop03 and Em70GDP03 lead to an increase in 

ozone-related mortality in France and Germany, but lead to a decrease in the UK, 

Belgium, and the Netherlands. The excess mortality-risk due to ozone was very similar 

for the control and Em70Pop03 emission scenarios. The change in ozone-related 

mortality risk in the UK reflects the decrease in ozone over the UK for both models. 

The mortality risk attributed to PM2.5 for all five countries is approximately double 

using the Em70GDP03 scenario rather than the control scenario and excess mortality 

for Em70Pop03 is about halfway in-between. For the control scenario, the PM2.5-related 

mortality risk is less than 1 deaths per 100,000 people for the five countries, with higher 

mortality risk associated with ozone. For Em70Pop03 the mortality risk is between 1 

and 2 excess deaths per 100,000 people and for Em70GDP03 it is around 2 PM2.5-

related excess deaths per 100,000 people for each country. The mortality risk due to 

ozone and PM2.5 is similar for the Em70Pop03 scenario. 
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Figure 3.11: Risk of premature mortality in the UK, France, Belgium, the Netherlands, 
and Germany due to (a) ozone and (b) PM2.5 during 1-14 August for the three different 
scenarios using 2003 population: control (white), Em70Pop03 (teal), Em70GDP03 
(violet). Middle uncertainty bars take into account model, bias correction, and relative 
risk uncertainty. The red uncertainty bar on the left is the uncertainty due to the model 
and bias correction and the grey uncertainty bar on the right is the uncertainty due to 
the relative risk 95% confidence interval. 
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To assess the contribution of model uncertainty and mortality risk uncertainty, I 

calculated mortality risk with constant model PM2.5/ozone and varying RR uncertainty 

(grey uncertainty bar) as well as varying model ozone/PM2.5 uncertainty and constant 

RR (red uncertainty bar), shown in Figure 3.11. For all scenarios and both pollutants, 

the magnitude of the grey bar is larger than the magnitude of the red bar on the left and 

is a similar magnitude to the middle bar which uses both uncertainties. Therefore, the 

uncertainty for RR contributes more to the overall uncertainty than the difference 

between the two models and the standard deviation from the line of best fit between 

models and observations. 

By only taking into account uncertainty due to model choice, but ignoring uncertainty 

due to RR, ozone-related risk of excess deaths would have significantly decreased in 

the UK, Belgium, and Germany using 2030 anthropogenic precursor emissions. 

Whereas, pre-2003 air quality policy had already significantly reduced the risk of PM2.5-

related deaths in all five countries shown in Figure 3.11. Likewise, 2030 emissions 

would have reduced the risk further, even with a higher 2030 population. 

Table 3.4 shows excess-mortality risk for each scenario and pollutant. Mortality for the 

1970 scenario was calculated using a 1970 population and death rate, RCP scenario 

mortality was calculated using 2030 population and death rate projections, and other 

scenarios used a 2003 population. Total excess mortality risk attributed to ozone 

pollution for 12 European countries affected by the heatwave using the control scenario 

was 4793 (2283–7205) deaths, where the range in brackets was calculated using higher 

and lower values for standard deviation for gradient line between model and 

observations, model results, and coefficient β. PM2.5-related mortality risk was lower 

than ozone-related mortality risk for this scenario at 2793 (975 – 4762) deaths.  



Health and pollution impacts in avoided and future worlds according to Earth system models 

100  Nicola Wareing - July 2021 

The mortality risk attributed to ozone was 4752 (2235–7221) deaths and 5205 (2411–

8019) deaths for Em70Pop03 and Em70GDP03 respectively. So, according to the 

Em70Pop03 scenario, policy and technology changes may not have had a significant 

impact on the ozone-attributed deaths during the two-week period. PM2.5-attributed 

mortality risk increased to 4713 (1599 – 8186) deaths using Em70Pop03, which is about 

69% more than the control scenario. The mortality risk attributed to PM2.5 using the 

Em70GDP03 scenario was more than double that of the control scenario at 6596 (2248 

– 11380) deaths. 

Table 3.4: Excess-mortality risk due to ozone and PM2.5 for 12 countries in Europe 
affected by the heatwave in 2003 for different emission scenarios and population 

Experiment Ozone PM2.5 

Control 4793 (2283 – 2705) 2793 (975 – 4762) 

1970 4597 (2160 – 6993) 4682 (1613 - 8039) 

Em70Pop03 4752 (2235 – 7221) 4713 (1599 – 8186) 

Em70GDP03 5205 (2411 – 8019) 6596 (2248 – 11,380) 

RCP2.6 4576 (2186 – 6856) 2414 (861- 4039) 

RCP8.5 4408 (2105 – 6606) 2346 (285 – 3983) 

 

Figure 3.11 and Table 3.4 also show the excess short-term mortality risk for future 

scenarios RCP2.6 and RCP8.5 in the year 2030. Both scenarios have similar emission 

reductions over Europe compared to the control and they would reveal similar mortality 

risk rates to each other for both pollutants in the five countries, with RCP8.5 showing 
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slightly lower emissions and mortality risk for most European countries. For these 

scenarios, pollutant-attributed mortality risks are dependent on changes in population 

and baseline mortality rate as well as changes in emissions. Ozone-related mortality risk 

total is 4576 (2186 – 6856) deaths for RCP2.6 and 4408 (2105 – 6606) deaths for RCP8.5. 

PM2.5-related mortality risk is about half that of ozone, at 2414 (861–4039) deaths for 

RCP2.6 and 2346 (825–3983) deaths for RCP8.5. The estimated number of deaths are 

only slightly lower than that of the control scenario because of further emission 

reductions and increases in population in 2030. 

To test whether or not emission reductions made a significant difference to human 

mortality due to air pollution during the heatwave, I used a simple statistical test: 

 
𝑧𝑧 =

𝑎𝑎 − 𝑏𝑏
√𝑎𝑎 + 𝑏𝑏

 
(3.4) 

used by Pocock (2006), where a and b are the number of excess deaths for two different 

emission scenarios. I compared each scenario to the control scenario and the results and 

shown in Table 3.5. Values of z above 1.96 and 3.89 correspond to p-values below 0.05 

and 0.0001 respectively so anthropogenic emission reductions did make a significant 

difference to PM2.5 levels during the heatwave and further reductions (illustrated by 

RCP8.5) could have made a significant contribution to ozone levels. 

 

Table 3.5: The results for testing statistical significance between the control scenario 
and other emission scenarios using 3.4. 

Test z (ozone) z (PM2.5) 

Em70Pop03 0.42 22.16 
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RCP2.6 2.24 5.25 

RCP8.5 4.01 6.24 

 

3.5 Discussion 

Previous studies have found a beneficial long-term impact of legislation and technology 

advances on air quality and human health (Archibald et al., 2017; Crippa et al., 2016; 

Daskalakis et al., 2016; Turnock et al., 2016). In this study, using similar methods to 

Archibald et al. (2017) and Daskalakis et al. (2016), I looked at the impact of air quality 

policy on MDA8 ozone and daily mean PM2.5 and their potential health impact during 

an extreme event: namely the 2003 heatwave in Europe. I found that legislation may 

have increased the number of ozone-attributed excess deaths by about 41, although there 

may have been 1920 (about 69%) more PM2.5-attibuted excess deaths without air quality 

legislation. Due to reductions in pollutant emissions, both RCP2.6 and RCP8.5 emission 

scenarios for the year 2030 had lower excess mortality risk for both ozone and PM2.5 

than the control scenario, despite there being higher population in 2030.  

In this study, I propose that scaling 1970 anthropogenic emissions by population would 

likely underestimate what emissions would be like without policy and technological 

advances. However, scaling by both GDP and population, gave a very pessimistic view 

and potentially overestimated them substantially more if they evolved in a similar way 

to CO2 emissions in newly industrialised countries can be used as a proxy. 

Consequently, I estimate world avoided emissions using similar methods to previous 
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work (Archibald et al., 2017; Daskalakis et al., 2016) – i.e. scaling emissions by 

population and ignoring changes in GDP. 

It is likely that emissions without policy and technological advances may lie somewhere 

between the two estimates. A more thorough exploration of a world avoided scenario 

may go back and construct an emission scenario following the implications of each 

policy or technological advancement. Another way of estimating changes in pollutant 

emissions would be to use the empirical relationships between urban air pollution and 

per capita GDP found by (Grossman and Krueger, 1995). They found that the median 

concentration of heavy particles mostly decreased with income, whereas sulphur 

dioxide concentration initially increased with income, then decreased, and eventually 

increased again. Concentration of smoke in cities increased with GDP per capita at first 

then decreased, this inverted U-shaped relationship was dubbed the ‘Environmental 

Kuznet’s Curve’ after the relationship between economic growth and income inequality 

(Kuznets, 1955). However, it may be that the downward slope in pollutant emissions is 

triggered by environmental policies anyway, as citizens are more concerned by non-

economic living conditions as their income rises. If this is the case, a “world avoided” 

scenario would not have a decrease in emissions because it does not involve policy 

changes by definition. 

Alternatively, as countries get richer, they stop producing pollution-intensive goods and 

instead import them from countries with less strict environmental laws. If this is the 

case, then developing countries may not see the same reduction in pollution as income 

rises. 

I acknowledge that the model resolution was too low to project pollutant concentrations 

and their impacts at the urban scale. Global models, which have low resolution, were 
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chosen due to the availability of tools. These models tend to overestimate the health 

impacts of ozone because of the uniformity of ozone concentrations and population 

density (Punger and West, 2013; Wild and Prather, 2006). In this chapter, the model 

with lower resolution generally underestimates (overestimates) ozone at higher (lower) 

concentrations, therefore potentially underestimating the benefits in regions with higher 

pollution (usually more urban areas). On the other hand, PM2.5-related mortality 

estimates are generally lower with ~100 km resolution than with fine resolution models 

(Kushta et al., 2018; Punger and West, 2013). Similarly, both models in this chapter 

have lower estimates for PM2.5 than the observations for the majority of grid cells. 

Therefore, it would be beneficial to repeat this study with high resolution models to 

capture some of the smaller scale details. This would mean that the benefits of emission 

reductions would not be under- or over-estimated. 

Similarly to previous studies (e.g., Archibald et al., 2017; Daskalakis et al., 2016), I 

note that the method for estimating world avoided emissions assumed that emissions 

are proportional to gridded population, which is not realistic for some sectors. For 

instance, increases in emissions from energy production would not typically be in the 

same location as where there was an increase in energy consumption.  

Future work aiming to quantify the benefits of air quality policies more robustly will 

need to explore different scaling methods for different sectors. There are numerous 

studies on the impact of policy or meteorology on air quality in Europe and the USA, 

but other regions experience air quality extremes and heatwaves. For instance, the 2007 

Asian heatwave impacted countries in East and South Asia. In India, where the 

Environmental Protection Act of 1986 was passed, around 70% of air pollution in India 

is due to vehicle emissions so sales in New Delhi are limited to curb further increases 
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in car sales and cars must comply with exhaust emission standards (Jacobson, 2002)). 

The 1987 Air pollution Control Law in China was emended in 2000 to aim to reduce 

sulphur dioxide emissions (Jacobson, 2002). In Japan, the Air Pollution Control Law 

was enacted in 1968 (Wakamatsu et al., 2013). MACCity (Granier et al., 2011) provided 

emissions estimates globally and by sector so 1970 transport emissions in India could 

be scaled by car ownership or 1970 all-sector emissions in South and East Asia could 

be scaled by population to emulate a world avoided. A CCM could simulate air pollution 

in Asia with 2007 summer meteorology using various emission scenarios: a base case 

scenario (2007 emissions), “world avoided” (using scaled 1980 transport emissions), 

and possible future scenarios (e.g., RCP8.5). The study would assess the impact of 

policy on air quality during the 2007 Asian heatwave.  

Though the mortality risk due to ozone pollution was not reduced overall in the control 

scenario compared to a world avoided, nearly 2000 PM2.5-related excess deaths may 

have been avoided and maximum PM2.5 levels were halved in many regions. For the 

majority of Europe PM2.5 levels remained below WHO guidelines during the two-week 

period, which could not be said of a world avoided. So, policy measures have had an 

overall positive effect on air quality during this extreme event. Further emission 

reductions could lead to further air quality gains, for both ozone and PM2.5, as shown 

by RCP emission scenario results, which may mean there are less deaths overall during 

an extreme event even if the population has increased. 

When making decisions, policy-makers need to consider risk, which depends on the 

likelihood and the impact of an event. Extreme events, like the heatwave in 2003, may 

have been “unlikely” in the early 2000s, but they are physically plausible and the 

impacts are high (Sutton, 2018). Moreover, similar summer temperatures are expected 
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to be commonplace in Europe by the 2040s, despite summers only expected to be that 

hot twice every century in the early 2000s (Christidis et al., 2015). Therefore, policy 

interventions, such as emission reductions, are justifiable when considering the 

likelihood of similar events.  

In terms of impact, the cost of implementing the policy is higher than the savings when 

only considering avoided mortality during the worst two weeks for mortality of the 

heatwave. Around 1900 deaths were avoided due to policy interventions, using a 

statistical value of life of $3.6 million (OECD, 2012), savings are $6840 million. The 

cost per year of implementing air quality policy in Europe is about $92,000 million 

(Amann et al., 2017). However, reductions in human mortality for that short period of 

time do not capture all the benefits of policy intervention. There were other health 

impacts due to air pollution during the heatwave, where a lack of policy would mean a 

more people missing work and school, which would have short- and long-term impacts. 

Furthermore, during the heatwave wheat and maize were the most damaged crops 

(García-Herrera et al., 2010) and changes in ozone and climate are projected to have a 

significant impact on future wheat production (Tai and Val Martin, 2017). 

3.6 Conclusion 

Previous legislation and technological advancements did not make a substantial 

difference to the total number of ozone-related deaths during the heatwave (and may 

even have increased them). However, there were about 40% more PM2.5-attributed 

deaths without reductions in air pollution. 

Further precursor emission reductions in RCP2.6 and RCP8.5 scenarios prevent ozone- 

and PM2.5-related deaths increasing with the increase in population if a similar heatwave 
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were to occur in 2030. Future mitigation efforts in RCP2.6 and RCP8.5 leading to 

reductions of VOC as well as NOx emissions would mean that ozone would also 

decrease in areas that had higher ozone in the control scenario than Em70Pop03 and 

Em70GDP03. 
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4 A spatially-varying definition of warm days: 

estimating impacts on populations for 1.5, 2, 

3, and 4 °C warmer worlds 

In the previous chapter, the impact of a particular heatwave on air quality was 

investigated. This included estimating the number of pollution-related deaths. Such 

health effect calculations are typically completed using the same dose-response 

relationship for each location. For air quality, this relationship will be biased to Europe 

and North America since most epidemiological studies on air quality and mortality are 

done in these regions. Therefore, extrapolating health impact calculations globally 

could be unrealistic, perhaps particularly for developing regions where resilience to 

impacts may be less. In this chapter, I explore the heath impacts of “warm days”, which 

I define as days where temperatures are above optimum for human health. To address 

the issue of spatially-varying optimal temperatures, I develop a spatially-varying 

definition of a warm day based on local temperatures, which could be used to improve 

risk projections in regions with no data on temperature-related mortality. This analysis 

is extended with a further framework that puts the health risk in the context of local 

vulnerability. 

4.1 Introduction 

Global mean surface temperature (GMST) has seen steady increases over the last 

several decades, and, in 2016, was almost +1.3 °C above the average GMST for 
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reference period 1880—1920 (Hansen et al., 2017). At the 2015 Conference of Parties 

in Paris (COP21), the United Nations Framework Convention on Climate change 

(UNFCCC) agreed to drive efforts towards limiting GMST to 1.5 °C above pre-

industrial temperatures (+1.5 °C) and to stay well below the 2 °C global warming target 

(UNFCCC, 2015). Even if this GMST target is met, the resultant climate change is still 

likely to have an impact on ecosystems, agriculture and health (Giannakopoulos et al., 

2009; Leemans and Eickhout, 2004; Lewis et al., 2017; Stern, 2007; Weber et al., 2018), 

and the impacts of a 1.5 °C and a 2 °C ∆GMST differ significantly (Byers et al., 2018; 

Hoegh-Guldberg et al., 2018; D. Li et al., 2018; Schleussner et al., 2016), so they need 

to be carefully considered and quantified to inform adaptation or mitigation strategies. 

These climate impacts and effects will not fall equally on different regions of the globe, 

due to the spatially-varying nature of both climate change (Joshi et al., 2011; Sutton et 

al., 2015) and adaptive capacity (Allison et al., 2009; Haddad, 2005). In this chapter I 

consider the importance of these regional differences for assessing impacts of different 

GMST targets. I illustrate this by considering the number of people exposed to 

temperatures that may have an adverse effect on human health, i.e. when the so-called 

optimum temperature (OT) is exceeded (Bao et al., 2016; Honda et al., 2007). To do 

this, I exploit a simple but clear statistical relationship apparent from Gasparrini et al. 

(2015), who have quantified the minimum mortality percentile (MMP) for different 

locations, giving us a spatially varying definition of what constitutes a “warm day”, 

where a warm day is a day where the mean temperature is above the optimal temperature 

for human health. The OT is defined as the temperature at which human mortality is 

lowest (above this temperature there is an increase in human mortality), this temperature 

corresponds to a percentile – the MMP. 
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Although there is no universal definition for a warm day or warm spell, they are 

generally characterized by a day or a number of consecutive days where temperatures 

are higher than usual, though not usually as intense as heatwaves. While heatwaves are 

usually defined by seasonally extreme temperatures during the summer period, the term 

warm spells may be employed during winter months (Sfîcă et al., 2017) or they may be 

defined by temperatures all year round rather than summer temperatures (Perkins et al., 

2012). An increase in duration, intensity and frequency of warm spells and heatwaves 

is just one consequence of projected anthropogenic climate change (IPCC, 2012; 

Perkins et al., 2012), leading to multiple impacts on human health and, in particular, 

with well-defined effects on mortality (Kalkstein and Greene, 1997; Knowlton et al., 

2007; McMichael et al., 2006). Other prominent impacts include damages to 

infrastructure (Kjellstrom et al., 2009; Robson et al., 2010; Rosenzweig et al., 2001; 

Thornbrugh, 2001) and ecosystems (Arnone et al., 2008; McKechnie and Wolf, 2010; 

Wernberg et al., 2012). Human exposure to higher temperature can result in premature 

death, which means that on particularly warm days there may be more deaths than the 

average expectations for those days (i.e., excess deaths). Quantifying these impacts is 

an important impetus for developing suitable adaptive strategies, such as the heat health 

watch warning systems. For instance, following 70,000 excess deaths from the 2003 

European heatwave (Robine et al., 2008), the French authorities implemented early 

warning forecast systems which were successful in reducing the deaths in the 

subsequent 2006 European heatwave (Fouillet et al., 2008; Pascal et al., 2006).  

Warm days have been defined by a fixed (e.g., 20 °C) or relative (90th percentile) 

threshold. Studies on warm spells or weather extremes based on absolute temperature 

thresholds are usually applied to specific locations because the consequences of 

different temperatures will vary regionally (Department of Health, 2015; Huynen et al., 
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2001; Robinson, 2001; Tan et al., 2007). Percentile-based thresholds are used both in 

regional (Beniston, 2004; Guo et al., 2017; D. Li et al., 2018; Meehl and Tebaldi, 2004; 

Murari et al., 2015) and global studies (Perkins et al., 2012; Schleussner et al., 2016). 

For example, Tomczyk, Piotrowski and Bednorz (2017) defined relatively warm days 

as a day where the maximum temperature exceeded the annual 95th percentile and a 

warm spell was defined as five consecutive relatively warm days. Additionally, 

heatwaves may be defined as the annual “worst” event (e.g., 3 consecutive days with 

the highest mean average temperature (Meehl and Tebaldi, 2004)) or an event with a 

particular return value, such as a 7-day heatwave with a 20 year return period (Clark et 

al., 2010). A different way to define warm day or an extreme event is to tie the definition 

directly to one of its impacts, such as increases in mortality from high temperatures and 

high humidity (Mora et al., 2017). 

One model for estimating heat-driven mortality is to define a population’s OT or 

‘comfort temperature’, which is the temperature at which mortality is lowest (or a 

temperature range for some locations, considering both low and high temperature-

related mortality) (Gosling et al., 2009; Honda et al., 2014; Lowe et al., 2015; 

McMichael et al., 2008). By definition, there is an increase in heat-related deaths above 

the OT, and for a given location, the extent of heat-related mortality and the OT are 

generally dependent on a the local climate (David M. Hondula et al., 2015; Iñiguez et 

al., 2010; Shi et al., 2015). The percentile of the temperature distribution corresponding 

to the OT is known as the minimum mortality percentile (MMP). I exploit the MMP in 

this chapter by using the MPP as the threshold that defines warm days. 

Given the projected climate change, the most recent IPCC report stated that it is 

“virtually certain” that most places will experience more hot and fewer cold extremes 
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this century (Collins et al., 2013), and previous studies have projected heat-related 

mortality (Ballester et al., 2011; Honda et al., 2014; Huang et al., 2011; Peng et al., 

2011) or human exposure to high temperatures (Z. Liu et al., 2017; Mora et al., 2017) 

for future time periods (e.g., 2071-2100). In this chapter, I consider changes in human 

exposure to warm days (by multiplying the number of warm days with human 

population) for changes in GMST (∆GMST; e.g., 1.5 °C above pre-industrial 

temperatures). Even a 1 °C rise in GMST will cause significant regional temperature 

increases in many countries (Mahlstein et al., 2011) because land masses warm faster 

than the oceans (Ying, 2012). ∆GMST, as opposed to future time/time period, has been 

used in multiple studies (Guo et al., 2017; Joshi et al., 2011; Schleussner et al., 2016), 

and provides a less path dependent and more precise metric for indicating differences 

in regional climate outcomes than radiative forcing (Tebaldi et al., 2015). Note also that 

developing countries (concentrated at low latitudes) are expected to experience more 

frequent temperature extremes earlier and at lower ∆GMST (Harrington et al., 2016; 

Mahlstein et al., 2011). Impacts in these regions will be particularly severe considering 

that low income as well as fast climate change outside current bounds is likely to have 

negative effect on their ability to adapt (Hayden et al., 2011). Additionally, while the 

relationship between regional mean temperature changes and ∆GMST is often linear 

(Sutton et al., 2015), this is not the case for the projection of extreme temperature events, 

the correlation is non-linear (Fischer and Knutti, 2015; Knutti et al., 2016). This 

highlights the need to use more sophisticated modelling approaches to project the 

frequency of particularly warm or hot days for different climate targets.  

The aims of this chapter are 1) to leverage existing studies to estimate the global 

distribution of MMP; 2) to quantify the occurrence of future warm days and warm spells 

for different ∆GMST targets, comparing a constant (81st) percentile definition (as per 
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Schleussner et al. (2016), Tomczyk, Piotrowski and Bednorz (2017) etc.) against my 

spatially varying definition; and 3) analyse regional exposure and susceptibility to warm 

days alongside a vulnerability framework (summarised in Figure 4.10(a)), . In Section 

4.2, I describe the climate model data and the methodology for assessing ∆GMST. In 

Section 4.3, I present the statistical model to estimate MMP as a function of location. I 

project the occurrence of warm days and warm spells as a function of ∆GMST, 

comparing two thresholds, in Section 4.4 and consider the implications of the results 

for potential human exposure and vulnerability to warm days in Section 4.5. I conclude 

with a discussion of the results in Section 4.6 and a conclusion in Section 4.7. 

4.2 Climate model data and calculating ∆GMST thresholds 

To calculate when models reached ∆GMST thresholds, monthly mean surface 

temperature output was taken from 29 different global climate models (listed in 

supplementary Table S1) that took part in phase 5 of the Coupled Model 

Intercomparison Project (CMIP5) (Taylor et al., 2012b), covering historical (1976-

2005; used as a proxy for present-day conditions because that is when CMIP5 historical 

simulations end) and projected future (2006-2100) changes. I use climate projections 

from the future emissions scenario with the highest rate of greenhouse gas emissions 

and warming: the Representative Concentration Pathway (RCP) 8.5 (Riahi et al., 2011). 

This scenario was chosen as its strong warming means that the climate models cross a 

range of different ∆GMST thresholds. Additionally, using only one scenario avoids any 

scenario-dependent climate changes that might occur from the different short-lived 

climate forcer emission trajectories (van Vuuren et al. 2011), which have been shown 

to affect regional climate change (Shindell and Faluvegi, 2009; Shindell et al., 2015). 
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Only one ensemble member (r1i1p1 if available) from each CMIP5 model was included 

to avoid overweighting my analysis to any particular model. Every model output was 

fitted to the same 2 x 2° (latitude/longitude) grid, which means that for most models I 

avoid potential numerical artefacts from increasing the resolution. However, this 

resolution does not capture certain important sub-grid scale characteristics, such as the 

urban heat island effect, which will bias the results.  

Rather than considering regional climate changes for a given time period, I represent 

the changes as a function of ∆GMST. The ∆GMST is expressed relative to the pre-

industrial period defined as 1850-1900 (e.g., +1.5 °C). However, I derived the ∆GMST 

levels using a similar method to Schleussner et al. (2016), who utilised a common 

reference period (1986-2005), which was 0.6 °C warmer than pre-industrial levels. For 

each model, working forward from 2006, I determined the first simulated 30-year time 

period during which the time-averaged ∆GMST is equal to or greater than the given 

∆GMST outcomes: +1.5, +2, +3 or +4°C, which translates to +0.9, +1.4, +2.4, or +3.4 

°C above the reference period. The use of 30-year periods is consistent with the World 

Meteorological Organization definition of the “climate normal” (WMO, 1989), but 

differs from the 5-year (Joshi et al., 2011) and 20-year (Schleussner et al., 2016) time-

slices used to calculate GMST thresholds in other studies. The projected periods where 

∆GMST is 1.5 °C range from 2006-2035 to 2027-2056, which reflects the different 

transient climate sensitivity in CMIP5 models (IPCC, 2013; Winton et al., 2013). I 

should note here that some models may reach the 1.5 °C threshold after 1976-2005 and 

before 2006-2035, which is where historical projections end and future projections 

begin. The highest ∆GMST representing a +1.5 climate is 1.71 °C (CanESM2). Dates 

for ∆GMSTs are shown in Supplementary Table S1. 
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4.3 Estimating a spatially-varying human minimum 

mortality percentile 

Previous epidemiological studies have found a range of values for OT for different 

regions around the world. The World Health Organisation (WHO) and Takahashi et al. 

(2007) respectively use the 84th and 85th MMP. Their choice in percentiles were based 

on results from (Honda et al., 2014), which used data from Japan, Europe, and the USA, 

and (Honda et al., 2007), which used data from Japan. However, Egondi et al. (2015) 

found that the MMP was closer to the 60th percentile for the urban poor population of 

Nairobi, Kenya, using daily maximum temperature and mortality data from 2003-2012. 

Guo et al. (2014) and Gasparrini et al. (2015) found the MMP ranged from the 66th to 

the 80th percentile and the 60th to the 92nd respectively for each country using daily 

mean temperature. They found that the average MMP globally using over 300 

communities were the 75th and 81st percentiles. I based the percentiles used in this 

study  on results found by Gasparrini et al. (2015), despite WHO using results from 

Honda et al. (2007), because their epidemiological study was much larger. 

Figure 4.1 shows how the (a) OT and (b) MMP relate to the local climate, defined by 

the multi-year mean temperature (time periods vary between locations). Local 

acclimatisation is an important factor when it comes to temperature related mortality, 

and OT values for a range of studies are generally higher in warmer locations (El-Zein 

et al., 2004; Gasparrini et al., 2015; McMichael et al., 2008) (as also demonstrated by 

Figure 4.1(a)). However, when comparing the MMP it is apparent that the average 

percentiles used by the previous studies mentioned above (75th and 81st) may 

overestimate the OT in some of the warmest locations ((b)). This could lead to an 

underestimation in health impacts and the need for adaptation in these areas, if 
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projections were based on constant percentiles. Both the spatially varying MMP and the 

81st percentile overestimate the MMP in most of Spain and some locations in the USA, 

Canada and Brazil, thus using the 81st percentile could potentially underestimate human 

health impacts. The 75th percentile underestimates the MMP for most locations so could 

overestimate the impacts. 

For this study, I fitted a cubic relationship between mean temperature and MMP, as 

indicated by Figure 4.1(b), and extrapolated it to produce a global map of MMP values 

based on local temperatures. I acknowledge that this is a simplification, and that many 

other epidemiological and local demographic and socioeconomic factors will ultimately 

determine the MMP/OT values for a given region (as I discuss in Section 4.4). 

Nevertheless,  Figure 4.1 clearly indicates strong regional variations in OT and MMP, 

and my aim is to explore the implications of beginning to account for this in future 

projections, rather than using a constant percentile.  

Following Figure 4.1(b), I modelled the relationship between MMP and daily mean 

temperature using a cubic relationship, using MMP data from Gasparrini et al. (2015) 

and average daily mean data (T�) from Guo et al. (2014) for each location. I use MMP 

and daily mean temperature provided by Gasparrini et al. (2015), rather than daily 

maximum temperature, because they used more locations than Honda et al. (2014), who 

only had data from East Asia, Western Europe, and the USA. The resulting statistical 

fit is as follows: 

 MMP = 88.0 - �1.3 × 10-3� T� 3, (4.1) 
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where average daily mean temperature is in °C. The root-mean-square deviation is 7.65 

°C and the r2 goodness-of-fit measure is 0.63. These values indicate a better fit than the 

alternatives shown in Table 4.1. 

 

Figure 4.1: (a) The optimal temperature versus the average daily mean temperature, 
where the colour indicates one of the six regional groupings by the World Health 
Organisation. Data from the region of the Americas is purple, European region is 
green, South-East Asia region is red, western Pacific is yellow-orange, and African 
region is grey. (b) The minimum mortality percentile (MMP) versus average daily 
mean temperature for each region, where the constant 81st percentile (the average 
MMP globally found by Gasparrini et al. (Gasparrini et al., 2015)) is shown in grey 
and the estimated MMP as functions of the average daily mean temperature are shown 
by the black curves. 

 

Figure 4.1 shows optimal temperatures and MMPs grouped by region. Some countries 

with a higher Human Development Index (HDI) tend to have higher MMP. For 
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example, MMPs in Japan range from the 80th to 93rd, which has a higher HDI than 

Spain, which has similar average temperatures and lower MMPs (64th – 81st). However, 

China, which has a lower HDI than Spain, has higher MMPs. This could be because 

data were collected for shorter and later time periods than Spain so there has been some 

more time for adaptation to higher temperatures before the data were taken. 

For example, most locations in Spain have an MMP between the 75th and 82nd and they 

follow the general downward trend (r2 = 0.51). Thailand does see a general decrease in 

MMP with mean temperature, but data are not highly correlated (r2 = 0.21), with the 

MMP ranging from 50th to 80th.  

 

Table 4.1: Coefficients and results for regression between average daily mean 
temperature and minimum mortality percentile. 

Model Intercept (c) Gradient (a) R2 RMSD 

aT + c 102.2 -1.4 0.55 8.41 

aT2 + c 91.7 -4.1 x 10-2 0.61 7.81 

aT3 + c 88.0 1.3 x 10-3 0.63 7.65 

aT4 + c 86.1 -4.6 x 10-5 0.62 7.73 

 

Figure 4.2 shows maps of OT using present-day (1979-2005) daily mean temperature 

data from the ERA-Interim reanalysis product (Dee et al., 2011). It compares OT 

calculated corresponding to the spatially-varying percentile calculated from equation 

4.1 (Figure 4.2(a)) against OT determined from a constant 81st percentile, based on the 
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average MMP from Gasparrini et al. (2015) (Figure 4.2(b)). As would be expected from 

Figure 4.1, compared to my spatially-varying MMP the 81st percentile estimates a 

higher (lower) OT in the tropics (mid-latitudes). Some regions where there are the 

biggest differences between the two estimations of OT do not have any data to validate 

the statistical model, particularly in Africa, the Middle East, Eastern Europe, and south 

Asia. I acknowledge that this means that my results should be interpreted with caution, 

but it does also highlight the need for more research in these regions, although, Fu et al. 

(2018) found that the average MMP for India was the 82nd percentile, which is higher 

than shown by the results in Figure 4.2 estimated using equation 4.1.  
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Figure 4.2: The spatially varying minimum mortality percentile (MMP; top). Optimal 
temperature (OT) calculated using my spatially varying percentile model and the 81st 
percentile using ERA-Interim daily mean temperature data (1979-2005). The spatially-
varying percentile OT minus the 81st percentile OT (bottom). Grid-squares containing 
zero population are white. 
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4.4 Projecting changes in warm days and warm spells as a 

function of ∆GMST 

I did not bias correct the 30-year mean ∆GMST from CMIP5 models’ because it was 

calculated relative to each models’ pre-industrial GMST. However, as I need to 

calculate when daily mean temperature was above a specific threshold, the daily mean 

CMIP5 data were bias corrected so that they would theoretically have a similar average 

and standard deviation in daily mean temperature to reality. I used the method 

recommended by Mahlstein et al. (2015) for index calculations, correcting the simulated 

365-day climatology against ERA-Interim reanalysis data (Dee et al., 2011), using the 

period from 1979-2005 (ignoring any leap days). Briefly, the daily climatologies for 

each grid point were smoothed using local polynomial regression fitting (LOESS) 

(Cleveland and Devlin, 1988; Mahlstein et al., 2015), and individual CMIP5 models 

corrected as function of day and location, depending on the offset between the simulated 

temperature and that from ERA-Interim. 

I used two different thresholds to define a warm day: one being a constant, the 81st 

percentile, the other, being a spatially varying percentile, calculated by applying the 

varying MMP model (described in Section 4.3) to each grid cell in each CMIP5 

simulation.  I found the corresponding OT from that percentile, and any day with a daily 

mean temperature above the OT was a warm day. A warm spell is defined by three or 

more consecutive warm days. As I am concerned with human impacts, I disregarded 

any grid-squares that contained zero population using gridded 2016 population count 

data from the History Database of the Global Environment (HYDE) (Klein Goldewijk 

et al., 2011, 2010) – i.e. they are masked white in Figures Figure 4.3-4.8.  
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Present-day results for the average number of warm days, and warm spell duration using 

ERA-Interim and CMIP5 data using both threshold definitions are shown in the 

appendix. I repeat this analysis for future 30-year periods for each global mean surface 

temperature target. The threshold used to define warm days during the future periods is 

the OT based on a present-day climate, meaning that I assume no future adaptation to 

climate change. Dotted areas indicate disagreement between models in Figures 4.3-4.8. 

I defined model disagreement as where less than 80% of models (24 models) agreed on 

change in direction from present-day.  

Figure 4.3 shows that the change in warm days per year is similar using both MMP 

threshold definitions, with the biggest increase seen in tropical regions. Most models 

agree that there is an increase in the number of warm days with increase in ∆GMST. 

Figure 4.4 shows the average number of warm days per year for the different ∆GMST 

levels using the two different MMP thresholds. Tropical regions generally have the 

highest number of warm days using either threshold, with some areas projecting over 

300 warm days per year in a +2 °C climate. Unsurprisingly, the spatially varying 

percentile projects more warm days than the constant percentile in tropical regions 

because the threshold for warmer regions is lower than 81st percentile (Figure 4.2). By 

a +4 °C climate, most of Africa experiences warm days for more than half the year. I 

note again that no African countries were included in the epidemiological results that 

informed the regression model (Gasparrini et al., 2015). There is some evidence that 

my model may be conservative in some African countries, for instance, using my model 

with ERA-Interim reanalysis, I found that the MMP around Nairobi was around the 

70th percentile, which is higher than the 60th percentile found by Egondi et al. (2015), 

meaning that my method may underestimate heat-related mortality around Kenya. 

Though Egondi et al. used daily maximum temperatures for the analysis. 
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Figure 4.3: Results for the average number of warm days per year for a present-day 
(1976-2005) climate, change between a 1.5 °C and present-day climate, change between 
2 °C and present-day climate, and difference between 2 °C and 1.5 °C climates, using 
a spatially varying percentile threshold (left) and the constant 81st percentile (right). 
White areas refer to grid-squares with no population (or negative change), and dots 
indicate grid cells where there is model disagreement (i.e. less than 80% of models agree 
with direction of change in sign). 
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Figure 4.4: Results for the average number of warm days per year for a ∆GMST of 1.5 
°C, 2 °C, 3 °C, and 4 °C using a spatially varying percentile threshold (left) and the 
constant 81st percentile (right). White areas refer to grid-squares with no population as 
in Figure 4.3, and dots indicate grid cells where there is model disagreement (i.e. less 
than 80% of models agree with direction of change in warm days). 

 

Figure 4.5 shows the largest increase in the average duration of warm spells in South-

East Asia, tropical Africa, and tropical South America (especially the northern Amazon 

Basin) with the spatially varying percentile showing larger increases in most of these 

regions. The average duration of a warm spell for present-day was below 10 days for 

most regions, although the average warm spell defined by the spatially varying MMP 

was up to 25 days long. In some parts of Central Africa less than 80% models agreed in 

the change in direction of warm spell duration with ∆GMST. In some parts of Australia, 
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there was disagreement about the change in direction between a present-day climate and 

a +1.5 °C climate as well as  between +1.5 °C and +2 °C. Figure 4.6 shows that the 

average duration of warm spells in a +1.5 °C is longest in northern South America and 

South-East Asia using the spatially varying MMP to define them, and they are longer 

using this threshold than using the 81st percentile.  

 

 

Figure 4.5: Results for the mean duration of a warm spell for a present-day (1976-2005) 
climate, change between a 1.5 °C and present-day climate, change between 2 °C and 
present-day climate, and difference between 2 °C and 1.5 °C climates, using a spatially 
varying percentile threshold (left) and the constant 81st percentile (right). White areas 
refer to grid-squares with no population (or negative change), and dots indicate grid 
cells where there is model disagreement (i.e. less than 80% of models agree with 
direction of change in sign). 
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Figure 4.6: Results for the mean duration of warm spells for a ∆GMST of 1.5 °C, 2 °C, 
3 °C, and 4 °C using a spatially varying percentile threshold (left) and the constant 81st 
percentile (right). White areas refer to grid-squares with no population as in Figure 4.3, 
and dots indicate grid cells where there is model disagreement (i.e. less than 80% of 
models agree with direction of change in warm days). 

 

Figure 4.7 shows that the maximum duration of a warm spell for present-day is longest 

in the tropics using the spatially varying percentile. The largest increase in the 

maximum duration with ∆GMST is in the tropics using both the spatially varying and 

the 81st percentile. For a +1.5 °C ∆GMST less than 80% models agree that there is an 

increase in the maximum duration of a warm spell at the mid-latitude regions.  

Figure 4.8 shows that the maximum duration of a warm spell is longest in the tropics 

using both threshold definitions. By +4 °C ∆GMST there is model agreement for most 
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regions, although there is some disagreement in parts of Australia using the spatially-

varying percentile. 

 

Figure 4.7: Results for the maximum duration of a warm spell for a present-day (1976-
2005) climate, change between a 1.5 °C and present-day climate, change between 2 °C 
and present-day climate, and difference between 2 °C and 1.5 °C climates, using a 
spatially varying percentile threshold (left) and the constant 81st percentile (right). 
White areas refer to grid-squares with no population (or negative change), and dots 
indicate grid cells where there is model disagreement (i.e. more than 80% of models 
disagree with direction of change in sign). 
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Figure 4.8: Results for the maximum duration of warm spells for a ∆GMST of 1.5 °C, 
2 °C, 3 °C, and 4 °C using a spatially varying percentile threshold (left) and the constant 
81st percentile (right). White areas refer to grid-squares with no population as in Figure 
4.3, and dots indicate grid cells where there is model disagreement (i.e. more than 80% 
of models disagree with direction of change in warm days). 

 

4.5 Regional exposure and vulnerability to warm days 

I compared the potential human exposure to non-optimal temperatures. Exposure to 

warm days was calculated by multiplying the number of people in each grid cell by the 

number of warm days per year. Note that exposure in this context does not necessarily 

mean people are physically being exposed to non-optimal temperatures. The fraction of 

people literally being exposed to non-optimal temperatures will vary geographically and 
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is perhaps one of the factors that affect the MMP (e.g., if more people work indoors and 

have access to air conditioning in that grid cell then the MMP will be higher). 

Exposure is used rather than quantifying human mortality because the increase in 

relative mortality risk as temperature rises will vary regionally (Gosling et al., 2009), 

and this chapter only considers the threshold at which mortality starts rising. I project 

exposure of a constant 2016 population (Klein Goldewijk et al., 2011, 2010) to future 

warm days, similar to the air stagnation exposure index used by Horton et al. (2014) 

(although they focus on future exposure to the population in the year 2000). I use the 

same population for each model and ∆GMST so I can explore differences in exposure 

between models and changes in GMST without population changes affecting the results. 

This means that policy makers can see the benefits of a lower ∆GMST without increases 

in population between climate temperature targets exaggerating the differences. 

Figure 4.9 shows the future human exposure (people-days) for four different regions, 

based on the regions used by WHO and the Global Burden of Disease studies (World 

Health Organization, 2014). “High income North America” (Figure 4.9(a)) shows more 

exposure using the constant 81st percentile than the spatially varying percentile and 

exposure using either definition is significantly lower than in South Asia (Figure 4.9(c)) 

for all ∆GMST levels, despite covering a greater surface area. Tropical Latin America 

(Figure 4.9(b)) shows more/less exposure than high income North America using the 

spatially varying/constant percentile. South Asia shows the highest total exposure for 

all the threshold definitions and ∆GMST targets; although it covers the lowest surface 

area, it does have more than 1 billion extra people than the other three regions. East 

Sub-Saharan Africa (Figure 4.9(d)) shows higher exposure and model divergence than 

the first two regions. Results for other regions are shown in the Appendix. 
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Figure 4.9: Total warm day exposure (warm days multiplied by population count) 
defined using the spatially varying percentile (purple) and the 81st percentile (orange) 
thresholds for (a) North America, high income, (b) Latin America, tropical, (c) Asia, 
south, (d) Sub-Saharan Africa, east. Boxes show the interquartile range of CMIP5 
models, whiskers show the most extreme data points within 25%-75% data range, and 
outliers are data points outside this range. There were only 16 models that reached the 
4 °C target. 

 

Higher projected exposure of a population to warm days in the future does not 

necessarily mean there will be higher impacts, which will depend on a region’s ability 

to alter future exposure to risks or recover from losses related to climate change (i.e. 

adaptive capacity) (Vincent, 2007). For example, an increase in temperatures may mean 
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more buildings have air conditioning installed, reducing the exposure to higher 

temperatures. Therefore, I introduced a vulnerability index, which accounts for a 

region’s exposure, sensitivity, and adaptive captivity to warm days. Since policy 

decisions are usually made at country-level, I assess how vulnerable countries are to the 

projected number of warm days, assuming a present-day adaptive capacity. The  

methods for calculating the exposure, sensitivity, and vulnerability indices were based 

on methods used by Allison et al. (2009), and are described below. I only calculate 

exposure and vulnerability for 148 countries, presenting those that are resolved on a 2° 

x 2° grid. 

To calculate the exposure index, I took the population-weighted average number of 

warm spells over each country and normalised them so that each country had an 

exposure index between 0 and 1. To normalise the data I used: 

 𝑧𝑧𝑖𝑖 =
𝑥𝑥𝑖𝑖 − min (𝑥𝑥)

max(𝑥𝑥) − min (𝑥𝑥)
 (4.2) 

where x refers to all the population-weighted average number of warm spells and zi is 

the ith country’s normalised data. 

While there are many factors that make a population more sensitive to higher 

temperatures than others, such as low education level (Huang et al., 2015; O’Neill et 

al., 2003), I used the old age dependency ratio. The old age dependency ratio is the 

number of people over 65 years as a percentage of the working-age population, and 

several studies have found that the elderly may be the most vulnerable to elevated 

ambient temperatures (Baccini et al., 2011; Basu and Ostro, 2008; Flynn et al., 2005; 

Gouveia et al., 2003). I used the projected value for 2025 (the mean year when models 

reach 1.5 °C) provided by The World Bank Group (The World Bank Group, 2017a). 
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These data were normalised using the same method as equation 4.2 so each country had 

a sensitivity index between 0 and 1. 

The adaptive capacity of a country refers to its ability to change the exposure to climate 

change risks. I estimated the adaptive capacity (AC) using 2015 values for health-

adjusted life expectancy (HALE) from The World Health Organisation (WHO, 2016) 

and total GDP for 2010 (I used 2007 values for Syrian Arab Republic) from The World 

Bank Group (The World Bank Group, 2017b). These values were normalised and 

averaged together to get an AC, which was then inverted by calculating (1 – AC). From 

this analysis the USA had the highest AC, therefore had the lowest score, and Sierra 

Leone had the highest index score because it had the lowest AC. 

Figure 4.10 shows that most of the least sensitive countries to warm days (as defined 

by the old age dependency ratio) were in Africa. However, many of these countries had 

the lowest ability to adapt (as defined by their HALE and GDP). Likewise, the countries 

with the highest sensitivity index were generally the ones with the most ability to adapt.  

Factors that determine the adaptive capacity and sensitivity of countries may explain 

the outliers in Figure 4.1 (i.e., cities further away from the MMP = T3 line). For 

example, many cities in China and Japan had an MMP above the estimated MMP and 

both countries have a high capacity to adapt. On the other hand, the MMP of many cities 

in Canada and Brazil are below the estimated MMP and they have a high capacity to 

adapt. Canada does have a high sensitivity index (age dependency ratio), so it could be 

that more focus on preventing heat-related mortality in the elderly population would 

lead to a higher MMP.  

The vulnerability index could be constructed using exposure, sensitivity, and AC in 

various different ways. Therefore, I calculate the exposure index using two different 
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methods: 1) an unweighted mean (W1) and 2) a weighted mean, where the AC index 

was worth half and the exposure and sensitivity indices were worth a quarter (W2) as 

shown in Figure 4.10(a). An unweighted mean is a more transparent approach, whereas 

AC having double the weighting is implicit in the IPCC Vulnerability Framework and 

adapted from a figure by (Johnson and Welch, 2009). Allison et al. (2009) found that 

the results using both methods were highly correlated (r = 0.96 for the two scenarios 

determining development and emissions). 

Similarly, vulnerability index correlation results between the two threshold definitions 

is high (W1 r = 0.84 and W2 r = 0.91). Correlation is lower for W1 because the exposure 

index has more weight than for W2 and the exposure index is the only index affected 

by the choice of threshold. Therefore, using a spatially varying MMP is less important 

if adaptive capacity is given a higher weighting as differences between countries is 

taken into account. 
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Figure 4.10: (a) Summary of how we quantified vulnerability, based on the IPCC 
Vulnerability Framework and adapted from a figure by (Johnson and Welch, 2009). 
Quintiles for each county’s (b) sensitivity index, which is defined by a normalised value 
of elderly population as a percentage of working population and (c) inverted adaptive 
capacity, defined by an average of normalised HALE and GDP values. Colours 
represent quintiles, where purple (teal) countries have the highest (lowest) sensitivity 
index or lowest (highest) ability to adapt. Countries with missing data are white. 
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Figure 4.11 shows several countries (e.g., Colombia, Democratic Republic of the 

Congo, Indonesia) had the highest exposure to warm days using both a spatially-varying 

and constant percentile threshold definition of a warm day. Likewise, some of the cooler 

countries like Canada had the least exposure to warm days using both threshold 

definitions. Pakistan and Iraq were in the lowest quintile for exposure using the 81st 

percentile and in the middle quintile using the spatially varying definition. Neither of 

these countries were included in the studies by Gasparrini et al. (2015) or Honda et al. 

(2014). 

 

Figure 4.11: The normalised exposure index (top row), defined by the population-
weighted mean number of warm days per year; the normalised vulnerability index using 
the mean of exposure, sensitivity, and AC indices (W1); and the normalised 
vulnerability index using the weighted mean. Colours represent quintiles, where purple 
is the highest exposure/vulnerability index and teal represents the lowest 
exposure/vulnerability. Countries that do not have enough data to calculate the 
vulnerability index are white.  
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Several countries (e.g., Democratic Republic of Congo and Indonesia) are in the highest 

quintile for vulnerability whichever weighting or threshold definition you use, as well 

as being in the highest quintile for exposure. Whereas the vulnerability index for 

countries like Japan depend on how much you weight their sensitivity (i.e., aging 

population ratio) when calculating how vulnerable they are. However, the correlation 

between the vulnerability indices using the two weighting factors was high (for the 

spatially varying percentile r = 0.92 and using the 81st percentile as the threshold r = 

0.89). 

4.6 Discussion 

Several studies have assessed future temperature-related mortality using constant 

percentiles from the daily mean or maximum temperature distribution (Honda et al., 

2014; Takahashi et al., 2007; Vardoulakis et al., 2014; World Health Organization, 

2014) or they have avoided projecting temperature-related mortality in data-sparse 

regions altogether (Gasparrini et al., 2017). In this study, I addressed both of these issues 

by estimating an MMP that varies regionally (between grid squares) based on a 

statistical relationship between the MMP and the average daily mean temperature. 

Overall, I find that using a constant percentile to project global exposure to, or mortality 

from, high temperatures could potentially underestimate health impacts in vulnerable 

regions, thus underestimating inequalities of climate impacts between countries. While 

some studies (Gasparrini et al., 2017; Hajat et al., 2014) use region specific MMPs and 

exposure-response functions based epidemiological studies, it means that there are large 

areas of the globe with no temperature-related mortality projections. Furthermore, many 

countries lacking data have warmer climates, which may mean that they have a lower 

MMP (Figure 4.1(b)): i.e., the mortality associated with higher temperatures starts at a 
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lower temperature than would be projected with a constant percentile. Additionally, in 

countries with sufficient mortality and temperature data, Gasparrini et al., (2017) found 

that tropical countries had the largest increases in temperature-related excess mortality 

with time under RCP8.5 scenario.  

I used a simple regression model to estimate the MMP for each populated grid-square 

across the globe. It is important to note that I cannot validate my findings for many 

regions due to the lack of epidemiological studies estimating the MMP, and this 

underscores the need for additional data in these regions where data is scarce 

(Campbell-Lendrum et al., 2007). Nevertheless, a simple relationship between average 

temperature and MMP is evident ((b)), and this study is primarily aimed to illustrate the 

effect of employing a spatially-varying impact thresholds when quantifying global-

scale changes and impacts. Furthermore, my estimates of MMP can be expanded and 

adapted to suit future studies. For instance, while I define the OT as the temperature at 

which human mortality increases, future work could estimate temperatures at which 

hospital admissions increase. However, more heat-related morbidity epidemiological 

studies outside the USA and Europe with consistent methodology will be required (Ye 

et al., 2011).  

In this study, I only look at changes in daily mean temperature, although there is no 

single measure of temperature that best predicts human mortality (Barnett et al., 2010). 

Therefore, future work could use similar regression model methods to estimate 

OT/MMP using other simple metrics, such as daily maximum temperature. Though, I 

chose to use daily mean temperature results from Gasparrini et al. (2015) because it was 

a large study that covered 13 different countries.  Likewise, future work could take other 

meteorological conditions, such as relative humidity, into account and use a metric like 
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‘apparent’ temperature (Steadman, 1984). Humidity affects latent heat loss via the 

evaporation of sweat (Hanna and Tait, 2015), which means that it could ‘feel’ warmer 

when the relative humidity is high, and could help determine whether a warm spell or 

heatwave is deadly or not (Mora et al., 2017). More advanced data modelling methods 

(e.g., Gaussian processes, or machine learning tools) may also provide new insight into 

the interrelationships of impacts and meteorological conditions. 

The spatially-varying MMP model applied a single value to each location and did not 

account for any differences in economic status, gender, or age distribution of the local 

population. Therefore, I did not consider future changes in socioeconomic inequality 

(Curriero et al., 2002; Naughton et al., 2002) or other factors that may affect the MMP.  

Likewise, I did not consider how actual exposure to high temperatures (e.g., higher 

population working outdoors on hot days) varies spatially. Different proportions of the 

population being outdoors or not having access to air conditioning or drinking water 

inside their homes may affect MMP and dose-response curves. Ingole et al. (2017) 

found that the relative risk for heat-related mortality above a particular temperature was 

higher for those working in farming or manufacturing occupations and those living in 

poor quality housing. Therefore, the proportion of people working outdoors or living in 

houses without air conditioning may affect the MMP and dose-response curve. Future 

studies could explore ways of calculating a geographically-varying dose-response curve 

that takes into account exposure of a population. However, the mortality data I used for 

this study only involves the general population for each area and it would be difficult to 

assess the number of people with outdoor occupations and poor quality housing that 

mean they are more often exposed to high temperatures. 
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Additionally, the resolution of the models used in the study meant that I could not 

account for the urban heat island effect, which may affect future exposure due to the 

global population living increasingly in urban areas, especially in developing countries 

(Heilig, 2012). 

I made the assumption that there has been no adaptation since the multi-country study 

by Gasparrini et al. (2015), meaning that I avoid modelling any future acclimatisation 

or adaptation. Although this is not realistic, and some studies have sought to estimate 

adaptation to temperature changes, there are significantly fewer studies on adaptation 

to high temperatures in low-income countries (Berrang-Ford et al., 2011; David M 

Hondula et al., 2015). In any case, adaptation to warmer temperatures involves complex 

socioeconomic changes, and projecting future policy and infrastructure is beyond the 

scope for this study. Therefore, in projecting impacts I assume a worst case scenario, 

where there is no acclimatisation or adaptation to warmer temperatures and to highlight 

the need for adaptation, especially in tropical countries, many of which have low 

capacity to adapt and high exposure to non-optimal temperatures. 

In future work, spatially varying MMPs, dose-exposure functions, and adaption 

functions could be estimated using some of the criteria used to calculate the 

vulnerability or sensitivity metrics in this study or by Allison et al. (2009). For instance, 

WHO (2013b) defined 0% adaptation as using an OT that is the MMP of a “present-

day” climate, 100% adaptation as using an OT that corresponds to the MMP using a 

future climate (e.g., +2 °C, 2071-2100), and 50% adaptation as halfway between the 

two OT values. There could be a spatially-varying or country-level adaptation 

estimation based on values a regression between changes in OT or MMP over a 
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particular amount of time and values like HALE and GDP/capita. There is some 

evidence for a shift in OT over a 23 year period in Japan (Honda et al., 2006)nsiv  

In terms of global mean surface temperature changes, I found that under high 

greenhouse gas emission scenario, RCP8.5, all models used reach a +3 °C climate, and 

21 out of 29 models reach +4 °C by the end of the century. There is an increase in the 

number of warm days and the duration of warm spells with ∆GMST for both threshold 

definitions, but warm days are more frequent and warm spells are generally longer in 

tropical countries using the spatially varying percentile. Exposure to detrimental 

temperatures will be highest in tropical regions, including many low- and middle-

income countries, where governments are currently less likely to be investing in pro-

active adaptations (Berrang-Ford et al., 2011). 

One of the United Nations’ Sustainable Development Goals (SDGs) is to reduce 

inequality within and among countries (UN, 2015). It is clear that some countries are 

more vulnerable to the impacts of climate change than others. The ideal Shared 

Socioeconomic Pathway (SSP) for low challenges to mitigation and adaptation is SSP1 

– “Sustainability – Taking the Green Road” (Riahi et al., 2017). Policy-makers in high 

and middle income countries need ensure other countries are not left behind, rather than 

just focussing on local issues. To achieve climate-resistant development technology, 

capacity, and resources need to be transferred between developed and least developed 

economies (Serôa da Motta, 2019). Some countries, like the USA, have a large spread 

in MMPs at similar mean temperatures, so there needs to be improvements in education 

and infrastructure in places that have similar climates but worse outcomes within 

countries too. 
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4.7 Conclusions 

Previous global studies on heat-related mortality assume that a constant percentile-

based threshold accounts for regionally-varying tolerances to warm days. I explored the 

implications of this assumption by comparing the human exposure to non-optimal 

temperatures using a varying and constant percentile-based threshold, and I found that 

the distribution of warm days and health impacts differ between threshold definitions. 

Although, there is a growing body of work that examines regional differences in 

sensitivity to temperature, there is less work on long-term adaptation to high 

temperatures in populations outside of Europe and the USA, which includes many 

countries with lower capacity to adapt to change. For example, in this study, I project 

that most of the countries with the highest exposure and vulnerability to warm days are 

in Africa. 

There are other communities that commonly use constant thresholds to determine 

human health impacts, such as global studies on air quality, where thresholds and dose-

response relationships are biased towards epidemiological studies on USA and 

European populations. Therefore, future global studies on air quality or climate impacts 

should consider ways of estimating differences in susceptibility of populations. 



Health and pollution impacts in avoided and future worlds according to Earth system models 

142  Nicola Wareing - July 2021 

5 Summary and conclusions 

This thesis has investigated the impacts of the Paris Agreement temperature goals and 

air quality policy, and it has contributed to a better understanding of: 

1. a) Potential changes in surface ozone and chemistry-relevant physical climate   

for ∆GMST of 1.5 and 2 °C 

2. The role that air quality policy played in air pollution during the European 

heatwave in 2003 and what impact the heatwave would have on air pollution 

and human health if it occurred in 2030 (using RCP2.6 and RCP8.5 pollutant 

emissions) 

3. The spatial variation of an optimal temperature for human health and changes 

in human exposure and vulnerability to temperatures above optimal temperature 

with ∆GMST 

5.1 Summary of chapter conclusions 

5.1.1 Chemistry-climate interactions as a function of global mean surface 

temperature change 

Tropospheric ozone is a greenhouse gas and near the surface it can have a detrimental 

effect on human and plant health. As the surface warms, there is expected to be an 

increase in air pollution extremes, termed the “climate penalty”, which could potentially 

reduce the benefits of air pollution mitigation policies (Jacob and Winner, 2009). 
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Chapter 2 presented a study of potential changes in surface ozone and in physical 

climate that could affect surface ozone. 

Keeping anthropogenic precursor emissions constant, there was a positive correlation 

between GMST and yearly average surface ozone (using ACCMIP models) over eastern 

USA, Brazil, and South-East China. Regions that see an increase in ozone with 

increases in GMST, may be the same areas that have the highest air quality gains from 

climate mitigation without any further air quality policy. Garcia-Menendez et al. (2015) 

found that limiting ∆GMST to 1.5 °C led to ozone air quality gains over eastern USA. 

Likewise, a 3.4 W/m2 emissions pathway led to lower ozone air pollution over eastern 

China compared to a no mitigation scenario (Xie et al., 2018). The co-benefit of 

reducing surface ozone pollution could motivate policy makers in these countries to go 

beyond meeting their Nationally Determined Contribution targets and aim for a 

∆GMST of 2 °C. This is without accounting for pollutant emissions that decrease in 

parallel with greenhouse emissions (e.g., renewable energy technology replacing 

natural gas). Taking this into account, Vandyck et al. (2018) found that average levels 

of ozone decrease everywhere by 2050 following a trajectory consistent with a 75% 

chance of a ∆GMST equal to or less than 2 °C. 

Yearly average surface ozone, using CMIP5 output, was lower for +1.5 and +2 °C than 

present-day for most of the world using both RCP4.5 and RCP8.5. The 0.5 °C difference 

in GMST generally had a smaller effect on the change in average surface ozone than 

the emissions scenario, emphasising the importance of anthropogenic emissions. 

Similarly, in research by Fang et al. (2013), modelled changes in global mortality 

associated with changes in long-term ozone levels (from 1860 to 2000) were mostly 

driven by changes in emissions of short-lived air pollutants. In addition, in some regions 
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there was an increase in ozone for a +2 °C climate, which reflects the difference in 

anthropogenic emissions of methane, a precursor of ozone, between the two scenarios. 

For both scenarios, NOx emissions generally decrease over time, but methane emissions 

increase for RCP8.5. 

Regarding changes in seasonal air quality, there is a positive correlation between 

monthly-average MDA8 ozone and daily maximum surface temperature for mainland 

Europe and eastern USA in August. The gridded TOAR dataset is the world’s largest 

collection of homogenous surface ozone observation (Schultz et al., 2017) and trends 

in TOAR data over time have been explored before (Chang et al., 2017). However, 

exploring the relationship between surface ozone and monthly mean daily maximum 

temperature has not been done before with TOAR data.  

5.1.2 Avoided and potential air pollution levels and health impacts: The 

2003 European heatwave as an exemplar extreme event 

Future heatwaves are projected to increase in duration and intensity due to climate 

change; severe heatwaves, such as the European heatwave in 2003, are expected to 

become more commonplace (Christidis et al., 2015). In the absence of air quality 

legislation, the air pollution during the 2003 European heatwave could have been much 

worse, therefore illustrating the need for air quality policy in a climate with increasing 

daily maximum temperatures. Avoided PM2.5 concentrations during this extreme event 

were much more drastic than changes in ozone: air quality measures more than halved 

PM2.5 concentrations for most of Western Europe. This illustrates the health benefits of 

air quality policy during an extreme event, which should be accounted for when 

considering the costs of infrastructure to reduce emission factors. 
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There were three methods for estimating world avoided emissions: scaling 1970 

emissions by 2003 population and GDP, scaling 1970 emissions only by population, 

and just using 1970 emissions. Accounting for changes in GDP made a substantial 

difference in emissions compared to just scaling by population (or not scaling at all). 

However, if pollutant emissions in a “world avoided” grow in a similar way to CO2 in 

Newly Industrialised Countries then scaling with GDP and population, estimates are 

particularly pessimistic. This scenario where emissions are scaled by GDP and 

population serves as an extreme “worst case” scenario rather than a realistic one. 

Therefore, I focus on results from emissions only scaled by population as they are more 

likely to reflect what could happen in reality without emission controls. 

Despite the increase in population in 2030, relative risk of mortality due to both PM2.5 

and ozone concentrations were lower than the control scenario using RCP2.6 and 

RCP8.5 2030 emissions. Considering temperatures during the 2003 heatwave will be 

more common in 2030, this highlights the potential of further emission reductions to 

policy makers. 

5.1.3 A spatially varying definition of warm days: estimating impacts on 

populations for 1.5, 2, 3, and 4 °C warmer worlds 

Changes in surface temperatures with ∆GMST are heterogeneous and the health impacts 

of these changes will vary between populations. Taking the example of an optimum 

temperature for human health, above which human mortality starts to increase, it varies 

between regions and is usually positively correlated with average temperature due to 

acclimatisation. The optimum temperature is one of the ingredients used to estimate 

future human mortality due to rises in temperature. Some studies estimate this optimal 
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temperature using a percentile (minimum mortality percentile; MMP), which is usually 

based on epidemiological research in various countries, usually those in North America 

and western Europe. However, there is a lack of studies on temperature-related 

mortality in Africa, the Middle-East, and south Asia. Some global studies have used the 

same percentile to quantify heat-related human mortality for each country (World 

Health Organization, 2014) and others have avoided projecting mortality in countries 

that lack data (Vicedo-Cabrera et al., 2018). 

I find that the MMP decreases with average temperature, rather than being 

approximately constant globally, so increases in heat-related mortality may start earlier 

for warmer regions, meaning that differences in exposure to unhealthy temperatures 

between countries may be underestimated in global projections. 

I find that yearly-average temperature explains about 60% of the variance in the MMP 

for each location in the study by Gasparrini et al. (2015) and this relationship can be 

used to estimate an MMP for each grid cell when projecting mortality with model 

temperature projections. This could be helpful to project mortality in regions with fewer 

mortality and temperature data. 

Similar research by Yin et al. (2019) estimated the minimum mortality temperature (or 

optimum temperature for human health) using the most frequent temperature (this had 

a higher correlation than annual mean temperature). However, estimating a percentile-

based metric may be more helpful than an absolute temperature for projecting human 

mortality using climate models because it may be less affected by model bias. 

Warm days and warm spells are defined using (1) a constant and (2) the spatially 

varying percentile. The frequency in warm days and duration of warm spells increase 
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with ∆GMST for most regions using both definitions. The minimum and maximum 

duration of a warm spell increases for more than 28 days between +1.5 and +2 °C 

climates for most of the tropics using two different definitions. For a +4 °C world the 

maximum duration of a warm spell is over 100 days for most of the globe using a 

constant percentile definition and is over 200 days long for the tropics using either 

definition. 

For a +1.5 °C world, the most vulnerable countries to the increase in warm days (defined 

by a spatially varying percentile) are in Africa apart from Papua New Guinea, reflecting 

their high level of exposure and lower capacity to adopt. Using a constant percentile, 

there were fewer African countries in the top quintile for vulnerability and more in 

south-east Asia and South America meaning that the need for adaptation in some 

African countries may be greater than expected if the majority of global projections are 

using a constant percentile. 

5.2 Overall conclusions and limitations  

ACCMIP model output only includes times slices for 2000, 2030, and 2100, rather than 

a continuous simulation from 2000 to 2100. Therefore, it is not possible to compare 

models when they reach a particular ∆GMST. 

There is a positive correlation between the model ∆GMST and the yearly-average 

surface ozone over eastern USA, Brazil, East China, and North India using constant 

anthropogenic pollutant emissions. However, there is a negative correlation using 

CMIP5 model output over eastern USA using RCP4.5 and RCP8.5, showing the 

potential for pollutant emission reductions to improve air quality despite the negative 

effect of climate change on surface ozone in the USA. The importance of air quality 
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policy is also demonstrated by larger increases in ozone for almost everywhere using 

RCP8.5 compared to RCP4.5. 

When investigating the impacts of ∆GMST, I sub-selected CMIP5 models based on 

their global temperature response. Hence, differences between +1.5 and +2 °C climates 

may be due to parameter uncertainty rather than the 0.5 °C ∆GMST (James et al., 2017). 

It also assumes that the impacts of ∆GMST are independent of the path towards the 

∆GMST target. One example where path dependency made a difference was when 

estimating isoprene emissions, CO2 concentration was dependent on the year when the 

model reached the ∆GMST target. Higher CO2 levels also make a difference to 

temperature extremes (Baker et al., 2018), which would impact surface ozone extremes 

and heat-related health impacts. If I had more time and space to store processed data, I 

would look at increases in warm days using RCP2.6 as well as RCP8.5. 

In Chapters 2 and 4, I used time periods of 30-years to represent +1.5 and +2 °C worlds, 

consistent with the World Meteorological Organization (WMO) “climate normal” 

(WMO, 1989). This method has been used in various studies (Vautard et al., 2014) and 

others have used a 20-year averaging period . However, the “climate normal” could be 

defined by another averaging period length or averaging method (e.g., median) (Arguez 

and Vose, 2011). With more time, I would have found periods corresponding to 

different ∆GMST using several methods and varying averaging period length and 

assessed what difference it makes to results. Similarly, with more time and space for 

data processing I would compare RCP scenarios with the same ∆GMST to assess the 

impact of pathway. For instance, does a +1.5 °C world look the same at the end of the 

century for a high mitigation scenario as it would for RCP8.5 with rapid global 
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warming? Regional change may be sensitive to the rate of warming or be affected by 

aerosol emissions. 

Future heatwaves similar to the European heatwave in 2003 are projected to be more 

likely as ∆GMST increases and they are associated with poor air quality. Anthropogenic 

emissions also substantially contributed to air quality during the 2003 heatwave. This 

indicates the importance of air quality legislation and long-term changes in technology 

rather than relying on short term measures, such as reduced vehicle usage during the 

heatwave. “Emergency” emission scenarios may be difficult to implement in some 

countries and planned emission reductions for 2010 would have been more effective 

than the 20% reduction in road traffic after the start of the heatwave (Vautard et al., 

2005). One limitation to the world avoided estimates is that I scaled all emissions (over 

land) by gridded population, regardless of sector. Agricultural production of emissions, 

for instance, will not scale with gridded population. Therefore, benefits of emission 

reductions may have been overestimated or underestimated in some areas. 

I demonstrated that future RCP emission scenarios also improve air quality during a 

heatwave in Europe meaning that there is still potential to reduce risks during future 

heatwaves by introducing further legislation despite the growing population. 

Estimates of health impacts of climate change may be less reliable in developing 

countries if the calculations are based on epidemiological studies from wealthier 

countries. I illustrate this point in chapter 4 by using a spatially varying percentile where 

heat-related mortality is minimum. However, the spatially varying MMP was based on 

a simple linear model and only took average daily mean temperature into account. It did 

not include any African, South Asian, or Middle Eastern countries, although it did have 

some MMP results from low- and middle- income countries. Also, acclimatisation is 
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not taken into account as this was for a worst case scenario where developing countries 

needs were not taken into account. 

I conclude in Chapter 3 that emission reductions due to policy and technological 

advancements reduce the number of premature deaths during an extreme event. In 

Chapter 4 I find that in the absence of adaptation and mitigation there will be increase 

in exposure to days where the temperature is above the optimum temperature. These 

results underline the need for decision-makers to introduce policy that makes it easier 

to adapt to a changing climate. For example, local government could introduce 

maximum outdoor and indoor temperatures, above which employers must provide paid 

leave to workers who would be exposed to these temperatures. 

Analysis in Chapter 4 was done with CMIP5 models that were too coarse to consider 

the urban heat island effect or differences between communities in a region. There will 

be differences in age, gender, health and socioeconomic status between people within a 

grid cell, which will affect their exposure to pollution and high temperatures (e.g., they 

may be more likely to work outdoors) and their tolerance (e.g., a town with a high age 

ratio may be more vulnerable to high temperatures). 

5.2.1 Key points for decision makers 

1) Although climate change will increase yearly average surface ozone in some 

regions, a 0.5 °C difference in ∆GMST (+1.5 vs +2 °C) has less of an impact 

than the difference between emissions for RCP4.5 and RCP8.5 scenarios. 

2) In Europe, air quality policy since 1970 had a beneficial impact on PM2.5 during 

the 2003 heatwave, reducing the risk of pollution related deaths. Unfortunately, 

levels of surface ozone were higher in some areas than they would have been 
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without reduction in emissions due to titration. However, with further emission 

reductions, most of Europe will also see benefits of surface ozone reduction 

during similar heatwaves. This long-term approach to reducing emissions is 

especially beneficial for countries that would find it difficult to implement 

emergency measures. 

3) When quantifying the health impacts of climate change globally, the disparity 

in ability to adapt needs to be taken into account. Many of the areas that have 

high exposure to health-related impacts and less ability to adapt to climate 

change (i.e. are more vulnerable to climate change) have contributed least to 

climate change (Herold et al., 2017). Therefore, as well as taking more 

responsibility for climate change mitigation, wealthier countries should share 

adaptation knowledge, expertise, and resources with areas at higher risk. The 

successes of policy in richer countries, such as reduction in air pollution shown 

in Chapter 3, should be applied to more vulnerable countries. 

5.3 Direction of future work 

5.3.1 Future modelling experiments 

There is a growing body of research looking at the impacts of +1.5 and +2 °C worlds 

(Hoegh-Guldberg et al., 2018), however very little of that addresses changes in 

atmospheric chemistry. This is partly because analysing changes in climate indices as a 

function of ∆GMST is much more accessible due to the continuous nature of CMIP5 

simulations, whereas ACCMIP models only provided historical, 2030, and 2100 time-

slice experiments. A multi-model ensemble of chemistry-climate models (CCMs) with 

chemistry output at different ∆GMST targets (with constant anthropogenic air pollutant 
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emissions) would improve understanding of the impacts of policy-relevant climate 

change on air quality. However, it is computationally expensive to run this type of 

model. 

Fortunately, some models as part of the CMIP phase 6 (CMIP6) will be focusing on the 

feedbacks between climate change and atmospheric chemistry, as part of the CMIP6-

endorsed model interdisciplinary project (MIP), Aerosols and Chemistry MIP 

(AerChemMIP) (Eyring et al., 2016).  Aims of AerChemMIP include exploring and 

how future policies may affect the abundances of near term climate forcers and how 

anthropogenic emissions affect  (Collins et al., 2017). There are variations on the SSP3-

7.0 scenario, which is associated with the medium to high end of the range of future 

forcing pathways for CMIP6 with a relatively high societal vulnerability (O’Neill et al., 

2016). Some simulations involve prescribed sea-surface temperatures (SSTs), but 

different anthropogenic emissions to investigate impacts of climate change on 

atmospheric chemistry. The reference scenario will see aerosol and ozone precursors 

evolve as expected with the scenario (ssp370SST), another will have “cleaner” near-

term climate forcer emissions (very low ozone precursor emissions due to strict air 

pollution policies; ssp370SST-lowNTCF), and one will have only lower methane 

emissions with all other emissions as expected (ssp370SST-lowCH4). Comparison of 

these scenarios would show you the impact of air quality policy. There are also the 

equivalent simulations without prescribed SSTs. 

To get a sense of the impact of climate change, I would compare the same time-period 

for ssp370SST-lowNTCF and ssp370-lowNTCF (SSP3-7.0 scenario with low 

anthropogenic NTCF emissions and associated radiative forcing), as shown in Table 

5.1. The same time period for each model will have the same anthropogenic NTCF 
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emissions, but a different ∆GMST because of the radiative forcing from the NTCF. 

Therefore, I would find a time period where the ∆GMST is around 0.5 °C lower for the 

ssp370-lowNTCF scenario and compare surface ozone levels. I would also look at 

ssp370-lowCH4 (SSP3-7.0 scenario with low anthropogenic methane emissions and 

associated radiative forcing) for the same time period to see surface ozone at another 

∆GSMT. 

 

Table 5.1: Potential experiment to explore the impact of ∆GMST on surface ozone 
using model simulations from CMIP6 

Parameter Scenarios: ssp370SST-lowNTCF, ssp370-lowNTCF 

Time Same 30-year period 

Anthropogenic emissions Same - low 

∆GMST Around 0.5 °C difference 

 

It is possible to simulate air pollution using a chemical transport model (CTM) and use 

the time period when the global climate model (GCM) that drives it reaches a 1.5/2 °C 

∆GMST. This has been done to assess the impact of a +2 °C climate and anthropogenic 

emissions separately on ozone, NO2, and PM10  in Europe (Lacressonnière et al., 2017; 

Watson et al., 2016). They found that the effect of 2 °C ∆GMST was small compared 

to the impact of anthropogenic emission reductions. It is good news for policy-makers 

that a ∆GMST of 2 °C has less of an impact on pollution than future emission 

reductions. Is this the case outside of Europe?  
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Lacressonnière et al. (2017) and Watson et al. (2016) focus on annual and seasonal 

mean pollution. The potential of emission reductions during extreme events typical in a 

+2°C world versus “present-day” or a +1.5 °C may tell a different story. Using results 

from global climate models as boundary conditions, numerical weather prediction 

models can provide high-resolution of high-impact weather in a future climate 

(Hazeleger et al., 2015). One possible way of comparing the impact of climate change 

versus emissions scenario on air quality during an extreme event would be to simulate 

air pollution during projected heatwaves for a present-day and +2 °C climates (finding 

the worst heatwaves in the same location using the heatwave magnitude index daily 

(Russo et al., 2010)) using two different emissions scenarios, for example those shown 

in Table 5.1. 

Table 5.2: Possible experiments to assess the impact of climate change and 
anthropogenic emissions on air quality during an extreme event. 

Experiment Climate that the heatwave 

occurs in 

Emission scenario 

Control 2003 2010 

Cl2003Em2050 2003 2050 (RCP2.6) 

Cl2Em2010 +2 °C 2010 

Cl2Em2050 +2 °C 2050 (RCP2.6) 

 

The models used in Chapter 3 were low resolution, which meant that ozone 

concentrations may be biased due to the nonlinear relationship between ozone 
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precursors as well as the resolution of the meteorological drivers. It was also not 

possible to assess urban air quality. In future “world avoided” studies that are focused 

on extreme events rather than long-term impacts of policy it would be ideal to use 

models with finer resolution. Markakis et al. (2015) found no significant difference 

between a 4 km and a 0.5° resolution model for ozone or PM2.5 simulations, so it would 

be helpful to explore the difference in bias between the 0.5°, 1°, and 1.9°x2.5° models.  

The low resolution models could be downscaled to 0.5° and a weighted mean could be 

taken from the three models based on performance (e.g., inverse of standard deviation 

from observation). 

5.3.2  Human health impacts 

In Chapter 3, premature deaths due to air pollution were estimated using the same 

relationship for every European country. Although this illustrates the health impacts of 

air quality legislation, applying the same calculation to regions outside of Europe may 

underestimate or overestimate the impacts, therefore may underestimate health 

inequalities between regions. Plus, there are differences in relative risk between places 

in Europe (Katsouyanni et al., 1997; Vicedo-Cabrera et al., 2020). 

Most epidemiological studies on pollution-related mortality are done in Europe and the 

USA. Therefore, more epidemiological research needs to be done on pollution-related 

mortality in developing countries to see how relative risk with pollution varies between 

regions. It is possible that applying exposure-response curves found from studies based 

in Europe on changes in Africa, for example, may give unrealistic results. However, 

various barriers exist, such as, access to reliable air quality monitoring and records of 

morbidity and mortality. 
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Future human health impact assessments could be improved by developing spatially 

varying health metrics. For example, There is a reverse significant relationship between 

the human development index (HDI) and the mortality incidence ratio for lung cancer 

(Rafiemanesh et al., 2016). Although all the lung cancer in this study may not have been 

caused by air pollution, I think that it shows potential for future work exploring the 

relationship between the HDI and exposure-response functions for pollution-related 

mortality. In Chapter 3, I use the same relative risk for each level of ozone/PM2.5 for the 

whole of Europe. However, Vicedo-Cabrera et al. (2019) found that out of 20 countries, 

the United Kingdom had the largest relative risk per 10 µg/m3 increase in ozone of 

0.0035 (95% CI: 1.0024 to 1.0046) and Spain had the lowest of 1.0006 (0.9992 to 

1.0019) relative risk per 10 µg/m3 increase of ozone. Outside of Europe, mortality risk 

associated with pollution was higher in South Africa than reported in developing 

countries (Wichmann and Voyi, 2012). 

In Chapter 4, a spatially varying percentile is used to estimate an optimal temperature 

for human health in regions with no epidemiological studies on temperature-mortality 

relationships. This MMP varied with average temperature and was based on 

epidemiological results from various regions. Spatially varying optimum temperatures 

could be defined using different temperature indices (e.g., daily minimum temperature, 

heat index) and could be improved by finding other variables they may correlate with, 

such as GDP per capita and most frequent temperature (as in Yin et al., 2019). Likewise, 

exposure-response curves (slope between excess mortality and temperature) could be 

found for regions without observations by using finding how they vary in regions with 

epidemiological studies. Using more advanced methods, such as machine learning, to 

find how comfort temperatures and temperature/pollution exposure-

mortality/morbidity vary with socioeconomic factors and local climate, could help 
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estimate appropriate thresholds and dose-response relationships for regions with lack of 

data. 

Future studies could take a more holistic approach to impact assessment and consider 

multiple environmental stressors. The quantitative risk assessment by the World Health 

Organization (2014) projected change in mortality related to heat, coastal floods, 

diarrheal, malaria, dengue and undernutrition using three different economic 

development scenarios for two different time periods (2030s, 2050s). This approach 

could be applied to +1.5 and +2 °C climates rather than time periods, to assess the 

benefits of a lower ∆GMST. 

Surface ozone has an adverse effect on agricultural yield (Booker et al., 2009; Mills et 

al., 2007; Pleijel et al., 2000). Before the mortality crisis in early August 2003, there 

were excessive temperatures and droughts recorded since June (García-Herrera et al., 

2010), potentially exacerbating ozone levels, Chapter 3 could have been extended to 

include this earlier period and assess the impacts of air quality policy on crop yields. 

5.3.3 Informing air quality policy 

To simulate a world avoided scenario in Chapter 3, I scaled 1970 emissions with 

population and GDP, whereas previous studies only took the increase in population into 

account. The increase in emissions when scaled with GDP as well as population was 

substantial, which might overestimate what emissions would have been without air 

quality policy.  On the other hand, previous research has used emissions scaled by 

population for “world avoided” scenarios (Archibald et al., 2017; Daskalakis et al., 

2016), but I have found that this may underestimate the theoretical world avoided 

emissions (Table 3.2). Therefore to avoid underestimating potential gains in air quality 
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similar studies in the future could consider scaling by another factor that accounts for 

changes in wealth or production and population, such as gross national income (GNI). 

Moreover, I only look at the effect of policy on air quality for one extreme event in 

Europe. However, the methods used can be applied to other extreme weather events 

associated with heightened air pollution. For example, there were heatwaves in Mexico 

and Japan in 2018, Mexico enacted its first air pollution regulations in 1971 and Japan 

introduced a series of air pollution control laws in 1970 (Jacobson, 2002), thus a similar 

“world avoided” experiment could be carried out for these events. In addition, using 

previous heatwaves in developing countries as exemplar events, such as the heatwaves 

in Pakistan and India in 2015, it may be beneficial for decision-makers to compare the 

impacts of future RCP emission scenarios during those extreme events as well as 

changes in average pollutant concentration. 

To evaluate chemistry model performance in developing regions during extreme events 

there will need to be hourly and daily observations of pollutants. Although satellite 

pollution data is helpful when you are looking at the long-range transport of pollutants, 

ground level measurements are needed to see what is going on at the surface. 

Specifically, the TOAR dataset (Schultz et al., 2017) - used in Chapter 2 - had few ozone 

measurements for Africa, Central and South America, Central and South Asia, and the 

Middle East. Some providers were concerned about misinterpretation or misuse of the 

data, or they did not support the TOAR open data policy, and some regions did not have 

ground-level monitoring stations. 

In Africa, only around 6% of children live near reliable, ground-level monitoring 

stations that provide real-time air quality data, whereas about 72% of children in Europe 

and North America live near reliable monitoring stations (Rees et al., 2019). There are 
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around 800,000 estimated premature deaths per year in Africa due to air pollution, with 

PM2.5 causing around two thirds of those deaths (Bauer et al., 2019). There is potential 

to expand air quality monitoring networks with low-cost sensors, particularly passive 

sensors (i.e. radiometers and spectrometers), in Sub-Saharan Africa (Amegah, 2018). 

Likewise, similar low-cost sensors can be used in Central and South America, and 

Central and South Asia.  

European emissions of ozone precursors have a substantial impact on ozone levels in 

North Africa, with many additional deaths in northern Africa and the Near East 

attributed to emission from Europe (Duncan et al., 2008). Therefore, European air 

pollution policy and emission reductions should have a positive effect on African air 

quality. It would be interesting to apply similar methods shown in Chapter 3 to 

exploring the impacts of European air quality policy on air pollution in northern Africa 

during a heatwave. To validate model results there would need to be more ozone 

observations in northern Africa. One cost-effective option would be to use a cost-

effective sensor that uses tungsten trioxide (WO3) semiconductor (Utembe et al., 2006). 

Another option to fill in data gaps in urban areas is to use pollution data from Google 

Street View cars (Apte et al., 2017), which has much lower temporal resolution so 

would not be ideal for validating air quality during extreme events. However, it has 

been used to find long-term relationships between health conditions and air pollutants 

(Alexeeff et al., 2018) so could be helpful in exploring long term impacts in data-poor 

regions. 
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Appendix A:  Atmospheric changes that will 

affect tropospheric ozone above the surface 

A.1 Zonal mean temperature 

Just as surface temperature change is not spatially homogenous, rate of temperature 

change varies at different heights. As temperatures decrease in the troposphere, they 

increase in the stratosphere as reflected in Figure A.1. The largest increases are in the 

tropical upper troposphere and at the surface, as shown by previous research (Stevenson 

et al., 2005). Figure A.2 shows the standard deviation between models when using a 

common time period versus a common ∆GMST. There is greater model uncertainty 

using ∆GMST in the stratosphere because the emissions of (stratospheric) ozone 

depleting substances changes with time, rather than surface temperatures, which in turn 

affects ozone hole recovery and stratospheric temperatures. 
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Figure A.1: Zonal mean temperature change from present-day for (a) a 2 °C climate 
and (b) a 1.5 °C climate, and (c) the difference (a) – (c). The dotted areas show where 
the standard deviation between models is greater than the multi-model mean. 
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Figure A.2: The standard deviation between models for zonal mean temperature for 
dates: (a) 2013 – 2042 and (b) 2026 – 2055 and for global mean temperature change: 
(c) 1.5 and (d) 2 °C. The differences (a) - (c) and (b) – (d) are shown by (e) and (f) 
respectively. 

A.2 Anthropogenic emissions 

Anthropogenic emissions vary by country, year, and emissions scenario. Table A.1 

shows the global mean anthropogenic methane emissions for RCP4.5 and RCP8.5. I 

found average methane emissions for the 30-year period when the ∆GMST was 1.5 and 

2 °C for each model then calculated the multi-model mean. Methane emissions for 

RCP8.5 is 284 ppb (15.6%) and 673 ppb (37.3%) higher than RCP4.5 for ∆GMST 1.5 
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and 2 °C respectively. Table A.2 shows that there is a decrease in methane emissions 

with GMST and time, whereas there is an increase for RCP8.5. 

 

Table A.1: Multi-model mean global anthropogenic methane emissions (without 
shipping, aviation, and biomass burning) when each model reaches 1.5 or 2 °C 
∆GMST for RCP4.5 and RCP8.5. 

Scenario ∆GMST (°C) Global methane (ppb) 

RCP4.5 1.5  1821 

2.0 1804 

RCP8.5 1.5 2105 

2.0 2477 

 

Table A.2: Multi-model mean increase in global mean methane concentrations (ppb) 
from a +1.5 °C to a +2 °C climate for RCP4.5 and RCP8.5. 

Scenario Mean change (ppb) Percent change (%) 

RCP4.5 -17 -0.9 

RCP8.5 372 17.5 

 

Figure A.3 shows methane and NOx emission projections, downloaded from the RCP 

database (IIASA, 2009), for all sectors. China, India, and the USA show methane 

emissions increasing and then peaking towards the end of the century for the RCP8.5 
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scenario, whereas they mainly slowly decrease for the RCP4.5 scenario. Methane 

emissions from Brazil and Algeria are much lower than the other countries and 

emissions are very similar for both scenarios in Algeria. 

 

Figure A.3: Total anthropogenic (a) methane and (b) NOx emission projections per 
year for China (orange-red), India (purple), USA (teal), Brazil (grey), and Algeria 
(black). RCP45 data is shown by a dotted line, and RCP8.5 is shown by a dashed line. 
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NOx emissions decrease for China, and USA for both scenarios, but they decrease faster 

for RCP4.5. India has higher NOx emissions for the RCP4.5 scenario during the mid-

century, but by the end of the century RCP4.5 emissions are lower. Emissions show less 

dramatic changes over Algeria and Brazil, with both scenarios showing quite similar 

emissions. 
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Appendix B:  Emissions scenarios and air quality 

during the 2003 European heat wave 

B.1 Comparison for emission scenarios used for the European 

2003 heat wave experiment 

Figure B.1 shows the NOx ratio for five European countries for CAMChem model, 

which was calculated by using a country mask and dividing the total NOx emissions by 

total NMVOC emissions. The NOx ratio for Em70GDP03 is over 75% more than the 

2003 NOx ratio over the UK. The other countries also show a higher NOx ratio for 

Em70GDP03, however it is not as substantial as the change in the UK and the NOx 

ratio is lower for the control scenario for the other countries. 

Figure B.2 shows the difference between CO emissions for the control scenario and the 

“world avoided” and future emission scenarios for August. Both models show higher 

anthropogenic emissions of CO over Europe for “world avoided” scenarios than the 

2003 control scenario, with higher emission differences over Western Europe. There 

was generally a decrease in emissions for RCP scenarios using both models, however 

there was an increase over Paris for RCP2.6 using CAMChem emissions. Most of 

Western Europe showed a larger decrease in emissions for RCP8.5 than RCP2.6. 

Figure B.3 shows the spatial difference between the control scenario and the other 

scenario’s NO emissions. The largest difference between 1970 and 2003 NO emissions 

was over the UK, where 1970 emissions were much higher. There were some decreases 
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in NO over Europe using unscaled 1970 and population scaled emission scenarios, 

however after scaling by GDP and population the “world avoided” NO emissions see 

an increase everywhere over Europe. Both RCP scenarios show a decrease in NO 

emissions over most of Europe for both models. 

 

Figure B.1: NOx ratio for the UK, France, Belgium, Netherlands, and Germany for 
the CAMChem model emissions. The control, unscaled 1970, 1970 scaled by 
population, 1970 scaled by population and GDP, RCP2.6, and RCP8.5 emissions 
shown by black, white, cyan, purple, gold hatched, and gold crossed respectively. 

 

Figure B.4 shows the difference between different scenario SO2 emissions and 2003 

SO2 emissions. Using 1970 and population-scaled 1970 SO2 emissions, the largest 

increase was over the UK. Though SO2 emissions were less in 1970 than 2003 over 

some regions, such as Spain, once scaled by GDP there were increases all over Europe. 
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The majority of SO2 emissions were less over Europe in 2030 using both RCP scenarios, 

though reductions are more significant in places using the RCP8.5 scenario. 

Shipping emissions were lower in 1970 than 2003 for CO, NO, and SO2 for both 

models. 1970 shipping emissions scaled by the number of ships were higher than 2003 

emissions for each species, but the difference wasn’t as high as the changes in 

anthropogenic emissions on land. Both 2030 scenarios show an increase in shipping 

emissions from 2003.  
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Figure B.2: Difference between total CO emissions in August scenario (rows) and 
baseline 2003 control scenario for CAMChem (left) and GFDL-AM3 (right). An 
increase in emissions is shown in red and a decrease is shown in teal. 
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Figure B.3: Difference between total NO emissions in August scenario (rows) and 
baseline 2003 control scenario for CAMChem (left) and GFDL-AM3 (right). An 
increase in emissions is shown in red and a decrease is shown in teal. 
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Figure B.4: Difference between total SO2 emissions in August scenario (rows) and 
baseline 2003 control scenario for CAMChem (left) and GFDL-AM3 (right). An 
increase in emissions is shown in red and a decrease is shown in teal. 
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B.2 Temporal comparison between control scenario and 

observations during 2003 heatwave 

 

 

Figure B.5: Maximum daily 8-hour mean ozone for the first fortnight of August. 
Observations (black crosses) were averaged over 4 EMEP sites in Belgium and 
models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 
using a Belgium country-mask. Numbers in the bottom-right corner show the 
correlation coefficient between CAMChem model results and observations (top/teal), 
and GFDL-AM3 model results and observations (bottom/purple). 

 

Figures B.5-8 show the maximum daily 8-hour mean (MDA8) O3 during the first two 

weeks of August at country-level for observations and models. Observations were the 

average of all sites in that country and models were the average of all grid squares in 

that country. CAMChem had a higher correlation with measurements than GFDL-AM3 
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for MDA8 O3 and GFDL-AM3 largely underestimated ozone. However, both models 

showed elevated levels of ozone at the start of August. 

 

 

Figure B.6: Maximum daily 8-hour mean ozone for the first fortnight of August. 
Observations (black crosses) were averaged over 17 EMEP sites in Germany and 
models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 
using a Germany country-mask. Numbers in the bottom-right corner show the 
correlation coefficient between CAMChem model results and observations (top/teal), 
and GFDL-AM3 model results and observations (bottom/purple). 



Health and pollution impacts in avoided and future worlds according to Earth system models 

242  Nicola Wareing - July 2021 

 

Figure B.7: Maximum daily 8-hour mean ozone for the first fortnight of August. 
Observations (black crosses) were averaged over 7 EMEP sites in France and models 
CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged using a 
France country-mask. Numbers in the bottom-right corner show the correlation 
coefficient between CAMChem model results and observations (top/teal), and GFDL-
AM3 model results and observations (bottom/purple). 
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Figure B.8: Maximum daily 8-hour mean ozone for the first fortnight of August. 
Observations (black crosses) were averaged over 17 EMEP sites in the UK and 
models CAMChem (teal circles) and GFDL-AM3 (purple squares) were averaged 
using a UK country-mask. Numbers in the bottom-right corner show the correlation 
coefficient between CAMChem model results and observations (top/teal), and GFDL-
AM3 model results and observations (bottom/purple). 

 

Figures B9-12 show country-level daily mean PM2.5 for models and observations and 

Figure B.11 shows daily mean PM2.5 for one site and it’s closest grid square for each 

model (there was only one measurement site for PM2.5 in the UK). The correlation 

coefficient was much lower between CAMChem and observations for PM2.5, and it 

was slightly negative for both models and observations for Switzerland. GFDL-AM3 

results were generally much closer to observations, especially for Switzerland, and both 

models tended to underestimate PM2.5. 
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Figure B.9: Daily mean PM2.5 for the first fortnight of August. Observations (black 
crosses) were averaged over 2 EMEP sites in Switzerland and models CAMChem 
(teal circles) and GFDL-AM3 (purple squares) were averaged using a Switzerland 
country-mask. Numbers in the top-left corner show the correlation coefficient between 
CAMChem model results and observations (top/teal), and GFDL-AM3 model results 
and observations (bottom/purple). 
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Figure B.10: Daily mean PM2.5 for the first fortnight of August. Observations (black 
crosses) were averaged over 3 EMEP sites in Germany and models CAMChem (teal 
circles) and GFDL-AM3 (purple squares) were averaged using a Germany country-
mask. Numbers in the top-left corner show the correlation coefficient between 
CAMChem model results and observations (top/teal), and GFDL-AM3 model results 
and observations (bottom/purple). 



Health and pollution impacts in avoided and future worlds according to Earth system models 

246  Nicola Wareing - July 2021 

 

Figure B.11: Daily mean PM2.5 for the first fortnight of August. Observations (black 
crosses) were averaged over 10 EMEP sites in Spain and models CAMChem (teal 
circles) and GFDL-AM3 (purple squares) were averaged using a Spain country-mask. 
Numbers in the top-left corner show the correlation coefficient between CAMChem 
model results and observations (top/teal), and GFDL-AM3 model results and 
observations (bottom/purple). 
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Figure B.12: Daily mean PM2.5 for the first fortnight of August. Observations (black 
crosses) were from one EMEP site in the UK (Harwell) and model results for 
CAMChem (teal circles) and GFDL-AM3 (purple squares) were from the 
corresponding grid square. Station code, name, and altitude of the site are shown at 
the top of the figure. Numbers in the top-right corner show the correlation coefficient 
between CAMChem model results and observations (top/teal), and GFDL-AM3 
model results and observations (bottom/purple). 
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Appendix C:  Optimum temperature and warm 

spells 

C.1 Climate model data and calculating ∆GMST thresholds 

The times when the CMIP5 models reaches each ∆GMST used in this study are listed 

in Table S1: the earliest possible time period is 2006 – 2035 because this is when future 

RCP8.5 simulation runs begin. This means that the climate I use to represent a +1.5 °C 

climate may actually be closer to 2 °C above pre-industrial levels. Although, the earliest 

the climate exceeds a +2 °C climate is 2014 – 2043 (BNU-ESM). The highest ∆GMST 

representing the +1.5 °C climate is 1.71 °C (CanESM2) and the mean ∆GMST is 1.55 

°C, which means that that the multi-model mean may underestimate the differences 

between a +1.5 °C and +2 °C climate, therefore downplay the advantages of a +1.5 °C 

climate. 

The latest possible time period is 2071 - 2100 because only future projections from 

2006 to 2100 are considered. 13 models do not reach a ∆GMST of 4 °C by the end of 

the century using this method and GFDL-CM3 was the first model to reach +4 °C 

climate in 2051 - 2080.  

 

Table C.1: Corresponding 30-year periods when CMIP5 models reach a given 
∆GMST. 

Model 1.5 °C 2.0 °C 3.0 °C 4.0 °C 
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ACCESS1-0 2013 – 2042 2025 - 2054 2046 – 2075 2066 – 2095 

ACCESS1-3 2016 – 2045 2041 - 2070 2046 – 2075 2067 – 2096 

bcc-csm1-1 2006 – 2035 2023 – 2052 2046 – 2075 2070 – 2099 

bcc-csm1-1-m 2006 – 2035 2016 - 2045 2046 – 2075 n/a 

BNU-ESM 2006 – 2035 2009 - 2038 2031 – 2060 2050 – 2079 

CanESM2 2006 – 2035 2012 - 2041 2035 – 2064 2054 – 2083 

CCSM4 2006 – 2035 2016 – 2045 2043 – 2072 2063 – 2092 

CESM1-BGC 2006 – 2035 2019 – 2048 2045 – 2074 2067 – 2096 

CESM1-CAM5 2013 – 2042 2015 – 2044 2043 – 2072 2063 – 2092 

CMCC-CM 2014 – 2043 2027 – 2056 2047 – 2076 2064 – 2093 

CMCC-CMS 2016 – 2045 2027 – 2056 2047 – 2076 2063 – 2092 

CSIRO-Mk3-6-0 2018 – 2047 2030 – 2059 2050 – 2079 2068 – 2097 

EC-EARTH 2006 – 2035 2021 – 2050 2046 – 2075 2068 – 2097 

GFDL-CM3 2009 – 2038 2021 – 2050 2041 – 2070 2057 – 2086 

GFDL-ESM2G 2023 – 2052 2040 – 2069 2066 – 2095 n/a 

GFDL-ESM2M 2020 – 2049 2037 – 2066 2067 – 2096 n/a 

HadGEM2-CC 2010 – 2039 2026 – 2055 2043 – 2072 2060 – 2089 
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HadGEM2-ES 2010 – 2039 2022 – 2051 2041 – 2070 2058 – 2087 

inmcm4 2029 – 2058 2044 – 2073 2070 – 2099 n/a 

IPSL-CM5A-LR 2006 – 2035 2013 – 2042 2034 – 2063 2052 – 2081 

IPSL-CM5A-MR 2006 – 2035 2016 – 2045 2036 – 2065 2053 – 2082 

IPSL-CM5B-LR 2008 – 2037 2023 – 2052 2048 – 2077 n/a 

MIROC5 2019 – 2048 2034 – 2063 2058 - 2087 n/a 

MIROC-ESM 2006 – 2035 2016 - 2045 2038 - 2067 2055 – 2084 

MIROC-ESM-CHEM 2006 – 2035 2016 - 2045 2036 - 2065 2053 – 2082 

MPI-ESM-LR 2006 – 2035 2021 - 2050 2046 – 2075 2066 – 2095 

MPI-ESM-MR 2007 – 2036 2024 – 2053 2046 – 2075 2068 – 2097 

MRI-CGCM3 2026 – 2055 2038 – 2067 2061 – 2090 n/a 

NorESM1-M 2019 – 2048 2034 – 2063 2059 - 2088 n/a 

 

C.2 Estimating a spatially-varying optimum temperature for 

human health 

Only locations where the average daily mean temperature and minimum mortality 

percentile (MMP) were provided were used to generate the simple regression model – 

shown by black circles in Figure C.1(a). The dates for MMP calculated by Gasparrini 
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et al. (2015) and average daily mean temperature provided by Guo et al. (2016) were 

the same for Australia (3 cities), Brazil (18 cities), Canada (20 census metropolitan 

areas and 1 city), South Korea (7 cities), Spain (51 capital cities), Taiwan (3 cities), 

Thailand (62 provinces), UK (9 regions), and USA (135 cities). Data for the six cities 

in China was provided for different dates. The average daily mean temperatures in Japan 

were for 1972 – 2012, whereas the MMP was for 1985 – 2012. 

Data from other locations on Figure C.1(a) (orange squares and cyan pentagon) were 

from before the year 2000 and was collected for less than 5 years. For example, the 

study by El-Zein et al. (2004) took place between 1997 and 1999. However, results from 

these studies do not include an MMP so are not used after Figure 1a in the main text.  

There are many possible reasons for warmer regions having a lower MMP than cooler 

countries, including socioeconomic ones. Another possible explanation is that they have 

less variation in temperature (shown in Figure C.1(b)), which may affect the 

temperature change between neighbouring days. Lin et al. (2013) found that if there 

was a temperature decrease between neighbouring days then it had a protective effect 

on non-accidental mortality. 
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Figure C.1: (a) The locations of all the places used in the study. The grey circles 
show the places where OT, MMP, and average daily mean temperature were provided 
by (Gasparrini et al., 2015), therefore allowing us to estimate an MMP for each grid 
square using my model described in Section 4.3. Orange squares and the cyan 
pentagon show epidemiological studies that only reported OT and average daily mean 
temperature (El-Zein et al., 2004; McMichael et al., 2008), which provided 
information for Figure 1a in the main text. (b) Standard deviation in daily mean 
temperature as a function of mean temperature (c) The MMP results using the 
regression model described in Section 4.3. Grid-squares where there is no population 
are white. 

 

Some countries do not have a similar MMP, even some locations with similar average 

temperatures have very different MMPs. For instance, places in the USA seem to follow 

the general pattern (the lower the average temperature, the lower the MMP), but 
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Honolulu, Hawaii has the highest temperature and highest MMP, making it an obvious 

outlier. Figure C.2 shows the line of best fit using all data (dashed) vs data from the 

USA (dotted) and locations with higher temperatures in the USA appear to be worse off 

than other places with high average temperatures. The line of best fit using only data 

from the USA is as follows: 

 MMP = 87.8 - �1.4 × 10-7� T� 6, (C.1) 

where average daily mean temperature is in °C. The root-mean-square deviation is 7.56 

°C and the r2 goodness-of-fit measure is 0.55.  

Figure C.2 shows the results if you cluster the data using k-means clustering algorithm. 

There appears to be two clusters of locations with similar average temperatures, but 

MMPs are diverging. Differences could be due to access to education and healthcare, 

which means policy makers need to consider inequalities between states and smaller 

areas. 
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Figure C.2: The mean temperature versus the minimum mortality perentile for the 
USA. The dashed and dotted lines are the lines of best fit using data from all countries 
and data just from USA locations respectively. The colours represent different clusters 
of data using k-means clustering and the black circles are the centre of each cluster.  

 

 

The linked image cannot be displayed.  The file may have been moved, renamed, or deleted. Verify that the link points to the correct file and location.
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C.3 Comparison between CMIP5 and ERA-interim present-

day results 

 

Figure C.3: A comparison between (a) the multi-model mean of the variance in the 
daily mean temperature (1976-2005) and (b) the ERA-Interim variance in the daily 
mean temperature (1979-2008). (c) The difference between the CMIP5 multi-model 
mean and the ERA-Interim variance ranged from -136 °C2 to 9 °C2. For the most grid 
squares the difference between ERA-Interim and multi-model variance was less than 
the standard deviation between each model’s daily mean temperature variance. 
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After bias correcting the CMIP5 data, I compared the results from ‘model-world’ and 

‘reality’ by calculating the average number of warm days per year, the mean duration 

of a warm spell, and the maximum duration of a warm spell for a present-day climate 

for the bias-corrected CMIP5 model (1976-2005) and ERA-Interim (1979-2008) data. 

The variance of the multi-model mean bias-corrected CMIP5 models is generally lower 

than the ERA-Interim data (Figure C.3C3). The smaller variability in temperatures may 

mean that the models do not reach as high temperatures as ERA-Interim, and not reach 

climate extremes as often. The difference in the number of warm days is established in 

Figures S3 and S4, where the number of warm days per year is lower for most regions 

using the multi-model mean. There is generally less than eight days difference between 

the multi-model mean and ERA-Interim number of days. 

Figure C.6 shows that the average warm spell (using a spatially varying percentile) is 

longest in western North Africa and the Middle East using both CMIP5 and ERA-

Interim data, though the multi-model mean does underestimate the duration. The multi-

model mean generally overestimates the duration in the Americas, Southeast Asia, and 

Australasia. There is less spatial variability using the 81st percentile (Figure C.7). While 

the average warm spell duration (using the 81st percentile) is underestimated by the 

multi-model mean over India and parts of the Middle East, it is generally overestimated 

in the Americas. 

Predictably, there are larger differences between the ERA-Interim and the multi-model 

mean for the maximum duration of a warm spell for many regions (Figure C.8 and 

Figure C.9). Figure C.8 shows that the maximum warm spell duration is highest in West 

Africa and west Asia using the spatially varying percentile threshold, though the model 

generally underestimated maximum length in these regions and overestimated over 

most of the Americas and Australia. Using the 81st percentile to define the maximum 
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warm spell duration, the model overestimated over most of the Americas, Africa, and 

Australia. There was much less spatial variation in warm spells using this threshold. 

 

 

Figure C.4: Average number of warm days (defined by a spatially varying percentile 
threshold) per year for (a) present-day CMIP5 multi-model mean and (b) present-day 
ERA-Interim, and (c) the difference in days between them. To show model agreement, 
grid-squares where the standard deviation between models is greater than the multi-
model mean are masked to white. 
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Figure C.5: Average number of warm days (defined by the constant 81st percentile 
threshold) per year for (a) present-day CMIP5 multi-model mean and (b) present-day 
ERA-Interim, and (c) the difference in days between them. To show model agreement, 
grid-squares where the standard deviation between models is greater than the multi-
model mean are masked to white. 
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Figure C.6: Average duration (in days) of warm spells defined by more than two 
consecutive days above OT defined by the spatially varying percentile for (a) CMIP5 
multi-model mean and (b) ERA-Interim, and (c) the difference between the two 
values. Grid-squares where the standard deviation between models is greater than the 
multi-model mean are masked white. 
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Figure C.7: Average duration (in days) of warm spells defined by more than two 
consecutive days above the 81st percentile temperature for (a) CMIP5 multi-model 
mean and (b) ERA-Interim, and (c) the difference between the two values. Grid-
squares where the standard deviation between models is greater than the multi-model 
mean are masked white. 
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Figure C.8: Maximum duration (in days) of warm spells defined by more than two 
consecutive days above the spatially varying percentile temperature for (a) CMIP5 
multi-model mean and (b) ERA-Interim, and (c) the difference between the two 
values. Grid-squares where the standard deviation between models is greater than the 
multi-model mean are masked white. 
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Figure C.9: Maximum duration (in days) of warm spells defined by more than two 
consecutive days above the constant 81st percentile temperature for (a) CMIP5 multi-
model mean and (b) ERA-Interim, and (c) the difference between the two values. 
Grid-squares where the standard deviation between models is greater than the multi-
model mean are masked white. 

 

C.4 Warm days and human exposure as a function of ∆GMST 

European politicians and their advisors had previously chosen a 2 °C global warming 

limit, however smaller low-lying island states would cease to exist by that temperature, 

therefore there was agreement at the Paris Agreement to aim for 1.5 °C (Lewis, 2016). 

There are less impact studies at 1.5 °C than at 2 °C, and I compare the number of warm 

days and duration of warm spells between the two climates in Figure C.10. 
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Figure C.10: The percentage increase in the (top) average number of warm days per 
year, (middle) average duration of a warm spell, and (bottom) maximum duration of a 
warm spell from a +1.5 °C to a +2 °C climate using the spatially varying percentile 
threshold (left) and the constant 81st percentile threshold (right). Hatching where the 
standard deviation between models is more than the multi-model mean. 

 

Using the constant 81st percentile, the greatest percentage difference between the 

number of warm days in +1.5 °C and +2 °C climates is in the tropics, up to around 35% 

in some grid squares. Whereas, I project that some temperate regions have a larger 

percentage increase in warm days than tropical regions (e.g. the number of warm days 

have a higher relative increase in Colorado than Indonesia) using the spatially varying 

percentile. 
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Figure C.11 shows that there is an increase in the multi-model median exposure to warm 

days with ∆GMST for all regions using both thresholds. 
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Figure C.11: Total population count multiplied by the number of warm days per year 
for regions (a) North America, high income, (b) Caribbean, (c) Latin America, central, 
(d) Latin America, Andean, (e) Latin America, tropical, (f) Latin America, south, (g) 
Sub-Saharan Africa, west, (h) Sub-Saharan Africa, central, (i) Sub-Saharan Africa, 
east, (j) Sub-Saharan Africa, south, (k) North Africa/Middle East, (l) Asia, central, 
(m) Asia, south, (n) Asia, south-east, (o) Asia Pacific, high income, (p) Asia, east, (q) 
Europe, west, (r) Europe, central, (s) Europe, east, (t) Oceania, (u) Australasia 

 

C.5 Regional definitions 

Countries that are too small to be seen on a 2 ° latitude x 2 ° longitude grid square have 

not been included. 

North America, high income 
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United States America; Canada 

Caribbean 

Antigua and Barbuda; Bahamas; Barbados; Cuba; Dominica; Dominican Republic; 

Grenada; Guadeloupe; Haiti; Jamaica; Puerto Rico; Saint Lucia; Saint Vincent and the 

Grenadines; Suriname; Trinidad and Tobago 

Latin America, central 

Colombia; Costa Rica; El Salvador; Guatemala; Honduras; Mexico; Nicaragua; 

Panama; Venezuela 

Latin America, Andean 

Bolivia (Plurinational State of); Ecuador; Peru 

Latin America, tropical 

Brazil; Paraguay 

Latin America, south 

Argentina; Chile; Uruguay 

Sub-Saharan Africa, west 

Benin; Burkina Faso; Cameroon; Cape Verde; Chad; Cote d’Ivoire; Gambia; Ghana; 

Guinea; Guinea-Bissau; Liberia; Mali; Mauritania; Niger; Nigeria; Sao Tome and 

Principe; Sierra Leone; Togo 

Sub-Saharan Africa, east 
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Burundi; Comoros; Djibouti; Eritrea; Ethiopia; Kenya; Madagascar; Malawi; 

Mozambique; Rwanda; Somalia; Sudan; United Republic of Tanzania; Zambia 

Sub-Saharan Africa, central 

Angola; Central African Republic; Congo; Democratic Republic of the Congo; 

Equatorial Guinea; Gabon 

Sub-Saharan Africa, south 

Botswana; Lesotho; Namibia; South Africa; Swaziland; Zimbabwe 

North Africa/Middle East 

Algeria; Bahrain; Egypt; Iran (Islamic Republic of); Iraq; Jordan; Kuwait; Lebanon; 

Libyan Arab Jamahiriya; Morocco; Occupied Palestinian territory; Oman; Qatar; Saudi 

Arabia; Syrian Arab Republic; Tunisia; Turkey; United Arab Emirates; Yemen 

Asia, central 

Armenia; Azerbaijan; Georgia; Kazakhstan; Kyrgyzstan; Mongolia; Tajikistan; 

Turkmenistan; Uzbekistan 

Asia, south 

Afghanistan; Bangladesh; Bhutan; India; Nepal; Pakistan 

Asia, south-east 

Cambodia, Indonesia; Lao People’s Democratic Republic; Malaysia; Maldives; 

Mauritius; Myanmar; Philippines; Seychelles; Sri Lanka; Thailand; Timor-Leste; Viet 

Nam 
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Asia, east 

China; China, Hong Kong Special Administrative Region; China, Province of Taiwan; 

Democratic People’s Republic of Korea 

Europe, west 

Austria; Belgium; Cyprus; Denmark; Finland; France; Germany; Greece; Iceland; 

Ireland; Israel; Italy; Luxembourg; Malta; Netherlands; Norway; Portugal; Spain; 

Sweden; Switzerland; United Kingdom of Great Britain and Northern Ireland 

Europe, central 

Albania; Bosnia and Herzegovina; Bulgaria; Croatia; Czech Republic; Hungary; 

Montenegro; Poland; Romania; Serbia; Slovakia; Slovenia; The Former Yugoslav 

Republic of Macedonia 

Europe, east 

Belarus; Estonia; Latvia; Lithuania; Republic of Moldova; Russian Federation; Ukraine 

Oceania 

American Samoa; Fiji; Kiribati; Papua New Guinea; Samoa; Solomon Islands; Tonga; 

Vanuatu 

Australasia 

Australia; New Zealand 
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