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Fig. 1. Gaze+Hold uses explicit closing of one eye to modulate gaze input from the open eye, demonstrated here with drag and drop.
(1) The user looks at the interface without triggering any effects; (2) on left eye closure, the object is selected; (3) dragging is enabled
via continuous gaze input from the open eye; (4) the interaction stops and the object is dropped when opening the left eye.

The eyes are coupled in their gaze function and therefore usually treated as a single input channel, limiting the range of interactions.
However, people are able to open and close one eye while still gazing with the other. We introduce Gaze+Hold as an eyes-only
technique that builds on this ability to leverage the eyes as separate input channels, with one eye modulating the state of interaction
while the other provides continuous input. Gaze+Hold enables direct manipulation beyond pointing which we explore through
the design of Gaze+Hold techniques for a range of user interface tasks. In a user study, we evaluated performance, usability and
user’s spontaneous choice of eye for modulation of input. The results show that users are effective with Gaze+Hold. The choice of
dominant versus non-dominant eye had no effect on performance, perceived usability and workload. This is significant for the utility
of Gaze+Hold as it affords flexibility for mapping of either eye in different configurations.
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1 INTRODUCTION

Eyes-only control is compelling for a wide range of contexts where other input is unavailable, not as ready at hand, or

inconvenient. Eye movement is fast and requires less energy and e�ort than input with head or hands [Land and Tatler

2009; Sidenmark and Gellersen 2019], and interfaces that can be operated with just the eyes have for instance been

developed for accessibility [Grauman et al. 2003; Hutchinson et al. 1989; Wobbrock et al. 2008], instant control [Esteves

et al. 2015; Velloso et al. 2016] and discreet input [De Luca et al. 2007; Khamis et al. 2017].

Existing eyes-only interfaces are based on continuous gaze tracking for pointing, complemented by primitives for

discrete selection, including dwell time [Jacob 1990; Ware and Mikaelian 1986], long blinks [Grauman et al. 2003],

saccadic gestures [Drewes and Schmidt 2007; Heikkilä and Räihä 2012; Wobbrock et al.2008], and smooth pursuit [Velloso

et al. 2017; Vidal et al. 2013]. This has two key limitations. First, the pointer moves with every eye movement, with

no distinction of whether the movement was intended as pointing action, incidental to viewing, or caused by a visual

distraction. This creates problems of feedback (whether to display a cursor [Porta et al. 2010]) and unintended input

(Midas touch [Istance et al. 2008; Jacob 1990]). Secondly, use of the eyes is exclusive for either pointing or click-equivalent

action, unlike with conventional pointing where positional input can concur with discrete input (e.g., mouse movement

while pressing a button). As a consequence, continuous direct manipulations (e.g., moving an object) are not well

supported, as they have to be mapped to successive interaction steps (selection of command, object and target position).

In this work, we introduceGaze+Holdto extend expressiveness of eyes-only interaction. The key idea is to leverage

the eyes as two separate sources of input that can be combined to support continuous direct manipulation. Even though

we have two eyes, they are commonly treated as a single input channel. Eye trackers fuse input from both eyes to

provide a continuous stream of gaze estimates, as the eyes are coupled in their gaze function. However, humans can

voluntarily open and close each eye independently, and keep either eye closed while gazing with the other [Jota and

Wigdor 2015]. The eyes can therefore be considered as separate input channels, where the open/close state of either

eye can be used to modulate gaze input observed from the open eye. Gaze+Hold leverages this for interactions that

are initiated by closing of an eye, performed with continuous gaze, and completed when the eye is opened. Figure 1

exempli�es use of the technique to manage Midas Touch and support drag-and-drop interaction.

The temporary switching of a pointer by discrete input is pervasive in state of the art interfaces for dragging, panning,

zooming and other forms of continuous manipulation, and Gaze+Hold opens up a design space for such tasks to be

performed with just the eyes. The eyes are distinct in that either eye can be used to gaze and point while the other is

closed, although most people have a dominant eye [Elbaum et al. 2017]. This leads to speci�c design considerations for

Gaze+Hold that we develop through exploration of range of novel eyes-only manipulation techniques for common

continuous input tasks.

Gaze+Hold relies on one-eyed gaze as continuous input, raising questions of usability and performance that we

assessed in a user study with 12 participants. With a binocular eye-tracker, gaze estimates are expected to be less

accurate when they are temporarily based on a single eye, while coordination of gaze with eye closing/opening increases

e�ort. Users are nonetheless as e�ective with Gaze+Hold for drag-and-drop tasks as with a baseline of binocular gaze

and button click. Speed and accuracy are lower than with both eyes open, but users gain the advantage of relying solely

on their eyes for input. Notably, all users were able to use Gaze+Hold with either eye closed, and the choice of dominant

versus non-dominant eye for manipulation had no signi�cant e�ect on performance, usability and perceived workload.
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2 RELATED WORK

Jacob's work thirty years ago was seminal in considering eye movement from a design perspective of supporting interac-

tion with graphical user interfaces [Jacob 1990]. Eyes-only computer control had been demonstrated before [Hutchinson

et al. 1989; Shaw et al. 1990] but Jacob's work established a general style of eye movement for discrete selection

of objects and commands by pointing, with dwell time as a click method. However, the work also discussed that

manipulation tasks such as moving an object require complementary input akin to holding down a mouse button, in

order to switch between gaze pointing and manipulation modes. Jacob and others have addressed this by multimodal

combination of gaze with key or button input [Hild et al. 2016; Jacob 1990; Kumar et al. 2007], and in related work

gaze has been complemented by touch [Pfeu�er et al. 2014; Stellmach and Dachselt 2013; Turner et al. 2015, 2014] and

mid-air gestures [Pfeu�er et al. 2017] in similar fashion. This work, in contrast, contributes an eyes-only approach,

based on the idea of one eye controlling discrete state while the other points.

Historically, much of the work on eyes-only interfaces is framed as mouse emulation [Lankford 2000]. Blinks and winks

have been explored to mimic button events in order to make techniques designed for the mouse accessible [Kowalczyk

and Sawicki 2019; Missimer and Betke 2010], whereas the focus of this work is on design for eyes-only direct manipulation.

In analogy to mouse behaviour, Istance and colleagues discussed di�erent modes for gaze input, including discrete

selection (point and click), continuous manipulation (dragging) and disengagement from cursor movement and control

to let the eyes freely look at the interface without unintended input [Istance et al. 2008]. In their work on Snap Clutch,

the modes are activated by quickly glancing o�-screen (up, down, left or right). Gaze+Hold is conceptually di�erent

as it supports a default state from which speci�c input modes are activated by closing an eye, and active only for the

duration of eye closure. This lets users keep their gaze focus on the object they intend to manipulate, with default gaze

behaviour instantly resumed once an input task is completed by opening the closed eye.

The key idea underpinning our work is to use closing and opening of one eye, to modulate gaze input performed

with the other. The literature refers to the closing/opening of one eye as wink, contrasting blinks performed with both

eyes [Kaufman et al. 1993; Kowalczyk and Sawicki 2019; Missimer and Betke 2010; Singh and Singh 2018]. A wink is

a holistic gesture whereas we build speci�cally on eye-closing and eye-opening events to trigger and delimit direct

manipulation. However, there is a large body of work on which we build. Some of the earliest eye control interfaces

were based entirely on blinks and winks, highlighting the utility of eye closure as input [Shaw et al. 1990]. Single-eye

closure has the advantage that it rarely occurs involuntarily and is less prone to false positive input [Kowalczyk and

Sawicki 2019]. Most people can use either eye to wink but some tend to close both eyes when attempting to wink with

the dominant eye [Palmer 1976]. Importantly for this work, movement of the eyelid is independent of movement of the

eyeball [Jota and Wigdor 2015], and people still have full gaze control when they close one eye. In manual targeting and

manipulation tasks, closing of one eye tends to only minimally e�ect performance, with performance slightly better

when the dominant as opposed to non-dominant eye guides the task [Coren 1999; Marotta et al. 1995]. For our work,

this prompts comparison of dominant versus non-dominant eye for �one-eyed pointing�.

Prior work has also considered design of interaction techniques based on eye closure. Winks and blinks have

been widely considered as a delimiter for gaze input [Grauman et al. 2003; Missimer and Betke 2010] as well as other

modalities [Wang and Grossman 2020]. It has also been shown that winks and blinks can be e�ective as command gesture,

for example as shortcut to smartphone functions [Ku et al. 2018], for switching between di�erent views [Hemmert et al.

2008; Jota and Wigdor 2015], or as part of larger eye gesture vocabularies for users with severe motor impairment [Zhang

et al. 2017]. There is also work on input with both eyes closed, for example to perform gaze gestures for password
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entry [Findling et al. 2019] or as a game mechanic [Ramirez Gomez and Gellersen 2019a, 2020]. Jota and Wigdor

provided a wider exploration of the design space of eyelid gestures, noting for example that duration of eye closure can

also be used for input [Jota and Wigdor 2015]. Hemmert and colleagues provided compelling use cases for closure of

one eye to temporarily change the perspective of the user, for instance to zoom into a scene to see detail, or zoom out to

a macro-view from a di�erent view can be selected by the mouse [Hemmert et al. 2008]. Gaze+Hold is likewise based on

eye closure to control state, but extends beyond view control to modulation of input and eyes-only direct manipulation.

Diverse forms of gaze interaction exist beyond point and dwell, including saccadic gestures (e.g. left, right, up,

down) [Heikkilä and Räihä 2012; Zhang et al. 2017], glances o�-screen [Istance et al. 2008] or to con�rmation tar-

gets [Lutteroth et al. 2015], gestures �drawn� with multiple saccades [Bâce et al. 2016; Drewes and Schmidt 2007;

Wobbrock et al. 2008], and smooth pursuit eye movement in correlation with moving stimuli [Esteves et al. 2015;

Gomez and Gellersen 2018; Sidenmark et al. 2020; Velloso et al. 2017; Vidal et al. 2013]. In principle, any of these can be

combined with Gaze+Hold, as they constitute gaze input that can be performed with one eye. However, closing one eye

also presents an unusual form of input and constraint to vision and gaze. In this respect, Gaze+Hold relates to work

exploring gaze under constraints, for example avoiding direct gaze and relying on peripheral vision [Ramirez Gomez

and Gellersen 2019b], and forms of gaze interaction beyond conventional looking [Ramirez Gomez and Gellersen 2019a].

3 GAZE+HOLD CONCEPT AND INTERACTION TECHNIQUES

Gaze+Hold de�nes a distinct style of eyes-only interaction. At a higher level, this is characterised by support of

di�erent states for gaze interaction that are controlled by eye closure, and at technique level by continuous gaze input

with one eye, delimited by closing and opening of the other. Gaze+Hold interactions are performed within speci�c

input modes associated with left or right eye, and de�ned by:

(1) Closing of one eye initiates input;

(2) Movement of the other eye provides continuous input;

(3) Opening of the eye to complete the interaction.

We explore Gaze+Hold through the design of concrete interaction techniques for general user interface tasks. All

techniques and application examples were developed using Unity Game Engine in C# in 2D with both custom and

creative commons graphics. We used the Tobii Gaming SDK for Unity to get the position of the gaze point and the Tobii

EyeX Framework to separately detect eye-closing and eye-opening events, based on absence versus presence of left or

right eye from visual tracking. The system automatically �lters involuntary blinks, during which both eyes become

absent from tracking for a short duration (� 250ms).

3.1 Selecting and Moving Objects

Selection and moving of objects are canonical tasks in graphical user interfaces. We implemented a set of Gaze+Hold tech-

niques equivalent to the most basic mouse operations. In Gaze+Hold, a selection is performed by gazing at an object,

and closing and opening of one eye while gaze remains in position. This is e�ectively point and click with a wink

gesture as click method [Missimer and Betke 2010]. However, selection can also be implemented as two-step with

eye-closing to hover, gaze to evaluate feedback, and eye-opening to con�rm.

Drag-and-drop is the simplest way of moving an object in an interface. With Gaze+Hold, an object can be moved by

gazing at it, eye-closing to select it, gaze pointing to a target location, and eye-opening to drop the object (Figure 1).
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Fig. 2. Selection of multiple objects. A)Multiselectionis initiated by eye-closure and selects all objects crossed by gaze, dwelled or
blinked at until eye-opening. B)Multiselectionis performed by drawing a selection box.

Like selection, this is a basic technique where gaze input is purely positional. It can be performed quickly with a direct

gaze shift to the target, but also allows for multiple gaze shifts, for the eye to search and evaluate target locations before

committing to drop. As a variant, copy-paste can be supported in the same way, dragging a copy rather than the object.

3.2 Multiple Object Selection

Closure of one eye can be used to frame selection of multiple objects. Once activated by eye-closure, this technique

selects all objects crossed by gaze during eye closure (Fig. 2, A). The technique is not position-dependent; it can be

initiated on the �rst object to select, but also in any neutral part of the interface. Input is positional and can be fast as

users do not need to �xate on individual objects, for instance selecting a row of objects by gazing across. However,

crossing can be prone to unintended selection of other objects (Midas Touch). The technique could be varied to mitigate

for this by using dwell time or brief blink (closure also of the other eye) for selections during eye closure.

Alternatively, multiselection can be performed by a selection box, as also common with mouse interaction. The gaze

position at eye-closing de�nes one corner of the box. Gaze during eye closure controls the opposite corner of the box,

such that it can be pulled out over the set of objects intended for selection, �nally con�rmed by eye-opening (Fig. 2, B).

Gaze input is positional and can be completed with a single gaze saccade from the start to the endpoint. This can also

be applied for text selection, for example by closing an eye at the start of a passage and opening it at the end.

3.3 Menu Navigation and Selection

Design for eyes-only menu interaction is challenging as it requires mechanisms for menu opening, navigation, and item

selection. This involves speci�c Midas Touch issues as users may dwell longer on speci�c items when they consider

choices, commonly addressed addressed with longer dwell times or additional interaction steps [Figueiredo and Fonseca

2018; Jacob 1990; ’pakov and Miniotas 2005]. Gaze+Hold provides an alternative, illustrated with a context menu (Fig. 3).

The menu is opened by eye-closing and allows items to be visually explored with hover feedback. If an item has a

sub-menu associated, this also opens in response to hover, but closes when gaze moves to another item at parent-level.

A selection is completed by eye-opening on an item, but selection can also be abandoned by gazing o�-menu prior to

eye-opening. The design illustrates how separate input from the eyes is utilised to support visual exploration while

avoiding Midas Touch. One eye looks and points without risk of unintended selection, while the other performs discrete

input to trigger a menu, and to con�rm a selection.

3.4 Zooming or Scaling

Gaze+Hold can be used to control zoom or scaling of an object or interface. Initiated by eye-closing, the focus of the

zoom is �xed to the initial gaze point. The continuous input of the open eye can be used to zoom in or out at a �xed
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Fig. 3. Context Menu. (1) On closure of one eye, a menu opens and (2) can be freely explored and navigated by gaze, with final
selection of an item commi�ed by eye-opening.

Fig. 4. Zooming with Gaze+Hold. A) uses gaze gestures up or down, to zoom in/out from a focus point at which the technique was
invoked; B) uses closing of one eye to zoom in, and closing of the other to zoom out, while the eye that remains open determines the
focus point.

speed by performing discrete gaze gestures relative to the focus point (looking up/downwards) and guided by visual

indicators (Fig. 4, A). The technique is robust as it relies only on direction of gaze movement up or down, but the

design forces the user to direct their gaze away from an initially selected focus. As an alternative, separate states can be

mapped to left and right eye (one to zoom in, the other to zoom out), enabling gaze during eye closure to be used to

continually control the focus point (Fig. 4, B). Such a mapping makes it possible, for example, to adjust the focus based

on detail that is gradually revealed by zoom.

3.5 Panning and Scrolling

Panning and scrolling are operations to adjust the viewport over a larger space or document. Gaze lends itself to shifting

the view over shorter distances where gaze is natural in selecting content to which the view should be adapted. After

triggering by eye-closure, the canvas is shifted in the direction from the gaze position to the display centre, which is

marked as reference point (Fig. 5, A). The mapping has a self-centering e�ect inspired byGazeHorizon[Zhang et al.

2014]: as users maintain their gaze on content of interest during panning, the viewport will become centred around

it. Gaze can also be shifted to content gradually revealed, to pan further, and eye-opening completes the interaction.

The gaze input is positional but used relative to the display centre. In an alternative mapping, the gaze position at

eye-closing can be used to set an anchor point in the viewport. Gaze can then be moved to select content that is panned

or scrolled toward the anchor position (Fig. 5, B). Such a mapping a�ords control over adjustment of the view, for

example to align particular content with one of the edges of the viewport.
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