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Abstract 

The status of forensic speech recordings among existing data protection guidance is not clear. 1 

The inherent nature of voice and the way in which forensic speech casework is currently 2 

allocated mean that there are additional barriers to incorporating real casework data into 3 

research activities. The key objective of this work is to explore data protection solutions that 4 

could enable the forensic speech science community to responsibly use real casework data for 5 

research and development purposes. While reviewing relevant guidance and rulings, issues 6 

such as proportionality, opportunism and data minimisation are addressed, as well as where 7 

voice sits in relation to the definition of “biometric data”. This paper ultimately places 8 

forensic speech recordings in the data protection context to illuminate the specific issues that 9 

arise for this data type.  10 

 11 
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1. Introduction 15 

Forensic speech science is the forensic subdiscipline concerned with analysing speech 16 

recordings when they arise as evidence. A forensic speech scientist or forensic phonetician 17 

may be enlisted to analyse recordings in order to address questions surrounding the identity 18 

of speakers. Often, the task will involve analysing the speech of an unknown speaker in an 19 

incriminating telephone call and comparing it to the speech of a suspect who has been 20 

recorded during a police interview. Like other forensic subdisciplines, forensic speech 21 

science is working on advancing analysis methods (including incorporating automatic 22 

speaker recognition systems to complement the human expert analysis of voices) and 23 

working on implementing recognised scientific quality standards. In the UK, the Forensic 24 

Science Regulator oversees the provisions of forensic science services which involves, 25 

among a number of things, a focus on compliance with the relevant quality standards. As part 26 

of the role, the regulator encourages a shared understanding of quality and standards among 27 

all the stakeholders within the Criminal Justice System. This includes the recognition that 28 

forensic science needs to be supported by ongoing research in order to maintain and increase 29 
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quality and capability. Inevitably, there is great scope and need for further research and 30 

innovation in forensic speech science, but there are shortcomings to the resources that we 31 

currently have at our disposal.  32 

 33 

The assertion put forward in this paper is that real casework data is a key component to 34 

making meaningful research developments in forensic speech science. Of course, this is not 35 

to minimise the efforts by members of the community to create “casework-like” data. 36 

Producing replications of casework-like data for research purposes is a well-established 37 

approach within forensic speech science, and these datasets have contributed towards 38 

valuable work. Such endeavours began with the Dynamic Variability in Speech (DyViS) 39 

corpus [1], where the authors recruited over one hundred young male speakers of Standard 40 

Southern British English to take part in a mock criminal scenario. Here, they were recorded 41 

under forensically relevant conditions (i.e. during a telephone call with an accomplice and 42 

during a mock police interview). Further corpora have since been created in a similar way to 43 

represent the accents in different parts of the UK: The Use and Utility of Localised Speech 44 

(TUULS) corpus [2] which reflects accent varieties in the North East of England and the 45 

West Yorkshire Regional English Database (WYRED) [3] which reflects accent varieties in 46 

West Yorkshire. All of these forensic speech dataset projects coincide with the UK Forensic 47 

Science Regulator’s suggestion that digital forensic disciplines (such as forensic speech 48 

science) can “generate effective and comprehensive test data” for research purposes (in the 49 

Forensic Science Regulator’s Protocol for validation using casework material ([4], p 36)). 50 

This supposedly contrasts with other forensic disciplines, such as physical or biological 51 

evidence (e.g. blood splatter analysis where it may be assumed that it is more difficult to 52 

create such test data). In view of these assumptions, the Regulator suggests that in order to 53 

carry out forensic speech science research ‘the need for casework material is … less likely’ 54 

([4], p 36). We propose that it would be a mistake to assume that an area like forensic speech 55 

science can easily create forensically-realistic test data. 56 

 57 

While existing research datasets, such as those listed above, manage to capture some of the 58 

conditions of casework, we would never be able to capture the genuine pressures of 59 

forensically realistic environments and the effects that these have on the speech produced. 60 

For example, it is not possible to reproduce the emotional impact, the high-stakes situations, 61 

the lengths of time that pass between the recordings being compared, and other associated 62 

factors that influence speech production. One rare example of work that aimed to look into 63 
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these sorts of extreme influences on speech was [5] who investigated the effects of distress on 64 

speech production and perception. As part of her work, [5] analysed and compared speech 65 

recordings of genuine victims requesting assistance after a violent attack against speech 66 

recordings of actors pretending to be victims. Within this work, [5] points out how difficult it 67 

is to obtain distressed speech recordings, partly as these are calls of a sensitive nature, but 68 

also because of the ethical barriers involved in eliciting genuinely distressed speech from 69 

volunteers ([5], p 6).  70 

 71 

It is also unfeasible to cater for the full range of possible combinations of casework 72 

environments through manufactured speech datasets (e.g. indoors, outdoors, varying levels of 73 

background noise, different distances to the microphone). Currently, we rely on the training 74 

and experience of the forensic practitioners to apply their expertise in order to recontextualise 75 

the findings of research carried out on experimental data to casework material. However, if 76 

we are committed to identifying the best approaches for analysing and interpreting real 77 

casework data, then we need to bring real casework data into the research environment.  78 

 79 

In further support to the point that such data replications are compromises in forensic speech 80 

science, these corpora have also been known to fall short in court. The third author recalls an 81 

instance of when she has referred to findings that had been generated on the DyViS corpus in 82 

her forensic speech analysis evidence. The discrepancy between the data in the DyViS corpus 83 

and the type of data and conditions in the specific case was highlighted by the barrister. It is 84 

accepted that these casework-like corpora enable widespread research, but the findings or 85 

outcomes of the research will only go so far if they are not also tested on real case data. 86 

 87 

Using real casework data for forensic speech science research is not necessarily impossible 88 

(indeed, other forensic disciplines do it), but a key barrier to using real forensic voice 89 

recordings is the lack of clarity around how we should treat forensic voice data with regards 90 

to data protection. Within forensic science more broadly, there is a general recognition that 91 

real case data can be valuable in advancing analysis methods. There have been (and still are) 92 

active efforts to develop regulation and guidance on the storage and use of such data (and 93 

Sections 2 and 3 of this paper discuss these efforts). Much of the existing guidance, however, 94 

aims to account for a broad array of forensic data types, and does not accommodate the 95 

special case of forensic voice data, nor the current position of the forensic speech science 96 
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field1. This paper therefore focusses the discussion on forensic voice data. To do so, we will 97 

address the following two objectives: 98 

 99 

1. to navigate through relevant discussion surrounding data protection and to raise issues 100 

that are specifically attached to the protection of forensic voice data; 101 

 102 

2. to highlight key ways in which forensic speech analysis providers can align with 103 

existing data protection principles and recommendations. 104 

 105 

In carrying out this exploration, we seek to contribute towards the longer-term objective of 106 

enabling academics and practitioners in forensic speech science to responsibly use real 107 

casework material for research purposes. Section 2 of this paper will first outline and discuss 108 

some general principles of data protection and where forensic data sits among these, referring 109 

to the allowances made for law enforcement purposes. Following this, Section 3 evaluates the 110 

different perspectives of relevant bodies and the public, and what these might mean for 111 

forensic voice data. The priorities and perspectives of these different bodies do not neatly 112 

align, but themes emerge in relation to proportionality of data retention and use, as well as 113 

the implementation of a discriminatory approach to data retention. In light of these 114 

discussions, Section 4 moves on to suggest practical measures that forensic speech 115 

practitioners can put in place in order to construct the environment and processes required to 116 

responsibly use casework material for research. Section 5 foregrounds some of the key points 117 

and contains final reflections. While this paper specifically considers voice data, we very 118 

much suspect that the points raised will apply to other forensic disciplines.  119 

 120 

 121 

2. Data Protection 122 

When creating solutions for responsibly storing and using data, it is important to remind 123 

ourselves of why we need to put safeguards in place at all. Personal data links to an 124 

individual’s fundamental right to privacy [6]. Beyond fundamental rights, there are also 125 

practical risks attached to the existence of personal data. For example, having access to 126 

 
1 That said, it is also not the case that there is a great deal of clarity for many other biometric and forensic data 
types. In recognition of this, the Ada Lovelace Institute has recently commissioned the Ryder Review which 
will independently evaluate the current regulatory framework (or lack of one) that covers a range of biometric 
data types (URL: https://www.adalovelaceinstitute.org/project/independent-review-governance-of-biometric-
data-uk/ accessed:06/04/2021). 
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another person’s data can open up the possibility of carrying out fraud. Data theft is a very 127 

real risk whether the data is digitally stored or not, but the digital age has led to an increase in 128 

opportunities for data theft and subsequent fraudulent or unintended use of it. We are now 129 

able to store more data, and analyse more data, but it is now also possible to “steal” and 130 

“leak” greater volumes of data. In 2020, it was reported that a cyber-attack on EasyJet 131 

resulted in the contact and credit card details of thousands of customers being stolen [7]. Also 132 

in 2020, it was reported that a simple security misconfiguration meant that the personal 133 

details of millions of Microsoft customers were left on a server where a password was not 134 

needed to access them [8]. Anyone with an internet connection could have obtained these 135 

details. The harm from such a leak is not necessarily clear at first, but if fraudsters were to 136 

access the data of Microsoft customers, they can easily create a malicious scam [9].  137 

 138 

Voice data are unlikely to be the first type of data that come to mind with respect to data 139 

protection concerns. [10] discuss the concept of “voice ownership” and how this relates to 140 

data protection issues. Within their exploration, they illustrate how it is becoming a very real 141 

possibility that voice data could be used in a fraudulent way, particularly given the rise in 142 

speaker recognition technologies as access mechanisms for digital accounts (such as online 143 

banking). To help reduce this type of risk, a group of researchers have launched The 144 

VoicePrivacy Initiative [11]. This initiative seeks to discover ways to protect the privacy 145 

attached to voice data which are used to develop speech technologies. With a specific 146 

research event dedicated to it at one of the main annual international speech technology 147 

conferences (Interspeech), The VoicePrivacy Initiative will be challenging the speech 148 

technology community to identify solutions to specific privacy-preserving problems. For 149 

example, they may challenge the community to develop voice data anonymisation solutions, 150 

or even to invent ways of assessing or measuring how well a system preserves privacy in 151 

relation to voice data. While the speech technology community has slightly different 152 

demands and objectives, some of the outcomes of The VoicePrivacy Initiative may be 153 

relevant in the context of forensic speech science.  154 

 155 

Underlying the research efforts in [10] and [11] has been the broader increase in awareness 156 

across sectors, and the public, with respect to data protection and privacy. This increase in 157 

awareness is reflected in legislation and court rulings. The EU General Data Protection 158 

Regulation (GDPR, Regulation (EU 2016/679) [12] enacted in UK law under the Data 159 

Protection Act (DPA 2018) [13]), in particular, fuelled the attention paid to how and why all 160 
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kinds of data are stored, used and retained. A central aim of GDPR has been to grant 161 

individuals more control over their personal data, and with it has come a greater public 162 

awareness of personal data and potential risks attached to having various copies of it in 163 

unknown or forgotten places. As a result of GDPR, ordinary users of the internet are now 164 

repeatedly asked to consent to their information being stored or used. Organisations can no 165 

longer assume consent.  166 

 167 

The amount of attention that has been placed on consent can lead to the assumption that this 168 

is the only way in which data can be processed lawfully. However, it is recognised by the 169 

legislation that consent is not always appropriate, or indeed practical. Article 6 GDPR offers 170 

five further options beyond obtaining consent that can enable the lawful processing of data. 171 

One of the more relevant options for this paper is labelled “public task”, where the processing 172 

of the data is necessary for one to perform a task in the public interest or for official 173 

functions. It is on this basis that universities can carry out research on data, of course having 174 

suitable and secure practical measures in place. On top of this, there are other places within 175 

the GDPR that create space for the type of data processing envisaged in this paper. Article 9 176 

GDPR 2(j) states that processing of “special category” data (including biometric data) is 177 

allowed when "processing is necessary for archiving purposes in the public interest, scientific 178 

or historical research purposes or statistical purposes…”. It goes on to emphasise that if data 179 

processing is carried out for these purposes, the data must be stored and processed in such a 180 

way as to safeguard the fundamental rights and interests of the data subjects. 181 

 182 

Additionally, the GDPR and the DPA (2018) recognise that personal data attached to law 183 

enforcement require special provisions. Part 3 of the DPA (2018) covers data processing for 184 

‘the prevention, investigation, detection or prosecution of criminal offences … including the 185 

safeguarding against and the prevention of threats to public security’ (Section 31 DPA 2018). 186 

Section 35(8)(b) DPA 2018 makes provision for the processing of biometric data for the 187 

purpose of uniquely identifying an individual2. Biometric data often contributes towards 188 

evidence which is used in the Criminal Justice System; when it does, it becomes forensic 189 

data. The provisions contained within the DPA 2018 and GDPR therefore apply to forensic 190 

data. While it might be accepted that, in some ways, forensic data will need to be treated 191 

differently to non-forensic data, forensic data is not immune to data protection principles. 192 

 
2 We discuss the position of voice data in relation to biometric data in Section 4.1 below. 
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Indeed, as recognised in Section 42 DPA 2018, extra vigilance and transparency needs to be 193 

adopted when dealing with this type of data.  194 

 195 

 196 

3. Different Perspectives: The balancing act between privacy and improving 197 

forensic science 198 

 199 

Currently, there is no cohesive regulatory framework that covers the use of biometric and 200 

forensic data. Bodies like the Forensic Science Regulator, the Biometrics Commissioner’s 201 

Office, the Information Commissioner’s Office and the Biometrics and Forensics Ethics 202 

Group have made some efforts to regulate this area. Although their different perspectives do 203 

not neatly combine to form a clear direction, they provide a useful starting point to shape our 204 

consideration of voice data protection.  We review these different perspectives, in turn, in the 205 

following subsections. 206 

 207 

3.1 The Biometrics Commissioner 208 

The Biometrics Commissioner is a post that was created to oversee the use and retention of 209 

biometric data, with a particular focus on police obtaining, using and retaining DNA samples 210 

and fingerprints (rather than focussing on external forensic analysis providers handling these 211 

data). This post is filled to satisfy the Protection of Freedoms Act 2012 [14]. Part 1 of the Act 212 

deals with the regulation of biometric data, including the destruction, retention and use of 213 

such data. The types of biometric data expressly covered are fingerprints and DNA, with an 214 

extension to footwear impressions. Footwear impressions do not qualify as “biometric data”, 215 

but there is still consideration for their protection within the Biometrics Commissioner’s role. 216 

They therefore provide an interesting reference point when we consider the status of voice as 217 

biometric data in Section 4.1 below, and how it should be treated and protected. 218 

 219 

Within the Biometrics Commissioner’s context, there is emphasis on a selective and 220 

discriminatory approach to data retention. Within such an approach, all data is filtered to 221 

ensure only acceptable material is retained; the retained data is further categorised and 222 

allocated a retention period according to specific criteria. For example, if an individual is 223 
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charged with a “qualifying offence”3 but not convicted of this offence, their DNA profile and 224 

fingerprints may only be retained for three years unless an extension request for a further two 225 

years is granted by a District Judge.  226 

 227 

The Biometric Commissioner’s Annual Report for 2019 [15] acknowledges the value that 228 

storing and using such evidential data for research purposes can bring to public security. 229 

Particularly in the context of “new biometrics”, like forensic speech science, retaining case 230 

data to form a database can be essential to innovate methods and improve future casework 231 

practice. Adopting a discriminatory approach around the retention of data (including the 232 

setting of time limits) addresses two purposes simultaneously; it allows for data to be useable 233 

for security or research purposes, but also provides the individual concerned with the 234 

eventual prospect of clearing personal data from the record.  235 

 236 

As we discuss further below, a discriminatory approach that allocates time periods to forensic 237 

data samples, based on agreed criteria, seems to be a favourable option among relevant 238 

bodies and the public. Given the acceptance of a discriminatory approach in more established 239 

forensic disciplines, perhaps this is one that the forensic speech science community could 240 

entertain for casework recordings. 241 

 242 

 243 

3.2 The UK Forensic Science Regulator 244 

As stated in Section 1 of the present paper, the UK Forensic Science Regulator encourages 245 

research that advances forensic practice. In line with this, one of the Regulator’s priorities is 246 

that scientific analysis procedures should not be static, but should continually improve. In 247 

2016 she produced a protocol [4] that aims to guide how we might use real casework data to 248 

help to validate current and new forensic analysis methods. Validation has been 249 

communicated as a priority for the forensic science community as it has become more crucial 250 

to demonstrate that the methods or techniques that are implemented do indeed achieve what 251 

they are claimed to achieve. We can view validation as a specific type of research activity 252 

that tests the adequacy of a technique or process for a given purpose. 253 

 254 

 
3 Qualifying offences are serious offences listed under Section 65A of Police and Criminal Evidence (PACE) 
Act 1984, ch. 60. There are more than 400 qualifying offences, ranging from murder to kidnapping to offences 
linked to indecency towards children, etc. 
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Unlike the Biometric Commissioner’s report [15], the Forensic Science Regulator’s 255 

Validation Protocol [4] targets forensic science providers, rather than police forces. Within 256 

the protocol, the Forensic Regulator refers to establishing the appropriate processes required 257 

to use casework data for validation purposes, but she also refers to establishing the right 258 

environment to host these research activities. It states that a clear validation plan should be 259 

laid out by the provider and that the provider should seek permission from the Crown 260 

Prosecution Service (CPS) or relevant police force to use the case material for validation 261 

purposes. In addition, it stipulates that there should be an appropriately qualified individual 262 

who is responsible for the protocols and procedures to be followed, as well as for the 263 

maintenance of a suitable environment. The forensic science provider also needs a record-264 

keeping system that tracks the storage and use of each specific case data item, the nature and 265 

purpose of the validation tasks that they are being included in, and a system that documents 266 

how case data is destroyed when it is no longer required. On top of this there is a requirement 267 

for the provider to be accredited to ISO 17025/17020 in order for this protocol to apply. The 268 

list below provides a summary of the requirements that would be needed to include an 269 

instance of casework material in a validation exercise: 270 

1) A validation plan 271 

2) Permission from the CPS or relevant police force 272 

3) A record-keeping procedure for case data storage, the validation activity and 273 

destruction details 274 

4) An appropriately qualified individual responsible for the protocols and procedures 275 

5) A suitable environment 276 

6) Accreditation 277 

 278 

While validation research is of value, it is not the only type of research that is necessary to 279 

progress the forensic speech science field in a meaningful way. For example, it might be that 280 

researchers and practitioners wish to explore how one could extract more useful speaker-281 

specific information from a typical “no comment” interview. Currently, when there is a 282 

suspect sample from a police interview that largely consists of “no comment”, only a limited 283 

analysis is generally possible because they provide little coverage of the voice features 284 

commonly examined. However, a more in-depth research effort towards these “no comment” 285 

recordings may uncover novel aspects of the voice and speech behaviour not currently 286 

considered. Opportunity to carry out research on these data is lacking. Validation activities, 287 

which could be viewed as a type of demonstrative research, or even a checking exercise, do 288 
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not allow for the more exploratory research activities that are perhaps warranted in forensic 289 

speech science.  290 

 291 

 292 

3.3 The Information Commissioner 293 

As the UK’s independent body that monitors information rights across all kinds of data 294 

settings, the Information Commissioner’s Office (ICO) provides a lot of valuable information 295 

around data protection, and the scope of the ICO extends well beyond this paper’s forensic 296 

and biometric context. Helpfully, the ICO provides accessible guidance on how to interpret 297 

the GDPR in the context of lawful processing of criminal offence data [16].  298 

 299 

One particularly pertinent contribution from the ICO is the Information Commissioner’s 300 

Opinion document [17] that was released in response to the ruling of R (Bridges) v. Chief 301 

Constable of South Wales Police [18]. Here, a case was brought against South Wales Police 302 

in response to their use of live facial recognition technology in a public setting. A number of 303 

issues were raised in this case, including: 304 

• whether this was a breach of the right to privacy; 305 

• whether facial data was personal data; 306 

• whether the processing of data was strictly necessary for this purpose 307 

• whether South Wales Police had appropriate documentation in place which covered 308 

the processing of sensitive data; 309 

• whether the technology being used was discriminatory. 310 

  311 

The court of first instance did not find the use of facial recognition technology to be 312 

unlawful. The judges gave a number of reasons including: 313 

• South Wales Police has common law powers to keep peace and prevent crime; 314 

• the technology was deployed in an open and transparent way; 315 

• the data were used for a limited time; 316 

• the technology was used to seek particular individuals (not the Claimant); 317 

• the processing was necessary for the legitimate interests of South Wales Police; 318 

• there was no evidence to suggest that the technology produced discriminatory results. 319 

 320 
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In her opinion document released in response [17], the ICO suggests that, despite the ruling, 321 

there is room for improvement in instances where the police are dealing with sensitive data of 322 

this kind. She goes on to raise an interesting point regarding proportionality: 323 

 324 

“… the blanket, opportunistic and indiscriminate processing, even for short periods, of biometric data 325 

belonging to thousands of individuals in order to identify a few minor suspects or persons of interest 326 

is much less likely to meet the high bar contemplated by the [Data Protection Act] 2018. In the 327 
Commissioner’s Opinion, this is particularly the case if the offences are low level and there may be 328 

other less privacy intrusive options available” (p.21). 329 

 330 

While it is recognised that the Data Protection Act 2018 caters for law enforcement purposes, 331 

the ICO proposes that identifying a small number of suspects at the expense of thousands of 332 

individuals’ data is not proportionate. This point of proportionality in the context of voice 333 

data is further developed below. 334 

 335 

The case was appealed and the Court of Appeal [19] overturned the decision arrived at by the 336 

court of first instance. The three judges were unanimous in their decision that the technology 337 

was used unlawfully by South Wales Police. In giving their reasons, the judges commented 338 

on the fact that the conditions of deployment were not clearly defined, and that the 339 

technology was not sufficiently tested to identify any inherent biases. The Court of Appeal 340 

judgement, no doubt, reflects society’s heightened awareness of data protection principles. 341 

 342 

 343 

3.4 The Biometrics and Forensics Ethics Group 344 

The Biometrics and Forensics Ethics Group (BFEG) is an independent group of experts, 345 

sponsored by the UK Home Office, that aims to advise on ethical issues related to biometric 346 

and forensic data, and associated technologies. To offer an example of their work, the BFEG 347 

set up a working group that is specifically looking into the use of live facial recognition 348 

technology, and they have held “evidence gathering days” to make progress in this area [20]. 349 

This is in an attempt to investigate all angles of the technology’s use and to consider the 350 

benefits and dangers of its use. Within their publications (such as [20], [21] and [22]), they 351 

echo much of the sentiment that is put forward by the other bodies that have already been 352 

covered in this section so far. BFEG highlight the need to respect the privacy of individuals 353 

and the need to be open and transparent about the use of data. One theme that emerges among 354 



 12 

BFEG’s publications, that is not so evident or explicit in the documentation published by the 355 

other bodies, is the objective, “to advance justice”. It is this theme that resonates with the 356 

longer-term objectives of the current paper - that is to advance practice in forensic speech 357 

analysis. 358 

 359 

3.5 The Public 360 

It is also crucial for the public to be taken into account when considering both sides of the 361 

current topic: data protection and improving forensic science. There have been some public 362 

attitudes studies that have aimed to capture public opinion on such matters.  363 

 364 

In [23], one hundred informants in New Zealand took part in a survey that questioned their 365 

knowledge and attitudes towards having a DNA database for forensic purposes. Generally 366 

speaking, the participants recognised the potential of such a database as a “crime-fighting 367 

tool”, but a large proportion of the participants still expressed concern about its use. In 368 

particular, 60% of the participants were concerned that DNA might be used for another 369 

purpose, and 59% were concerned about mistakes being made (e.g. false identifications).  370 

 371 

Another example of a public attitudes survey was initiated by the Ada Lovelace Institute who 372 

published findings of a survey distributed to over 4000 informants that targeted the use of 373 

live facial recognition technology [24]. The survey revealed public concerns for normalised 374 

use of surveillance technologies, but it also revealed that the majority of respondents 375 

supported the use of such technology for police criminal investigations as the public can 376 

generally see the security benefits. 377 

 378 

While these surveys may capture a snapshot of public attitudes towards the topic, they are not 379 

designed to capture the depth that is perhaps required for such a complex issue. The Ada 380 

Lovelace Institute recently adopted a more in-depth process for capturing public attitudes by 381 

establishing the Citizens’ Biometrics Council, which consisted of 50 members of the public. 382 

The Council participated in numerous workshops and consultations with experts, allowing 383 

the Council to meaningfully debate issues around biometric technologies, in particular. This 384 

comprehensive process led to a report that contains a set of resulting recommendations [25]. 385 

A key theme that transpires from the recommendations is the lack of current legislation and 386 

regulation with regards to biometric technologies. The Council calls for developments in this 387 

area (also, see Footnote 1). 388 
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 389 

A pair of recent rulings that are relevant to the present discussion around the public’s 390 

perspective are that of Gaughran v. Chief Constable of the Police Service of Northern Ireland 391 

[26] and Gaughran v. the United Kingdom [27]. The case involves Mr Gaughran who was 392 

arrested in October 2008 for drink driving. After a positive breath sample, his photograph 393 

was taken alongside a DNA sample and fingerprints. Mr Gaughran pleaded guilty and his 394 

conviction was spent in 2013. In 2015, Mr Gaughran challenged the indefinite retention of 395 

his personal data, on the basis that it was disproportionate and a breach of the right to private 396 

and family life. The Supreme Court found that the indefinite retention of his data was a 397 

breach of his right to privacy; however, the breach was held to be proportionate [26]. In 398 

contrast, the European Court of Human Rights (ECHR) ruled that the breach was 399 

disproportionate [27]. One of the reasons given by the ECHR was that the availability of new 400 

technology means that these data can be used for new, previously unforeseen purposes (e.g. 401 

the use of photographs in facial recognition software). The implications of data retention in 402 

2008 are not the same as the implications of data retention in 2020, therefore altering what 403 

might be considered to be proportionate through time.  404 

 405 

Against the backdrop of the Gaughran rulings, [28] share findings of a public attitudes 406 

survey that asked 201 people for their views on retaining DNA profiles of convicted 407 

individuals. Their overall conclusion suggests that people would be accepting of a 408 

“discriminatory” regime that draws a distinction between individuals who were convicted of 409 

serious offences and less serious offences. 83% of the respondents were supportive of long-410 

term retention of DNA profiles in cases where a serious offence had been committed, 411 

whereas 47% of the respondents supported long-term retention where a more minor offence 412 

had been committed. Likewise, the responses reported in [23] show similar support for a 413 

discriminatory approach, this time distinguishing between conviction and arrest. To 414 

exemplify, 89% of the participants were in favour of a DNA database for individuals 415 

convicted of a violent crime, while 44% of the participants supported the idea of a DNA 416 

database for individuals who are suspected of a crime. The type of discriminatory approach 417 

outlined in the Biometrics Commissioner’s Annual Report [15] appears to resonate with the 418 

trends emerging from these public attitudes surveys. 419 

 420 

 421 

 422 
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3.6 An Overview of Perspectives 423 

All of the perspectives and emerging themes addressed in Sections 3.1 – 3.4 are relevant to 424 

developing a way forward in the context of forensic voice data. Table 1 provides a summary 425 

overview: 426 

 427 

Table 1: Summary of the key points that have emerged from a review of the relevant bodies 428 

and documents. 429 

 430 

Relevant 

Body 

Priorities or focus Document(s) 

referred to 

Comments on relevant points in the 

document(s) 

Biometrics 

Commissioner 

DNA and fingerprints 

used by police forces 

Biometrics 

Commissioner 

Annual Report for 

2019 [15] 

• The adoption of a discriminatory 

approach to retaining DNA and 

fingerprint evidence on record. 

UK Forensic 

Regulator 

Research to 

continually improve 

practice and 

capability  

Forensic Science 

Regulator Protocol: 

Validation – Use of 

Casework Material, 

FSR-P-300 [4] 

• Presents practical guidance on how to 

legitimately store real forensic data. 

• The guidance is quite broad to allow 

for its application to many forensic 

disciplines. 

• Targets validation research only, which 

does not account for more exploratory 

research. 

Information 

Commissioner 

Oversees general data 

and information 

rights matters  

Published Opinion 

in response to the R 

(Bridges) v Chief 

Constable of South 

Wales Police ruling 

[17] 

• Proposes that the collecting and 

retaining of thousands of people’s data 

for the sake of identifying a small 

number of minor suspects is 

disproportionate. 

• Also draws attention to the ethics of 

opportunism in retaining data. 

Biometrics 

and Forensics 

Ethics Group 

Independent group of 

experts that aims to 

advise on ethical 

issues related to 

biometric and 

forensic data and 

associated 

technologies 

Biometrics and 

Forensics Ethics 

Group Annual 

Reports and their 

Ethical Principles 

Document [20, 21, 

22] 

• Echoes the points raised by other 

bodies regarding the challenges of 

weighing up the privacy rights of 

individuals against the benefits of 

public security in relation to retaining 

forensic and biometric data. 

• There is a stronger focus on the longer-

term benefit of “advancing justice” that 
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may be brought about by retaining 

forensic and biometric data.  

The public NA • The Citizen’s 

Biometrics 

Council Report 

[25] 

• Amankwaa and 

McCartney 

(2020) – 

reporting 

findings of a 

public attitudes 

survey [28] 

• Overall suggest that a discriminatory 

approach to forensic or biometric data 

would be largely acceptable to the 

public. 

• Many respondents believed that longer-

term retention of DNA profiles is 

acceptable when the individual has 

been convicted of a serious offence. 

 431 

 432 

4. The case of forensic voice data 433 

The key considerations in relation to data protection principles and forensic data that have 434 

emerged from Section 3 are: 435 

• the need to go beyond validation research to carry out more exploratory work   436 

• “opportunism” in data retention 437 

• the consideration of proportionality in forensic data retention 438 

• the implementation of a discriminatory approach to data retention 439 

 440 

This section takes the above considerations and points out the specific challenges and issues 441 

that arise when dealing with forensic voice data, starting with a consideration of whether 442 

voice is biometric data or not in Section 4.1. Section 4.2 puts forward a discriminatory 443 

approach to the storage and retention of voice data, as well as the issues involved. Section 4.3 444 

outlines practical steps that could be followed to make it more acceptable to use forensic 445 

voice recordings for research purposes. 446 

 447 

 448 

4.1 Voice as a biometric? 449 

Much of the relevant literature, documentation and guidance applies to “biometric” data. It is 450 

therefore important to consider whether voice falls within this data category or not. The 451 

definition of biometric data that is provided within the GDPR is as follows: 452 
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 453 

“personal data resulting from specific technical processing relating to the physical, physiological or 454 

behavioural characteristics of a natural person, which allow or confirm the unique identification of 455 
that natural person” (Article 4(14)). 456 

 457 

According to this definition, voice data does not strictly apply. While voice can provide 458 

useful information with regards to an individual’s identity, it cannot go so far as to “uniquely 459 

identify” an individual.  460 

 461 

[29] comprehensively discuss the possible ambiguity of “unique identification” in relation to 462 

voice data. A literal interpretation of this phrase assumes the highest “threshold of 463 

identification” (i.e. identifying an individual to the exclusion of all others). However, this 464 

would not be an appropriate reading in the context of voice. Forensic speech analysis does 465 

not achieve the same strength of evidence that can be achieved with, say, DNA analysis.  We 466 

therefore cannot comfortably place voice data in the biometric category. While this could 467 

easily be seen as a subtle distinction and a minor point, it is an extremely important one for 468 

the current discussion. An overestimation of the potential for voice to uniquely identify an 469 

individual could unnecessarily prevent the use of forensic voice recordings for valuable 470 

research. 471 

 472 

Having said this, it would be wrong to suggest that voice does not resonate with the definition 473 

of biometric data at all. There are still links between an individual’s voice and their identity. 474 

It is perhaps more appropriate to think about “biometrics” on a sliding scale, rather than to 475 

adopt a ‘black or white’ type of categorisation. In the Biometrics Commissioner’s 2019 476 

report [15], a distinction is drawn between the likes of DNA and footwear impressions. It is 477 

acknowledged that footwear impressions are not a biometric. Footwear impressions cannot 478 

“uniquely identify” an individual, and therefore a database of footwear impressions could not 479 

act as a database for “matching” in the same way as DNA does in the National DNA 480 

Database (NDNAD) database. In view of this, the law around the retention of footwear 481 

impressions is less specific, stipulating that ‘Impressions of footwear may be retained for as 482 

long as is necessary for purposes related to the prevention or detection of crime, the 483 

investigation of an offence or the conduct of a prosecution.’ (Part 1 Section 15 of [14]). That 484 

said, the fact that non-biometric data is included in Protection of Freedoms Act indicates that 485 

the concept of data minimisation (i.e. the fact that data should not be retained for longer than 486 
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necessary) is not only relevant to biometric data, but also non-biometric data, and indeed all 487 

data which falls in between, i.e. voice data.  488 

 489 

It is worth noting that “voice data” can encapsulate many different types of data. There are 490 

the actual voice samples themselves contained within audio recordings. However, voice data 491 

also include the voice representations generated by automatic speaker recognition systems, 492 

and the voice profiles arrived at by the human analyst (as represented in practitioners’ 493 

analysis notes). Similar data type distinctions are seen with respect to DNA, where there is 494 

the physical DNA sample, as well as the DNA profile. The distinction between DNA profiles 495 

and samples lies in DNA profiles consisting of strings of numbers and letters that can be 496 

meaningfully compared against other DNA profiles in order to make matches. DNA samples, 497 

on the other hand, contain biological and genetic material.  The Protection of Freedoms Act 498 

2012 differentiates between physical DNA samples and DNA profiles, with samples being 499 

deleted within six months of being taken4, while profiles are obtained and stored on the 500 

National DNA Database (NDNAD). The same sample-profile distinction cannot be made 501 

with regards to voice data, as the voice profiles do not even come close to DNA profiles with 502 

respect to their power to identify an individual. As this same distinction cannot be made, it 503 

would be disproportionate to adopt the DNA data retention framework to voice (neither 504 

profiles nor samples). Furthermore, any data protection framework that is put in place for 505 

voice needs to apply to voice samples as it is the voice samples that would enable the type of 506 

research that can lead to meaningful developments within forensic speech science. Given 507 

their very limited potential to identify an individual, voice profiles are less of a data 508 

protection concern.  509 

 510 

 511 

4.2 Proposing a discriminatory approach to retaining voice data 512 

The discussion in Section 4.1 leads to another theme that emerged from the Biometrics 513 

Commissioner’s report, and that is the use, by police forces, of a discriminatory approach to 514 

retaining biometric data. This theme also emerged from the public attitudes surveys and the 515 

Gaughran case discussed above. It links to the issue of proportionality, whereby it may be 516 

seen as unnecessary to retain data samples from individuals in instances of “more minor 517 

 
4 With the exception of the DNA sample forming part of evidence in court, under Criminal Procedure and 
Investigations Act 1996 [30].  
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cases”. A discriminatory approach is adopted for DNA and fingerprinting, and the decision 518 

around how long these data are retained depends on the nature of the offence and whether the 519 

person has been convicted. As the Gaughran case has revealed, achieving the “right” 520 

retention periods and guidelines for different case categories is not necessarily 521 

straightforward. The Biometrics and Forensics Ethics Group (BFEG) acknowledge that more 522 

work needs to be carried out on the topic of data retention periods [22]. 523 

 524 

In principle, it is possible to implement a discriminatory approach to retaining forensic voice 525 

data. It is feasible to destroy speech recordings after given durations, and to develop a data 526 

review system to assist with this. Indeed, there is Home Office guidance that puts forward 527 

retention periods of material seized for forensic examination [31]. However, because of the 528 

nature of speech material and the channels through which forensic speech analysis is carried 529 

out, this guidance becomes challenging to implement. The current arrangement for the 530 

provision of forensic voice analysis is that there is a reliance on private providers who get 531 

contracted work by the police. It is likely to be these providers that form research databases 532 

of forensic voice data. Unlike the police, private providers do not necessarily receive 533 

information in relation to the offence; nor do they routinely find out whether a person was 534 

convicted, acquitted or indeed charged. It is this information that would be required if we 535 

were to implement a discriminatory approach in this area. 536 

 537 

There is another key consideration to take into account in relation to voice data, which further 538 

complicates matters: so-called “secondary subjects”. This is a consideration that is raised 539 

among the BFEG’s Ethical Principles [21]. The BFEG provides the example that family 540 

members of the individuals whose data is retained may also be at risk or affected in some 541 

way. In the case of forensic voice data, there are two types of secondary subject data to 542 

account for. The first type relates to voice recordings of secondary subjects. The recordings 543 

that a forensic speech analyst receives regularly contain voices of multiple speakers (not just 544 

the speaker of interest), and it follows that these voices would require protection. This could 545 

simply be achieved by not retaining speech from secondary subjects. Or, if it were the case 546 

that the secondary subject’s speech had to be retained, it could be artificially disguised (using 547 

voice conversation technology, for example). The second type of secondary subject data is 548 

that the voice evidence itself might hold further information about other individuals beyond 549 

the primary person of interest. Police interview recordings, as well as recordings relating to 550 

an offence, can contain comprehensive information about an event or about other people. 551 
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That information might relate to personal information such as names, dates-of-birth and 552 

addresses which directly point to individuals. However, there is also indirect personal 553 

information in that seemingly neutral aspects of the spoken content can nevertheless point 554 

towards an individual (e.g. a party happening at a specific pub at a specific time). Certain 555 

listeners, with the necessary knowledge, may be able to guess whether an individual is being 556 

described.   557 

 558 

While we recognise the importance of protecting secondary subjects, the safeguarding need 559 

not be turned into an indomitable barrier. We should accept that we can never completely 560 

eliminate the risk that an individual is going to be traceable by the contextual information 561 

contained within a recording; it is about finding a pragmatic solution to minimise the risk. A 562 

feasible solution would be to form a set of anonymisation and redaction criteria. These 563 

criteria might state that factual information such as name, date-of-birth and address should 564 

generally be redacted. With respect to the indirect information, whether this needs to be 565 

redacted could be considered on a case-by-case basis.  566 

 567 

For a discriminatory approach to work in forensic speech science, we would need to develop 568 

a smooth communication channel between the police force and the provider to ensure that the 569 

relevant information is communicated between the two parties.  We would also need to 570 

develop redaction and anonymisation criteria. These measures would be included in a set of 571 

data protection policies. Having these measures in place could absorb some of the concern 572 

around the retention and use of these data, thereby making their use for research more 573 

acceptable. Section 4.3 below continues to outline the set of measures a provider could 574 

implement. 575 

 576 

 577 

4.3 Applying existing recommendations to voice data 578 

As explained in Section 3.2, the Forensic Science Regulator Validation Protocol [4] provides 579 

welcome practical guidance to allow for validation trials to be carried out on casework 580 

material. The Protocol provides a useful starting point to move us beyond validation research 581 

and facilitate more exploratory research activities. We have broken down the guidance into 582 

four main areas and elaborated on how we suggest each could be applied to forensic voice 583 

data: 584 

 585 
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1) Creating a trustworthy and responsible environment 586 

There are a number of components to creating a trustworthy and responsible 587 

environment: 588 

• Firstly, given that voice data is processed and analysed digitally, having robust 589 

cybersecurity measures in place is key. Following the recommendations of 590 

schemes like the government-backed Cyber Essentials5 package can meet 591 

required cybersecurity standards.  592 

• Secondly, having an appropriately qualified individual who is responsible and 593 

accountable for the data security of the organisation will also contribute to the 594 

right environment. As part of this role, the individual will oversee the 595 

implementation of anonymisation criteria. The sensitive and confidential 596 

information should not go beyond the responsible individual.  597 

• Finally, a commitment to transparency and openness will also be key to 598 

creating a trustworthy environment. This can be achieved by creating 599 

accessible research plans that clearly state the purpose(s) of the data retention. 600 

By specifying the research purposes, and sticking to them, only data that is 601 

needed for those purposes will be stored, thereby observing the principle of 602 

data minimisation. This simultaneously avoids the Information 603 

Commissioner’s concerns around “opportunistic” data collection and storage, 604 

which refers to more aimless and vague (but not necessarily bad) intentions 605 

for the data.  606 

 607 

2) Comprehensive documentation processes 608 

Details about how and when data is stored, used and destroyed should be documented. 609 

This information could be within an organisation’s data protection policy (which 610 

includes details about the IT security), in the data research plan, or in the 611 

organisation’s Standard Operating Procedures. 612 

 613 

3) Gaining permission 614 

An agreement should be reached between relevant parties. Ideally, a Data Sharing 615 

Policies agreement would be put in place that clearly outlines the specific uses and 616 

users of the data. The agreement would serve the purpose of both obtaining 617 

 
5 https://www.ncsc.gov.uk/cyberessentials/overview [accessed: 06/04/2021] 
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permission to use the data, as well as explaining the nature of the planned research 618 

activities. In some cases, there are existing agreements between the forensic services 619 

provider and an instructing police force, where it is stipulated that the data should 620 

only be used to fulfil the service (i.e. the forensic analysis). In these cases, it should 621 

be explored whether permission can be gained to use the data for another purpose, and 622 

the agreements amended accordingly. In instances where the forensic provider works 623 

with an academic institution, similar agreements should be put in place. 624 

 625 

 626 

4) Accreditation 627 

For the FSR Validation Protocol to apply to forensic providers, it stipulates that 628 

providers should be accredited. This hugely limits the number of forensic providers 629 

who could engage with validation activities, never mind more exploratory research 630 

activities (particularly in the “niche” forensic disciplines). In the UK, at least, it may 631 

well be the case that forensic providers are taking steps towards accreditation for 632 

certain aspects of their work, but this is still very much an ongoing effort. This does 633 

not mean that providers are not following responsible procedures and protocols. An 634 

absence of a ‘stamp of approval’ by way of official accreditation to ISO 17025/17020 635 

should not be taken to indicate that providers are not ensuring that their practices are 636 

to standard. There is also a cyclical aspect to this as it is part of the accreditation 637 

process for the provider to demonstrate active engagement with their field and to push 638 

for progress within it. It would therefore seem counterintuitive for an absence of 639 

accreditation to be a block on engaging with casework-relevant research, especially if 640 

a provider has appropriate practices and conditions that can aid the progress of the 641 

field. 642 

 643 

 644 

5. Discussion and Conclusion 645 

 646 

At the very least, this paper has opened up the conversation around data protection issues 647 

with a specific focus on forensic voice evidence. Themes that have been prominent in this 648 

navigation are: the definition of “biometric data”, proportionality, a discriminatory approach 649 

to data retention and practical solutions to using casework data for research.  650 

 651 
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While “validation research” has its place, there are great benefits to be drawn from carrying 652 

out more exploratory and innovative research. This could appear “opportunistic”. It is clear, 653 

however, that the intentions behind the present paper align with a direction encouraged by the 654 

UK Forensic Science Regulator, which is to continue research efforts in order to improve the 655 

quality of forensic science provisions. This will in turn “advance justice”. We propose that it 656 

is possible to carry out research that is more exploratory in nature while at the same time 657 

adhering to data protection principles. We have suggested practical solutions in this regard, 658 

such as creating the right environment for forensic voice data retention and developing clear 659 

data research plans. Taking public attitudes research and existing frameworks into account, it 660 

seems that a discriminatory approach to retaining forensic voice data is likely to be the most 661 

amenable. We are keen to continue discussions on what a discriminatory data retention 662 

approach could look like in forensic speech science.  663 

 664 

The purpose of the current work has been to carve out solutions to access forensic voice data 665 

for research activities, but making forensic voice data available would be of benefit 666 

elsewhere. Bringing real casework data into teaching and training contexts is an obvious 667 

application. Forensic speech science is now taught by a small number of higher education 668 

institutions at both undergraduate and postgraduate level. Graduates of these courses and 669 

modules have been recruited into forensic speech analysis roles for private providers and also 670 

in the public sector. It is highly desirable that students on these modules and courses are 671 

taught using real casework data in order to better-prepare them for potential discipline-672 

specific opportunities. There are additional factors to keep in mind when considering real 673 

casework recordings for this purpose (for example, it would involve exposing these data to a 674 

larger audience rather than keeping them within a very small research team). However, 675 

pursuing the integration of casework data into teaching would be in the interests of the field 676 

and those who benefit from the field. 677 

 678 

Finally, the current paper exists as a result of there not being a single port-of-call to ask for 679 

advice or find clear guidance in relation to using forensic voice data for research and 680 

development purposes. Ideally, there would be a single “go-to” authority that oversees the 681 

types of data matters discussed here and it is hoped that an authority will be identified or 682 

established in the near future. In the meantime, we are confident that a comprehensive 683 

demonstration of data protection measures and a clear move towards openness and 684 
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transparency could achieve a satisfactory balance between data protection principles and 685 

research developments. 686 

 687 

 688 

 689 
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