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Abstract Multimodal biometric systems provide a way to combat with the
limitations of a unimodal biometric system which include less accuracy and
user acceptability. In this context, a coding based approach called bit-transition
code, is proposed for addressing the less-explored problem of designing a
biometric-based authentication system by combining the iris and palmprint
modalities. The approach is based on the encoding of binary transitions of
symmetric and asymmetric parts of the Gabor filtered images at all pixel
locations. Score-level fusion is employed to integrate the individual iris and
palmprint performances. Experiments are carried out with three benchmark
iris/palmprint databases, namely IITD iris and palmprint databases and PolyU
palmprint database. The performance is measured in terms of receiver opera-
tor characteristics (ROC) curves and other metrics, like equal error rate (EER)
and area under ROC curves (AUC). A comprehensive comparison, with several
state-of-the-art approaches, is presented in order to validate the usefulness of
the proposed approach.

Keywords Multimodal biometrics · iris recognition · palmprint recognition ·
bit-transition code

1 Introduction

Traditional ways of person authentication include knowledge based (like PIN
and password) or token-based (like ID card and keys) approaches (Jain et
al. 2004). But, these approaches are more vulnerable to security attacks like
theft or password hacking (Lamiche et al. 2019). Therefore, a large interest
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has grown in biometric-based ways of authenticating an individual. The term
biometrics refers to a pattern recognition approach which utilizes the distinc-
tive features extracted from the physiological and/or behavioral attributes of
humans, to establish their identities (Jain et al. 2007). Among all traits, iris
and palmprint are two physiological traits which are known for their perma-
nence, uniqueness and high recognition accuracy (Bowyer et al. 2008; Kong et
al. 2009).

Biometric systems can be unimodal or multimodal depending upon whether
single modality or multiple modalities are employed (Joseph et al. 2020). The
unimodal biometric systems suffer from issues like spoof attacks, poor qual-
ity of samples, intra-class variations and user-acceptability (Modak and Jha
2019). These problems can be avoided to a large extent by combining informa-
tion from different modalities (Tistarelli and Schouten 2011; Singh et al. 2019).
Since, any biometric system should essentially have four basic modules (i.e.
data acquisition, ROI segmentation, feature extraction, matching and decision
modules), information fusion is possible at four different levels. Consequently,
the fusion is classified as sensor-level fusion, feature-level fusion, score-level fu-
sion and decision-level fusion (Saini and Sinha 2015; Lumini and Nanni 2017).

Sensor-level fusion contains the combination of raw data from different
sensors or from different samples acquired with the same sensor. Feature-level
fusion involves the combination of different set of features extracted from the
input image, before storing them in a template. This fusion is subject to com-
patibility between different set of features. Score-level fusion fuses the scores
obtained after application of different classifiers to same or different set of fea-
tures. The final decision is made on the basis of combined scores. Decision-level
fusion generally uses the match/non-match decision of different classifiers to
derive a final decision. Whereas, rank-level fusion uses output from different
biometric matchers to enhance the reliability of matching system. Among all
types of fusion, score-level fusion is the most preferred one (Ross and Jain
2003; Hanmandlu et al. 2011).

Numerous efforts have been made till date to combine multiple biomet-
ric traits. Brunelli and Falavigna (1995) integrated acoustic and visual fea-
tures to form a high-performance identification system. The speaker and face
recognition systems were combined using measurement level and hybrid level
integration. While, Hong and Jain (1998) combined the face and fingerprint
modalities through decision-level fusion. Ben-Yacoub et al. (1999) evaluated
different binary classifiers, like support vector machine (SVM) and multilayer
perceptron, to attain the fusion of face and speech data.

Hanmandlu et al. (2011) used triangular norms (t-norms) for accomplish-
ing score-level fusion of different modalities like palmprint, knuckle, hand-
geometry and hand veins. Barra et al. (2014) presented a unified representa-
tion of matching scores and corresponding reliability of individual ear, face
and iris traits. Barra et al. (2015) proposed fusion of electroencephalography
(EEG) and electrocardiography (ECG) to develop a biometric system. Ahmad
et al. (2016) employed non-stationary feature level fusion to combine face and



Multimodal Biometrics 3

palmprint modalities. Hezil and Boukrouche (2017) performed feature-level
fusion to combine the local features of ear and palmprint modalities.

However, there are very limited efforts from the research community to
combine the two modalities of interest here, namely iris and palmprint. Kumar
et al. (2010) proposed the use of adaptive combination strategies to find the
optimal fusion strategy. Sun et al. (2014) proposed a linear programming based
framework for ordinal feature selection of iris and palmprint. Wang et al. (2009)
employed IrisCode and BLPOC based matching for iris and palmprint images,
respectively, followed by score-level fusion through Gaussian mixture model.
Additional details about the related works are presented in Table 1.

The limited availability of literature on combining iris and palmprint traits
has prompted us to investigate the likelihood of their fusion. Moreover, the
established fact that improvement due to data fusion is more prominent if
the data being fused is more uncorrelated (Ross and Jain 2004), also plays
the role of a key motivation behind the present study. Other advantages of
exploiting iris and palmprint are that both these modalities offer high degrees
of uniqueness. They are also able to distinguish the identical twins. Even left
and right iris (or palmprint) of the same person are not alike. Moreover, both
these modalities are said to be stable throughout one’s life (Jain et al. 2004).
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Fig. 1 Overall block diagram of the multimodal biometric system

This paper targets on designing a biometric system by presenting an ef-
fective feature representation scheme capable of retrieving meaningful features
from both the iris and palmprint images. The overall block diagram for the con-
cerned multimodal biometric system is depicted in Figure 1. This figure depicts
the use of a single feature extraction scheme for both iris and palmprint. This
scheme exploits the complementary information of real and imaginary Gabor
responses by concatenating the zero-crossings of these responses into one vec-
tor. Thereafter, for each pixel location, a binary string is scanned across the
dimension of concatenation and all 0-1 and 1-0 transitions are counted and
stored in a matrix called bit-transition matrix. Elements of this matrix are
then encoded to form the bit-transition codes. After forming the correspond-
ing codes for both iris and palmprint databases, the matching is performed
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Table 1 Details about related work

S.No. Authors Dataset Fusion
strategy

Performance
metrics

Best
values

1 Brunelli and
Falavigna
(1995)

Self-
acquired
face and
voice
database

Hybrid
(rank+score
level)

Correct identifi-
cation rate

98%

2 Hong and
Jain (1998)

MSU Fin-
gerprint
and public
domain face
database

Decision
level

FRR
(@FAR=1%)

1.80%

3 Ben-Yacoub
et al. (?)

XM2VTS
Database
(images
and syn-
chronized
speech)

SVM,
Fisher’s
LDA, MLP

EER 0.6

4 Hanmandlu
et al. (2011)

IITD (Hand
Geometry)
PolyU
(Knuckle
and palm-
print)

Triangular
norms

GAR
(@FAR=0.01%)

100%

5 Barra et al.
(2014)

Notre
Dame Ear
database
AR-Faces
database
UBIRIS-v1

Complex fu-
sion

Recognition rate
(RR)
EER

1.00, 0.028

6 Barra et al.
(2015)

Self-
acquired
EEG
and ECG
database

K-means
clustering
followed by
grouping of
centroids

EER 2.94

7 Ahmad et
al. (2016)

ORL and
FERET
face
databases
PolyU
palmprint
database

Non-
stationary
feature
fusion

Recognition
accuracy

99.70%

8 Hezil and
Boukrouche
(2017)

IIT-Delhi-
2 Ear
database
IITD
touchless
palmprint
database

Canonical
correlation
analysis
(CCA)
and series
feature
fusion

Correct recogni-
tion rate

100%

9 Kumar et
al. (2010)

IITD Iris
PolyU
Palmprint
XM2VTS
Face and
speech
database
FVC 2004

Score and
decision
level fusion
(hybrid
PSO)

ROC and score-
distribution
curves

—

10 Wang et al.
(2009)

CASIA Iris
and PolyU
palmprint
database

Gaussian
Mixture
Model
(GMM)
with score
normaliza-
tion

EER 1.75%
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to obtain the genuine and imposter scores. Subsequently, score-level fusion is
employed to achieve improved performance metrics.

The organization of the paper is as follows. Section 2 provides the details
about ROI segmentation of iris and palmprint images. While, Section 3 details
the proposed feature extraction approach. Details of experimental setup and
results are presented in Section 4. Finally, the paper is concluded in Section
5.

2 ROI segmentation

Segmentation of region of interest (ROI) from the acquired image is one of the
vigorous components of any biometric system. It plays an important role in
extraction of more reliable features. The accuracy of the segmentation module
directly affects the overall system accuracy. In this work, the segmentation of
iris and palmprint is achieved through the methods given in Vyas et al. (2017)
and Zhang et al. (2003), respectively.

(a) IITD iris

(b) PolyU palmprint

(c) IITD palmprint

Fig. 2 Sample raw and segmented images from the employed databases

The segmentation of pupillary boundary (the boundary between iris and
pupil) is achieved by exploiting its property to be most dark and most con-
nected region of a standard eye image. Whilst, the limbic boundary (the bound-
ary between iris and sclera) is localized through formation of an adaptive
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mask, which is found to be less affected by the non-significant regions like eye-
lashes/eyelids. On the other hand, the segmented regions-of-interest (ROI’s)
for the palmprint modality are provided with the databases themselves. How-
ever, it is eminent that the palmprint region can be readily localized by spot-
ting the finger-valley points and extracting the region falling normal to the line
joining those valley points. The readers are directed to the aforementioned ref-
erences for more details on the segmentation procedures. The image samples
and corresponding ROI images are illustrated in Figure 2.

3 Proposed feature extraction approach

The proposed approach is based on the counting of bit transitions in a binary
string formed from the concatenated vectors of binarized real and imaginary
parts of Gabor filtered iris and palmprint images. Initially, the iris/palmprint
image is processed through Wiener filter and histogram equalization to high-
light the critical textural regions. The Wiener filter is employed to remove
the effects of noise (Zuo and Schmid 2010), like blur (majorly occurring due
to linear motion). Thereafter, HAAR decomposition is employed to restrain
the feature vector size and speed-up the computations (Tamrakar and Khanna
2015). Moreover, HAAR wavelet yields the approximation of image details in
prominent directions like horizontal, vertical and diagonal (Alonso-Fernandez
and Bigun 2016). The decomposed image is then filtered through 2D Gabor
filters, with varying spatial frequencies and orientations (chosen from Kong
et al. (2003)), in order to behold the textural properties of both the iris and
palmprint images. A set of experiments is performed to obtain the ideal set of
filter parameters. This rigorous experimentation leads to the empirical selec-
tion of Gabor parameters, such as the scale and frequency are chosen as 5.6180
and 0.0916, respectively. The number of orientations is fixed to five for both
the iris and palmprint images. Whereas, size of the Gabor filter is selected as
15 × 15 and 31 × 31 for iris and palmprint images, respectively. This variation
in filter sizes is adapted to cater with the micro and macro features of iris and
palmprint images, respectively, e.g. presence of small-scale texture regions in
iris and relatively large-scale palm lines in palmprint.

After filtering, the symmetric and anti-symmetric parts of the output im-
ages are binarized through zero-crossing operation and concatenated across the
third dimension of the matrix, as both these parts are said to pursue different
information (Kumar and Pang 2002). Thereafter, concatenation of binarized
real and imaginary Gabor responses is performed. It is because of this concate-
nation that the texture variations of iris image can be captivated by scanning
in the direction of concatenation. The binary string formed after this scanning
is used further in the encoding stage. The number of bit-transitions (i.e. ‘0’ to
‘1’ and ‘1’ to ‘0’ changes) in this binary string is used for corresponding tex-
ture representation resulting into a bit-transition matrix. Further, encoding of
bit-transition matrix is done in order to form the bit-transition code (BTC).
The proposed feature extraction process is illustrated in Algorithm 1.
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Algorithm 1 Proposed feature extraction (BTC)

Require: I : Iris/Palmprint ROI image
Ensure: btc : bit-transition code planes
1: Apply preprocessing steps to I.
2: Obtain the decomposed version of I into I1.
3: Design 2D Gabor filters as per following equation:

Gn(x, y, σ, f) =
1

√
2πσ2

exp

{
−
x2 + y2

σ2

}
× exp (2πif (x cos θ + y sin θ)) . where,

θ =
nπ

N
, 0 ≤ n ≤ N − 1, N being the total number of orientations, σ and f represent

scale and frequency, respectively, (x, y) ∈W , W being the filter’s window size.
4: for n = 0 to N − 1 do
5: Filter I1 with 2D Gabor filter through convolution operation: Ī1,n = I1 ∗Gn

6: Ī1,n,r = Re
(
Ī1,n

)
, Ī1,n,i = Im

(
Ī1,n

)
7: At each pixel (x, y), evaluate

Īnew
1,n,r (x, y) =

{
1, if Ī1,n,r (x, y) > 0
0, otherwise

Īnew
1,n,i (x, y) =

{
1, if Ī1,n,i (x, y) > 0
0, otherwise

8: Concatenation:
M(x, y, 2 ∗ n+ 1) = Īnew

1,n,r (x, y)

M(x, y, 2 ∗ n+ 2) = Īnew
1,n,i (x, y)

9: end for
10: for each pixel (x, y) do
11: for i = 1 to 2N do
12: s(i) = M (x, y, i)
13: end for
14: for j = 1 to 2N -1 do
15: temp(j) = s(j)− s(j + 1)
16: end for
17: S (x, y) = #(temp 6= 0) . where #(temp 6= 0) is the total count of temp which is

non-zero and S is the bit-transition matrix.
18: end for

19: for p = 1 to

⌈
2N + 1

2

⌉
do

20: btc (x, y, p) =

{
1, p ≤ S (x, y) < p+

N + 1

2
0, otherwise

21: end for
22: return btc

For more clear depiction of the proposed feature extraction process, Figure
3 shows the outcome images of each of the employed steps. The figure shows
two parallel frameworks, namely iris and palmprint, along with the prominent
step written on their left side. The preprocessing of ROI images is employed
to accomplish the embossing of prominent texture regions, in order to enhance
their likelihood of being captured. Subsequently, the preprocessed image is de-
composed. Interestingly, it can be observed from Figure 3 that decomposition
reduces the size of ROI image and accelerates the whole feature extraction
process, while retaining the crucial features at the same time. Afterwards, the
decomposed image is filtered through 2D Gabor filters, with varying orienta-
tions, so that wide-ranging texture residing in the iris/palmprint images can
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Original image
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Left: real responses

Right: imaginary responses

Binarized Gabor responses

Left: real responses

Right: imaginary responses

Bit-transition matrix

Bit-transition coding planes

Storage of feature templates
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Fig. 3 Pictorial demonstration of the proposed approach

be consisted in the final feature vector. Figure 3 shows the real and imaginary
parts of the Gabor filtered images for five different orientations.

Consequently, the filter responses are binarized using zero crossing. This
step reveals which part of the texture region is obtained under which orienta-
tion of the Gabor filter. The binarized real and imaginary responses are then
placed side-by-side and number of bit-transitions are counted at each spatial
location. This count value is then stored in a matrix, called bit-transition ma-
trix. Elements of this bit-transition matrix (denoted by ‘S’ in Algorithm 1)
can overtly take values between ‘0’ and ‘2N−1’, where ‘N ’ corresponds to the
number of orientations of employed Gabor filters. After this, the bit-transition
matrix is encoded into bit-planes as explained in Algorithm 1. Finally, the en-
coded bit-planes from iris and palmprint frameworks are stored in a template
database, as illustrated in Figure 3.
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3.1 Matching

In order to calculate the distance between the query and gallery image feature
vectors, matching has to be performed. Since the proposed feature extraction
approach generates binary features, the distance metric employed in this work
is the Hamming distance, defined as follows:

Dist(Q,G) =

X∑
x=1

Y∑
y=1

P∑
p=1

btcQ(x, y, p) ⊕ btcG(x, y, p)

X × Y × P
(1)

where, X, Y are the dimensions of the feature vectors, P represents the number
of bit-planes in btc and ⊕ indicates the ‘XOR’ operation between pth bit-planes
of the feature vectors. btcQ and btcG represent the extracted feature vectors
for the query and gallery sample, respectively.

3.2 Score-level fusion

Among all the fusion stages, score-level fusion is the most preferred one. Rea-
sons behind the popularity of score-level fusion are ease in the calculation of
scores and presence of adequate distinctive information in the scores (He et al.
2010). Moreover, scores can be fused without any knowledge of the foregoing
feature extraction and matching algorithms. Different scores for M different
modalities i.e. S1, S2, . . . , SM can be combined to get one score vector S using
a function F as follows:

S = F (S1, S2, . . . , SM ) (2)

In this study, the function F is selected as per the product rule of fusion,
as this rule is empirically proven to be outperforming other popular rules
of fusion, namely minimum, maximum and Sum rules. Mathematically, the
product rule of fusion can be illustrated as follows:

S =

M∏
i=1

Si (3)

4 Experimental setup and results

4.1 Databases

The fusion of iris and palmprint modalities is tested on two multimodal datab-
ases, namely Multimodal Database-1 (MMDB1) and Multimodal Database-2
(MMDB2), prepared by merging three popular publicly available databases:
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IIT Delhi iris database1, PolyU palmprint database2 and IIT Delhi Touch-
less Palmprint Database (Version 1.0)3 database. Hence, the databases are
chimeric (Nigam and Gupta 2015) and follow the property of no correlation
between the chosen modalities. Notably, the databases are chimeric in the
sense that samples of individual iris and palmprint traits are taken from three
different datasets (Barra et al. 2014). The IITD iris database contains 2240
images from 224 different subjects i.e. 5 images from the left eye and 5 from
the right eye. The PolyU II version palmprint database is acquired from 386
different palms in two separate sessions, capturing around 10 images per palm
in each session. The IITD palmprint database was acquired using a touchless
imaging setup from 235 volunteers at IIT Delhi.

The first multimodal database used in this work, termed as MMDB1, is
formed by merging 500 images each from IITD iris and PolyU palmprint
databases, at a rate of 5 images per iris/palm. Whereas, the second database,
MMDB2, is created by merging 500 images each from IITD iris and palmprint
databases. Now, both multimodal databases are said to have 1000 images
from 100 iris and palms. During matching phase, each iris/palm image of one
database is matched against all other iris/palm images in that database. Con-
sequently, 100 × 5C2 (= 1000) genuine and 100C2 × 52 (= 123750) imposter
scores are generated. All the generated scores are indeed distance scores which
means their lower values exhibit better match among the samples. In addition
to that, the scores for iris and palmprint modalities fall in the same range of
[0,1], hence excluding the need of any type of score normalization. The scores
from iris and palmprint modalities are then fused to obtain combined perfor-
mance of the multimodal system. The performance is evaluated in terms of
different metrics like false acceptance rate (FAR), false rejection rate (FRR),
genuine acceptance rate (GAR), equal error rate (EER) and area under re-
ceiver operator characteristics (ROC) curves. The ROC curves for different
modalities using different feature extraction schemes are then plotted to ob-
serve the trade-off between the threshold and the FAR/FRR values.

The superiority of the proposed approaches is established through its com-
parison with several benchmark approaches. In order to make this compari-
son more suggestive, only those state-of-the-art approaches are selected which
yield reasonable accuracies for both iris and palmprint. Subsequently, the
proposed approach is compared with following benchmark approaches, band-
limited phase only correlation (BLPOC) (Koichi et al. 2006; Miyazawa et al.
2008), XorSum Code (Tamrakar and Khanna 2015; Vyas et al. 2016), Zernike
moments (ZM) (Badrinath et al. 2011; Tan and Kumar 2014), difference of
variance (DoV) (Vyas et al. 2019), Log-Gabor filter (Masek 2003) and Har-
alick features (Subban et al. 2018, Latha and Prasad 2015). All the feature

1 available at http://www4.comp.polyu.edu.hk/∼csajaykr/IITD/Database Iris.htm, last
accessed on September 22, 2020

2 available at http://www4.comp.polyu.edu.hk/∼biometrics/, last accessed on September
22, 2020

3 available at http://www4.comp.polyu.edu.hk/∼csajaykr/IITD/Database Palm.htm,
last accessed on September 22, 2020

http://www4.comp.polyu.edu.hk/~csajaykr/IITD/Database_Iris.htm
http://www4.comp.polyu.edu.hk/~biometrics/
http://www4.comp.polyu.edu.hk/~csajaykr/IITD/Database_Palm.htm
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descriptors employed in this paper are implemented on the same experimental
setup as that of the proposed approach. It is worth mentioning that matching
of Haralick features is accomplished through chi-square distance measure. Fur-
thermore, implementation of BLPOC, XorSum and DoV approaches is com-
pleted with the parameters reported in their respective references. Whereas,
in implementation of ZM, the order and repetition number of Zernike moment
is taken as one. The detailed discussion about the results achieved in the pro-
posed approach as well as in the aforementioned approaches is given in the
following subsection.

4.2 Results and discussion

The performance metrics for the proposed approach as well as for the state-of-
the-art approaches are presented in Tables 2 and 3. Table 2 provides the EER
and AUC values for individual iris and palmprint modalities. While, Table 3
corresponds to the metrics of the considered multimodal databases. It can be
noticed from Table 2 that the proposed approach generates considerable met-
rics (EER and AUC) for both iris and palmprint modalities individually. This
table clearly validates the fact that the proposed approach is equally effective
in representing the iris and palmprint images. For instance, EER and AUC
of the proposed approach for IITD iris database is 1.60% and 99.67%, respec-
tively, which surpass their counterpart values produced with other state-of-
the-art approaches. On the other hand, performance of the proposed approach
for PolyU and IITD palmprint databases are comparable to the state-of-the-
art approaches. In fact, for PolyU palmprint, the proposed approach yields
second best EER after XorSum. Notably, the individual performances of all
the approaches for IITD palmprint images are relatively poor, which can be
regarded as the impact of large intra-class variations in the images of this
database owing to its touchless acquisition setup.

Table 2 Performance metrics (%) for unimodal scenario

Modality Iris Palmprint (PolyU) Palmprint (IITD)

Approach EER AUC EER AUC EER AUC

BLPOC 3.82 98.23 8.45 95.98 22.72 86.58

XorSum 2.22 99.56 7.76 97.50 19.22 88.33

ZM 4.20 99.11 9.08 96.09 16.07 90.45

DoV 4.88 98.84 8.21 96.72 10.52 95.69

Log-Gabor 1.98 99.49 9.47 95.30 19.15 87.52

Haralick 13.76 93.93 14.54 92.43 27.12 80.20

Proposed 1.60 99.67 8.01 96.36 19.24 87.48
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Table 3 Performance metrics (%) for multimodal scenario

Modality MMDB1 MMDB2

Approach EER AUC EER AUC

BLPOC 3.10 97.02 6.50 93.54

XorSum 0.67 99.93 2.18 99.42

ZM 1.23 99.86 1.92 99.73

DoV 1.67 99.73 1.53 99.84

Log-Gabor 0.80 99.91 2.92 99.32

Haralick 6.47 98.50 11.68 95.37

Proposed 0.42 99.92 0.81 99.75
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Fig. 4 Comparative ROC curves for (top) MMDB1, (bottom) MMDB2

Considering the performance for multimodal databases (Table 3), it can be
firmly stated that the proposed approach is generating promising results, out-
performing every other benchmark approach. EER and AUC of the proposed
approach for MMDB1 database are obtained as 0.42% and 99.92%, respec-
tively. These values are apparently in line with the rich textural details being
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Fig. 5 Comparative line charts; (left) EER comparison, (right) AUC comparison

captured by the proposed feature descriptor. Additionally, the comparative
ROC curves shown in Figure 4 (top) explains the outperforming nature of the
proposed descriptor. More importantly, the ROC curve of the proposed ap-
proach is covering a larger area, owing to its adequate feature representation.
In a similar fashion, the proposed descriptor yields EER and AUC of 0.81%
and 99.75%, respectively, for the MMDB2 database. Since MMDB2 comprises
of palmprint images from IITD palmprint database, it offers huge challenge in
terms of mitigating the effect of vast intra-class variations. Still, the proposed
descriptor is producing interesting results e.g. 0.81% EER having approxi-
mately 47% improvement over the second best approach. Besides, ROC of the
proposed descriptor for MMDB2 database is clearly depicting its remarkable
performance (kindly refer to Figure 4(bottom)).

In addition to the above, Figure 5 is plotted to show clear comparison
between EER (Figure 5(left)) and AUC (Figure 5(right)) values of all the
concerned approaches, in the form of line charts. These line charts give a better
view to the reader for deducing the exceptional performance of the proposed
descriptor for both chimeric multimodal databases considered in this work.
Moreover, the genuine acceptance rate (GAR) of the concerned multimodal
biometric system at low FAR of, say 0.5%, is recorded as 99.6% and 99%,
respectively, for MMDB1 and MMDB2.

5 Conclusion

In this paper, combination of iris and palmprint biometric modalities is ex-
plored. An efficient approach, called bit-transition code, is proposed for the
scenario of multimodal biometric system. The approach starts with filtering
of the input images with Gabor filter yielding complex responses. Thereafter,
real and imaginary parts of the complex responses are binarized through zero-
crossing and concatenated alongside. This task continues for all employed ori-
entations of the Gabor filter. Thereafter, a binary string is formed by scanning
the concatenated vector along the dimension of concatenation and number of
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bit-transitions in that binary string are encoded to form the bit-transition
codes. Investigation of different performance metrics and an exhaustive com-
parison confirm that the proposed approach performs at par for concerned
multimodal biometric framework, with EER as low as 0.4-0.8 % and AUC as
high as 99.7-99.9 %.
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