
IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 38, NO. 5, MAY 2017 

 
 

Abstract—In this paper, an improved model for the 
beam-wave interaction of sheet beam in traveling wave 
tubes (TWTs) considering ohmic losses and reflections is 
presented. The ohmic losses are obtained by field analysis 
and equivalent method. The space charge magnetic field is 
derived from the active Helmholtz’s equation. An algorithm 
to obtain the S-matrix by the equivalent circuit method is 
presented. The relativistic Boris method is applied to 
accelerate macroparticles. The exchanged power is 
computed by the work the electromagnetic field applied to 
the macroparticles. The theoretical model is applied for 
validation to a G-band staggered double vane TWT and 
validated by comparison with CST Particle Studio and 
simulations without losses and reflections. The 
convergence of this algorithm is also discussed. The 
simulation time of the model is substantial faster than 3D 

Particle-in-cell (PIC) simulations. 

 
Index Terms—beam-wave interaction, losses, reflections, 

sheet beam TWT 

I. INTRODUCTION 

HMIC losses and reflections of slow wave structures 

(SWSs) are important parameters for a reliable and 

accurate simulation of TWTs. This is particularly important at 

millimeter wave (30 – 300 GHz) and Terahertz (THz, 300 

GHz – 1000 GHz) frequencies due to the small dimensions 

that affects the fabrication accuracy and the decreasing skin 

depth that requires high quality surface roughness to keep 

losses low. 

The 3D fast time-domain nonlinear algorithm (FTDNA-3D) 

presented in [1] is a PIC-method-based approach for 
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beam-wave interaction in the sheet beam SWSs. Using the 

specific electromagnetic properties in the sheet beam SWSs, 

this algorithm significantly simplifies the simulation compared 

with the traditional 3D electromagnetic simulation method 

based on finite difference time domain (FDTD) method. It 

substantially reduces the simulation time but limited 

simulation accuracy. 

The FTDNA-3D algorithm needs further improvement to 

provide accurate and useful results as it is under the 

hypothesis of perfect electric conductor (PEC). However, 

losses affect the TWT performances and should be included in 

the model. To introduce the losses, the magnetic field in the 

SWS must be derived. Secondly, the FTDNA-3D does not 

model well the reflections of the SWS, another important 

parameter for the accurate modeling of the TWT performances. 

A theory for introducing the reflections in FTDNA-3D has to 

be found. 

This paper proposes a time domain self-consistence solution 

to improve FTDNA-3D algorithm for simulating the 

beam-wave interaction including the effect of ohmic losses 

and reflections of SWSs. Compared with [1], the two models 

share almost identical method for electric field computation, 

while the new model considers the losses and reflections. The 

models of magnetic field, losses and reflections are presented 

in this paper originally. As a verification example, a staggered 

double vane waveguide is considered [2-4]. Methods for 

calculation of the electromagnetic fields, particle behavior and 

energy exchange are also presented. 

In Section II and III, the method for the derivation of the 

losses and reflections will be presented. In Section IV, the 

equations of particle movement and energy exchange are 

presented. In section V, the flow chart of this algorithm is 

discussed. In Section VI, the comparison of the simulations of 

a G-band staggered double vane TWT by CST particle studio, 

the proposed method and simulation without losses and 

reflections is presented. The convergences, simulation time 

and some other discussions are also presented. The 

conclusions are drawn in Section VII. 

II. LOSSES 

The metal walls of a SWS cannot be considered made of 

perfect conductor due to the not perfect surface finishing that 

reduces the conductivity. This increases the ohmic losses that 

affects the electrical behavior of the SWS. The metal losses 

occur both inside and outside the beam channel. 
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The metal losses inside the beam channel are computed by 

the magnetic field directly. The magnetic field in the beam 

channel has to be computed as the superposition of circuit and 

space charge magnetic field, established by the surface current 

on the conductor walls and the electron beam in the beam 

channel, respectively. The metal losses outside the beam 

channel could be related with the power propagating in the 

SWS by equivalent circuit method. 

 

A. Inside the Beam Channel 

The beam channel and the coordinate system are shown in 

Fig.1. The x-component of circuit electric field is assumed as 

zero [5-6]. The mode of wave is assumed as TE10 mode. 

At first, we consider the circuit field of the SWS. As we 

know, the Pierce impedance of nth harmonic is [7] 
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where Eczn is the amplitude of z-component of nth harmonic of 

circuit electric field, βn is the phase constant of nth harmonic 

and P is the power. 

In case of losses, the z-component of circuit electric field is 
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where γn is the complex propagation constant of nth spatial 

harmonic. The factor ejωt is omitted for simplicity despite the 

field is assumed as time harmonic. 

The relation between x-component of circuit magnetic field 

and z-component of circuit electric field is [5] 

 2

cx
cz

Hj
E

h y
 ( 3 ) 

where ω is the angular frequency, μ is the permeability, and h 

is a constant related to the mode of the propagating wave. 
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where c is the light velocity in free space, and w is the width 

of sheet beam channel. 

From (2) and (3), we obtain 
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According to the relations between the Hcx and components 

of the electromagnetic wave shown in the (A1) - (A3) in 

appendix, we have 
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Secondly, we consider the space charge field in SWS.  

As shown in appendix, substituting (A6) to (A4), we obtain 
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Solving the Maxwell equations under time harmonic 

conditions shown in appendix (A9), we obtain the transversal 

components of space charge electric and magnetic field. 
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Superposing the circuit and space charge magnetic field, we 

obtain the magnetic field in the beam channel. Then, we have 

the expression of the metal losses for unit length as: 
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where Ht is the tangential magnetic field, and Rs is the surface 

resistance inside the beam channel. Under smooth surface 

assumption, we have  
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Where σ is the conductivity of the beam channel. 

B. Outside the Beam Channel 

The metal losses outside the beam channel always depend 

on the shape and dimensions of the SWS. In the following, we 

will consider a staggered double vane SWS for method 

validation. Its basic unit cell could be regarded as a T-type 

junction of two rectangular waveguides, and one of them is cut 

off by a metal plane, as seen in Fig.2(a). For the lossy case, the 

metal plane is modeled with an impedance. The equivalent 

circuit of the lossy case of one basic unit cell of staggered 

double vane SWS results as in Fig.2(b) [8]. 

The impedance ZL in Fig.2(b) is due to the metal losses 

outside the beam channel. Its value is the surface impedance 

of the metal. The value of Ba – Bd could be found in appendix 

(A10). 

Analyzing the circuit in Fig.2(b), the relation between the 

power losses in ZL (PL) and propagated in beam channel (Pi) is 

 
Fig. 1.  Schematic of beam channel, sheet electron beam in the emitting 
surface, and coordinate system. 
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where Y0 is the port admittance, and 
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where b is the height of beam channel, and η is the intrinsic 

impedance in vacuum. 

III. REFLECTIONS 

Reflections cannot be avoided in a SWS due to inaccuracy 

of fabrication, discontinuities and not perfect matching of the 

couplers. They could significantly affect the output power. 

We can calculate the S-matrix of the staggered double vane 

SWS by the equivalent circuit method as shown in Fig.3. The 

SWS is regarded as a cascaded networks of transmission lines 

(for the continuous part) and admittances (for the 

discontinuous part). The boundaries of both ends are assumed 

as periodic boundary. The value of BB and BD in Fig.3 can be 

obtained as in [8]. 

 

 
The transmission matrices of transmission line and 

admittances are shown as follow. 
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The transmission matrix of one period of staggered double 

vane SWS is 

 [T] [A][B][C][D][E][E][D][C][B][A]  ( 20 ) 

The S-matrix of single period could be obtained from the 

transmission matrix in (19). In order to obtain the S-matrix of 

several periods, the relationship between the S-matrices 

elements of network (S) and its subnetwork (U) is given as 

follow. 
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IV. PARTICLE MOVEMENT AND ENERGY EXCHANGE 

The accurate modelling of the particle movement is a 

fundamental component of PIC methods. The electrons are 

modelled by macroparticles to keep the simulation domain 

limited. The electromagnetic field derived in the previous 

section is used to accelerate the macroparticles. Based on the 

movement of macroparticles, the energy exchanged between 

particles and electric field could be obtained. In this section, 

the Boris method [9-11] considering relativistic effect [12] is 

used to describe the particle movement, and the property of 

conservative field is used to calculate the energy exchanged 

between particles and field.  

In order to avoid the error caused by relativistic effect, and 

include high-voltage cases, we define that 
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where u is normalized velocity of particles, v is real velocity 

of particles, γ is the Lorentz factor and k is the time step 

number. 

The relativistic Lorentz’s difference equation is 
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where η is the charge-to-mass ratio of electron, △t is the time 

step length, Ek and Hk are electric and magnetic field at time 

step k, respectively. 

By the well-known relativistic Boris method, we can obtain 

the velocity of macroparticles at time step k+1/2 from the 

velocity of time step k-1/2. And the displacement of time step 

k is 
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The work the electric field applied to the macroparticles 

will be converted to the energy of macroparticles. Thus, the 

exchanged power at time step k is 
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This exchanged power is used to obtain the power in the 

SWS at time step k+1, which is used to compute the field at 

time step k+1. 

V. ALGORITHM FLOW 

The input parameters are input power Pi, frequency of wave 

f, beam current I, beam voltage U, charge and current density 

of beam ρ and J, conductivity of the conductor with limited 

 
Fig. 3.  Schematic of equivalent circuit model (half period) of 
staggered double vane SWS. 

 
Fig.2.  (a) Schematic of T-type junction of two rectangular 
waveguides; (b) the equivalent circuit of staggered double vane SWS 
[8]. 
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conductivity σ, the preset simulation time t and the dimensions 

of the SWS. The Pierce impedance kc, phase constant βn could 

be calculated based on the dimensions of SWS. 

The second step is the calculation of the electric and 

magnetic fields. With the value of power P, phase constant βn, 

and Pierce impedance kc, using (2) and (8), the circuit electric 

field will be obtained. The space charge electric field is 

obtained from the current density and charge density of beam 

ρ and J, using (9), (13) and (14). Superposing the circuit and 

the space charge electric fields, we will get the electric field in 

the SWS at time step k, marked as Ek*. Then, by using (5), (6) 

and (7), the circuit magnetic field is obtained. The space 

charge magnetic field is derived from (10), (11) and (12). 

Superposing the circuit and space charge magnetic field, we 

will get the magnetic field established in the SWS at time step 

k, marked as Hk*. 

Then, with the data of electric and magnetic field obtained 

in the last step, losses and reflections can be calculated. With 

the conductivity σ, the losses are computed by superposing (15) 

and (17) together. As for the reflections, we could get the 

S-matrix of the SWS by using (20) – (23). With the losses and 

reflections, the electric and magnetic field is provided in the 

SWS at time step k are obtained, which are marked as Ek and 

Hk, respectively. 

Finally, the movement of particles and the power exchanged 

between beam and wave are calculated with the data of the 

computed electromagnetic field. The new velocity at time step 

k+1/2 marked as vk+1/2 and the displacement in time step k 

marked as sk are obtained from the previous velocity at time 

step k-1/2 marked as vk-1/2 and the electric and magnetic field 

at time step k, Ek and Hk, by Boris method. With the 

displacement sk and the electric field Ek, we obtain the 

exchanged power between beam and wave at time step k, 

marked as △Pk, by using (27). 

The new power value will be used to update the field. This 

process is repeat for the circuit until the end of the preset 

simulation time t. 

VI. SIMULATION RESULTS AND DISCUSSIONS 

To verify the proposed theory and algorithm, a single 

section G-band 0.205 THz staggered double vane TWT with 

40 periods [2-4] is simulated by both this method and CST 

particle studio. The convergence of this algorithm is presented. 

The simulation times for the different methods are discussed. 

 

A. Model for Validations 

A schematic of a section of the staggered double vane SWS 

with coordinate system is shown in Fig.4. The width and 

height of beam channel are 0.8 mm and 0.15 mm, respectively. 

The length of one period is 0.54 mm. The depth and width of 

grating are 0.28 mm and 0.18 mm, respectively. Oxygen-free 

copper is used as the conductor of this TWT, assuming a 

reduced conductivity σ = 2x107 S/m. The G-band TWT 

operates at 25 kV beam voltage with 80 mA beam current. The 

input power is 50 mW. The coupling impedance values of the 

first quadrant of the beam tunnel section of the G-band SWS 

in Fig.4 computed by HFSS are shown in table I. The 

dimensional parameters of validation model are shown in table 

II. 

B. Simulation Results 

The macroparticles are emitted as a 13×6 array. The 

reflections caused by the discontinuities in the SWS are 

considered in the discussed example. The metal losses are not 

considered in simulation of S-matrix to avoid double counting, 

being included in calculation of losses in Sec. II. 

 

 
The comparison of S-parameters computed by the theory 

presented in Sec. III and by CST microwave studio is shown 

in Fig.5. Due to the structure symmetry, the curves of S11 and 

S21 are presented. The S21 curves computed by the two 

methods are almost coincident above 0.21 THz while the 

difference is less than 0.2 dB in the range of 0.19 – 0.21 THz. 

A good agreement is shown for the S11 curves. A 2-GHz 

frequency offset is presented with difference between the two 

peak values around 6 dB. In general, the S-parameters 

simulations show good agreement over the full frequency 

range. 

Fig.6 shows the power flow along the z-axis at 0.205 THz 

computed by this method. The output power is 0.702 W (28.46 

dBm), the gain is 11.47 dB. 

TABLE II 
DIMENSIONAL PARAMETERS OF A G-BAND STAGGERED DOUBLE VANE 

SWS (UNIT: MM) 

Parameter Value 

Width of Beam Channel 0.8 

Length of Period 0.54 

Depth of Vane 0.28 

Length of Vane 0.18 

Height of Beam Channel 0.15 

 

TABLE I 
COUPLING IMPEDANCE VALUE OF THE G-BAND STAGGERED DOUBLE VANE 

SWS COMPUTED FOR THE FIRST QUADRANT (UNIT: Ω) 

        

y/mm 
x/mm 

0 0.015 0.03 0.045 0.06 

0 4.3002 4.5277 4.9828 5.6653 6.5754 

0.04 4.0910 4.3075 4.7404 5.3898 6.2556 

0.08 3.6932 3.8886 4.2794 4.8656 5.6472 

0.12 3.1456 3.3120 3.6449 4.1442 4.8099 

0.16 2.5018 2.6342 2.8990 3.2961 3.8256 

0.2 1.8250 1.9215 2.1147 2.4043 2.7906 

0.24 1.1812 1.2437 1.3687 1.5562 1.8062 

0.28 0.6337 0.6672 0.7342 0.8348 0.9689 

0.32 0.2358 0.2483 0.2732 0.3107 0.3606 

0.36 0.0266 0.0280 0.0309 0.0351 0.0407 

 

 
Fig.4.  Schematic of G-band staggered double vane TWT with 
coordinate system [2].  
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Fig.7 shows the phase space diagram. The abscissa is the 

z-axial length of SWS, and the ordinate is the energy of each 

macroparticle. As we can see, consistent with the beam 

operation voltage, the energy of all macroparticles is 25 keV at 

the beginning, while a good portion of macroparticles loss 

energy at the end of SWS, which results in the amplification of 

the electromagnetic wave. 

Fig.8 shows the shape of the electron beam. The color 

represents the energy of macroparticles. To note that the beam 

after travelling uniform, after 10 mm, diverges due to the 

space charge force. 

 

Fig. 5.  The comparison of S-parameters between theory and CST. 

 
Fig. 6.  The power flow along the z-axis. 

 
Fig.7.  Phase space diagram. 

 
Fig.8.  The shape of electron beam. 

 

 

C. The Convergence 

As shown in Section II, the electric and magnetic field are 

calculated by the superposition of spatial harmonics. 

Theoretically, this is an infinite series. In practice, however, 

only the first several spatial harmonics can be considered. 

The more spatial harmonics are superimposed, the more 

accurate the results are. The calculation of too many spatial 

harmonics, however, increased the simulation time 

substantially. If the series of spatial harmonics is not 

convergent, no valid result will be obtained. Hence, it is 

important to study the convergence of the algorithm for its 

validation. 

To study the convergence, the model described in Part A is 

used. The simulation results of output power versus frequency 

with N from 1 to 5 are studied, where N is the upper bound of 

summation over spatial harmonics in the superposition of 

electric and magnetic field described in Section II. The 

number of considered spatial harmonics are increasing with N. 

Assuming N = 1, only the 0th spatial harmonic is considered. 

In case of N = 5, 0th, ±1st and ±2nd spatial harmonics are 

considered. 

The simulation results at sample frequency values in the 

 
Fig. 10.  Output power versus frequency, compared with the CST 
particle studio, the simulation without losses and reflections and the 
situation with losses but not reflections. 

 

 
Fig. 9.  The convergence characteristic of the algorithm. 
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band are shown in Fig.9. The axis of ordinates is the absolute 

value of the difference of two simulation results of output 

power with the upper bound N and N+1 over spatial harmonics, 

and the axis of abscissa is the upper bound number over 

spatial harmonic. As we can see, the results converge rapidly 

when N ≥ 2. The absolute value of the difference between two 

results is always no more than 0.05 dBm, which shows an 

excellent convergence. 

Finally, the algorithm presented in this paper is convergent 

for the spatial harmonics, and reliable and stable for a given N. 

In this paper, we choose N = 4. 

D. Comparisons and Discussions 

The same staggered double vane TWT has been simulated 

by the CST particle studio to be compared with this method 

over the 0.195 – 0.245 THz band. For estimating the influence 

of the losses and reflections, this structure is also simulated in 

two other cases. The first case does not include losses and 

reflections, the second one, includes losses but not reflections. 

The output power versus frequency is shown in Fig.10. The 

comparison of the presented method with the CST particle 

studio shows very good agreement. 

 

To note the output power with losses and reflections at 

0.195 THz is less than in the case without them. Due to the 

TWT is oversaturated at this frequency, the bunches of 

electron beam will enter into deceleration phase before they 

leave the SWS. A stronger electromagnetic field will let the 

bunches of electron beam to enter into the deceleration phase 

earlier. In other words, the stronger electrical field is, the more 

oversaturated TWT. Without losses and reflections, the field is 

much stronger as expected. Thus, the blue curve is lower than 

red curve at 0.195 THz in Fig.10. 

Table III shows the comparison of the approximate 

simulation time for the same structure at 0.195 THz among the 

algorithm presented in this paper, the FTDNA-3D and CST 

particle studio, including setting time and run time. The 

computation time is for a computer with Intel Core i7-4790 

CPU without GPU. The setting time for the algorithm in this 

paper and FTDNA-3D are including the time we spend to get 

the input parameters, such as Pierce impedance and phase 

constant. The setting time for the CST particle studio includes 

the time to implement the model and the simulation 

parameters. 

VII. CONCLUSIONS 

An improved FTDNA-3D model including ohmic losses 

and reflections of an electromagnetic field propagating in 

sheet beam TWT is presented. The very good accuracy and the 

fast simulation time of the new model has been demonstrated 

by comparison with a 3D electromagnetic simulator. The 

validity of this theory has been verified by applying this 

method to a G-band staggered double vane SWS with a sheet 

beam. The results demonstrated good accuracies and 

convergence. The model is specifically useful for the 

simulation of SWSs for millimeter waves TWT where 3D PIC 

simulators need long simulation time. The Pierce impedances 

used in this paper is simulated by HFSS. 

APPENDIX 

The relations between the x-component of circuit magnetic 

field and the y-component, the z-component circuit magnetic 

field and the y-component circuit electric field [5] are 

respectively: 
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The active Helmholtz equations are described in (A4). 
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where J is the current density of bunched electron beam, ρ is 

the charge density, k is the wave number in the free space and 
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The electromagnetic field in a periodic structure obeys the 

Floquet theorem. In case of losses, the z-components of the 

space charge electric and magnetic field are: 
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where the complex electron propagation constant γen is related 

to period length p. 
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where γe0 is related with normalized velocity of electron 
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Where, footnote s is on behalf of space charge field, n is on 

behalf of nth spatial harmonics, and footnotes x, y, z is on 

behalf of x-, y-, z-components, respectively.  

Some values of parameters in Fig.2b are calculated as 

follow. 

TABLE III 

SETTING AND RUN TIME FOR THE SAME EXAMPLE AT 0.195THZ 

 
Algorithm in 

This Paper 
FTDNA-3D CST-PS 

Setting Time 45min 45min 2h 

Run Time 55.73min 39.59min 14.2h 
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where, the parameters b and b’ can be found in Fig.2a. 
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