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ABSTRACT

We explore the connection between the kinematics, structures and stellar populations of massive

galaxies at 0.6 < z < 1.0 using the Fundamental Plane (FP). Combining stellar kinematic data from

the Large Early Galaxy Astrophysics Census (LEGA-C) survey with structural parameters measured

from deep Hubble Space Telescope imaging, we obtain a sample of 1419 massive (log(M∗/M�) > 10.5)

galaxies that span a wide range in morphology, star formation activity and environment, and therefore

is representative of the massive galaxy population at z ∼ 0.8. We find that quiescent and star-forming

galaxies occupy the parameter space of the g-band FP differently and thus have different distributions

in the dynamical mass-to-light ratio (Mdyn/Lg), largely owing to differences in the stellar age and recent

star formation history, and, to a lesser extent, the effects of dust attenuation. In contrast, we show that

both star-forming and quiescent galaxies lie on the same mass FP at z ∼ 0.8, with a comparable level

of intrinsic scatter about the plane. We examine the variation in Mdyn/M∗ through the thickness of the

mass FP, finding no significant residual correlations with stellar population properties, Sérsic index,

or galaxy overdensity. Our results suggest that, at fixed size and velocity dispersion, the variations in

Mdyn/Lg of massive galaxies reflect an approximately equal contribution of variations in M∗/Lg, and

variations in the dark matter fraction or initial mass function.

Keywords: galaxies: evolution — galaxies: kinematics and dynamics — galaxies: structure

1. INTRODUCTION

The stellar kinematics, sizes and luminosities of qui-

escent galaxies are strongly correlated, forming a tight

scaling relation known as the Fundamental Plane (FP;

e.g., Djorgovski & Davis 1987; Dressler et al. 1987; Jor-

gensen et al. 1996). Star-forming galaxies, on the other

hand, have been shown to follow a linear scaling rela-

tion between the galaxy kinematics and luminosity (the

Tully-Fisher relation; Tully & Fisher 1977). However,

with few modifications to the FP, star-forming galaxies

may be found to lie on the same planar scaling relation

as the quiescent galaxy population, as was first demon-

strated at z ∼ 0 by Zaritsky et al. (2008). These ob-

servations raise the question of how galaxies settle onto

the FP at higher redshift, and thus how the positions of

galaxies within the FP, both at low and high redshifts,

are related to different galaxy properties and their as-

sembly histories.

In the local Universe, galaxies have bimodal distri-

butions in their colors and structures. At high stellar

mass, the majority of galaxies have low star formation

rates (SFRs) and therefore red colors, in stark contrast

with the blue, star-forming population that is dominant

at lower stellar masses (Blanton et al. 2003). The color

bimodality becomes even more pronounced after cor-

recting for reddening due to dust (Wyder et al. 2007;
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Taylor et al. 2015), and is tightly linked with the mor-

phological type (Roberts & Haynes 1994; Kauffmann

et al. 2003), as blue galaxies tend to form flattened disks

with exponential surface brightness profiles. Red, qui-

escent galaxies, on the other hand, are rounder in shape

and have more centrally concentrated light profiles. The

morphological properties are also correlated with the dy-

namical structure: on average, quiescent galaxies have

a lower (projected) angular momentum, with a sub-

set being pressure-supported entirely, whereas the star-

forming disks are dynamically cold and supported pri-

marily by rotation (e.g., Romanowsky & Fall 2012; Cap-

pellari 2016; van de Sande et al. 2018).

Moreover, at fixed stellar mass quiescent galaxies are

systematically smaller than star-forming galaxies, a re-

sult which holds up to z ∼ 3 (Franx et al. 2008; van der

Wel et al. 2014a; Mowla et al. 2019; Suess et al. 2019).

The rate of size growth also differs, pointing toward

different growth mechanisms for disks (e.g, Mo et al.

1998; Somerville et al. 2008) and spheroids (e.g., Hop-

kins et al. 2009; Naab et al. 2009; Bezanson et al. 2009).

On the other hand, differences in the colors and struc-

tures between the two populations begin to fade toward

higher redshifts. The bimodality in color extends at

least to z ∼ 3, but with bluer dust-corrected colors over-

all and with star-forming galaxies forming an increas-

ingly larger fraction of the total population (Brammer

et al. 2009; Whitaker et al. 2011; Muzzin et al. 2013a).

Structurally, observations indicate that quiescent galax-

ies become more similar to the star-forming population

at higher redshift, as they are more flattened and have

less concentrated light profiles (Chevance et al. 2012; van

der Wel et al. 2014b; Hill et al. 2019). Consistent with

the observed flattened morphologies, Belli et al. (2017),

Toft et al. (2017) and Newman et al. (2018) show that

even very massive quiescent galaxies can have significant

rotational support at z ∼ 2, and Bezanson et al. (2018a)

find a systematic increase in their rotational support at

z ∼ 0.8 with respect to z ∼ 0.

Crucially, this leads to the question of how the evolu-

tion in color is coupled to the observed growth in size

and change in structure of galaxies. Scaling relations

offer a statistical framework within which we can as-

sess the properties of the bimodal galaxy population

as well as possible evolutionary mechanisms. For qui-

escent galaxies, the most commonly studied relation is

the FP, which connects the stellar velocity dispersion,

effective radius and surface brightness with a remark-

ably low scatter (e.g., Djorgovski & Davis 1987; Dressler

et al. 1987; Jorgensen et al. 1996). The zero point of the

FP and the tilt with respect to the virial plane can be

interpreted in terms of the dynamical mass-to-light ra-

tio (Mdyn/L): the zero point is directly proportional to

log(Mdyn/L) (Faber et al. 1987), whereas the tilt of the

FP reflects a dependence of Mdyn/L on mass, which can

be due to systematic variations in the galaxy structure

or the stellar population properties (e.g., Bender et al.

1992; Trujillo et al. 2004; Cappellari et al. 2006; Hyde &

Bernardi 2009; Graves et al. 2009; Graves & Faber 2010;

Cappellari et al. 2013).

The low-redshift FP has been used extensively to

study the properties and formation of the quiescent pop-

ulation. There is a correlation with stellar age and α-

element abundance through the thickness of the FP of

early-type galaxies at z ∼ 0 (e.g., Forbes et al. 1998;

Gargiulo et al. 2009; Graves et al. 2009), which Gargiulo

et al. (2009) show is consistent with a dissipational

merger formation scenario for early-type galaxies. By

mapping galaxy properties throughout the FP, Graves

& Faber (2010) found that the position perpendicular

to the FP depends not only on the star formation his-

tory, but also on structural properties, and suggest that

the link between these two is most readily explained by

differences in the truncation time of star formation, al-

though dissipational mergers may also play a role.

Studies of the FP at different redshifts provide addi-

tional constraints on the evolution of quiescent galaxies.

The rapid change in the zero point of the FP, corre-

sponding to a strong decrease in Mdyn/L toward higher

redshift, has been used to estimate the formation epoch

of massive quiescent galaxies (e.g., van Dokkum & Franx

1996; van der Wel et al. 2005; van Dokkum & van der

Marel 2007; van de Sande et al. 2014). On the other

hand, the redshift dependence of the tilt of the FP has

been subject to debate, with several authors reporting

a rotation in the FP at intermediate redshift with re-

spect to the local FP (e.g. di Serego Alighieri et al. 2005;

Jørgensen & Chiboucas 2013; Saracco et al. 2020). Oth-

ers find no significant change in the tilt after taking into

account selection effects (Holden et al. 2010), or only

very weak evidence (Saglia et al. 2010, 2016), therefore

leading to diverging conclusions on the mass dependence

of the rate of change in Mdyn/L with redshift (e,g., di

Serego Alighieri et al. 2005; Holden et al. 2010), as well

as the slope of the stellar initial mass function (IMF;

Renzini & Ciotti 1993).

The difficulty of measuring absorption line kinemat-

ics for faint sources has thus far restricted studies of

the FP at higher redshifts to relatively small numbers

of galaxies that are either very bright or reside in high-

density environments (e.g., Holden et al. 2010; van de

Sande et al. 2014; Beifiori et al. 2017; Prichard et al.

2017; Saracco et al. 2020). van de Sande et al. (2014)

demonstrate that, as a result of their selection on lumi-
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nosity, the colors of their sample are not representative

of the main quiescent galaxy population, which steep-

ens the inferred evolution in Mdyn/L if left uncorrected.

Moreover, the FP differs for galaxies in clusters and in

the field at both low and intermediate redshifts (e.g., La

Barbera et al. 2010; Saglia et al. 2010; Joachimi et al.

2015), due to a systematic difference in age and possi-

bly structure. These selection criteria, in addition to the

effect of progenitor bias (van Dokkum & Franx 2001),

can therefore lead to a significant bias in the inferred

evolution of quiescent galaxies. The effects of selection

biases are often difficult to model, however, particularly

when the sample size is small.

Interestingly, Zaritsky et al. (2008), Bezanson et al.

(2015), and more recently Aquino-Ort́ız et al. (2020)

have demonstrated that star-forming and quiescent

galaxies may lie on the same planar scaling relation

at low redshift, provided that both the stellar mass-

to-light ratios (M∗/L) and rotation velocities are taken

into account. The tilt and zero point of the mass FP,

which is obtained by substituting the surface brightness

in the luminosity FP with the stellar mass surface den-

sity, therefore appear to be insensitive to the significant

variation in galaxy color and structure. Bezanson et al.

(2015) show that this result likely holds out to z ∼ 1,

although with a different zero point from the mass FP

at z ∼ 0. In apparent tension with observations of the

Tully-Fisher relation of star-forming galaxies, which is

independent of the galaxy size or surface brightness (e.g.,

Zwaan et al. 1995; Courteau & Rix 1999), these results

suggest that previous FP analyses can be extended to

the star-forming population, which would allow for the

galaxy population to be studied as a whole and hence

minimize the impact of selection effects and progenitor

bias.

In this paper, we present the luminosity and mass

FP of both star-forming and quiescent galaxies at z ∼
0.8 from the Large Early Galaxy Astrophysics Census

(LEGA-C) survey (van der Wel et al. 2016; Straat-

man et al. 2018), which provides deep continuum spec-

troscopy for a large, Ks-band selected sample of galax-

ies at 0.6 < z < 1.0. We explore systematic variations

in the structural, environmental and stellar population

properties within the scatter of the FP, to study the con-

nection between the stellar populations and structures

of massive galaxies at z ∼ 0.8.

The paper is structured as follows. We describe the

data sets used, the sample selection criteria and our

spectral energy distribution (SED) modeling in Sec-

tion 2. We examine the dependence of the scatter in

the luminosity FP on variations in M∗/L in Section 3.

We present the mass FP in Section 4 and discuss cor-

relations with galaxy structure and environment. The

implications of our findings are discussed in Section 5

and summarized in Section 6.

We assume a flat ΛCDM cosmology throughout, with

Ωm = 0.3 and H0 = 70 km s−1 Mpc−1. All magnitudes

are in the AB photometric system.

2. DATA

2.1. The LEGA-C Survey

The LEGA-C survey (van der Wel et al. 2016; Straat-

man et al. 2018) is a deep spectroscopic survey con-

ducted with the VIMOS spectrograph on the Very Large

Telescope, targeting massive galaxies at redshifts 0.6 <

z < 1.0 in the COSMOS field. The primary sam-

ple of the survey consists of ∼ 3000 Ks-band magni-

tude selected objects, with a redshift-dependent limit

Ks = 20.7− 7.5 log[(1 + z)/1.8], corresponding to stellar

masses of log(M∗/M�) & 10. Each target was observed

for a total of ∼ 20 h at a resolution of R ∼ 2500 in the

wavelength range ∼ 6300− 8800 Å, resulting in spectra

which reach a typical continuum signal-to-noise level of

S/N ≈ 20 Å
−1

. Here, we use the third data release of

the LEGA-C survey, comprising 4209 spectra (including

duplicate observations) which were reduced in a similar

fashion to Straatman et al. (2018).

Integrated stellar velocity dispersions are measured

from the absorption linewidths in the 1D optimally ex-

tracted spectra using the Penalized Pixel-Fitting code

(pPXF; Cappellari & Emsellem 2004; Cappellari 2017).

As described in full detail in Straatman et al. (2018)

and Bezanson et al. (2018b), the continuum emission of

each spectrum is modeled using a set of high-resolution

synthetic stellar population templates, and the observed

stellar velocity dispersion is measured as the Gaussian

broadening of the best-fitting combination of templates.

We note that this measurement differs from the intrin-

sic stellar velocity dispersion: absorption lines in the

1D, spatially-integrated spectrum can also be broadened

by the (projected) rotational motions of a galaxy, and

hence both the intrinsic velocity dispersion and rota-

tional velocity contribute to the integrated velocity dis-

persion. The inclusion of rotational motion is important,

as the resulting integrated velocity dispersion approxi-

mates the second velocity moment in the virial theorem

(see Cappellari et al. 2006). These integrated velocity

dispersions are, however, dependent on the inclination

of galaxies with respect to the line of sight, especially for

rotationally-supported systems. We explore the effect of

inclination on our results in Section 4.5. We correct all

measured dispersions to an aperture of one effective ra-

dius using the typical correction derived by van de Sande

et al. (2013), σ = 1.05 × σobs. The same, constant cor-
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rection is applied to all galaxies, which may be incorrect

if there is a strong radial gradient in the profile of the

velocity dispersion. However, since the aperture of the

slit is on average only slightly larger than the typical

effective radius of the LEGA-C galaxies, the choice of

aperture correction does not have a large effect: our re-

sults and conclusions do not change significantly if we

instead use the commonly adopted aperture correction

by Cappellari et al. (2006), which takes into account the

ratio of the slit aperture and the effective radius.

2.2. Ancillary data to LEGA-C

Morphological information in the rest-frame optical

is available for nearly all LEGA-C galaxies from HST

ACS F814W imaging in the COSMOS field (Scoville

et al. 2007). Structural parameters are derived by fit-

ting Sérsic profiles to the ACS imaging using Galfit

(Peng et al. 2010), following the procedures described

in van der Wel et al. (2012, 2016). The Sérsic profile

is parameterized by the Sérsic index n, the effective ra-

dius along the major axis a, and the ratio of the minor

to major axis b/a. In the following, we consider only

the circularized effective radius re =
√
ba, and correct

all sizes to a rest-frame wavelength of 5000 Å, following

van der Wel et al. (2014a). We note that the circularized

radius may not provide a good estimate of the galaxy

size for disk-like morphologies, as it is dependent on the

inclination angle of the system. However, as will be fur-

ther discussed in Section 4.5, by using the circularized

radius (as opposed to the major axis radius) we are able

to approximately counterbalance the dependence of the

integrated velocity dispersion on the galaxy inclination,

and thus mitigate the effects of galaxy inclination on the

FP. Lastly, we assume a nominal uncertainty of 10% on

the measured sizes, and 5% on the integrated luminos-
ity of the Sérsic profile (motivated by van der Wel et al.

2012, Fig. 7).

The LEGA-C targets were selected from the Ks-

selected UltraVISTA catalog constructed by Muzzin

et al. (2013b), which consists of PSF-matched photom-

etry in 30 bands ranging from 0.15 − 24µm. We mea-

sure rest-frame U − V and V − J colors from the multi-

wavelength photometry using the EAZY template fitting

code (Brammer et al. 2008) with redshifts fixed to the

spectroscopic redshifts, as described in detail in Straat-

man et al. (2018).

We use the MAGPHYS code (da Cunha et al. 2008) to

fit the photometric SEDs and derive stellar population

properties. MAGPHYS uses an energy balance recipe,

which accounts for light absorbed by dust in the stel-

lar birth clouds being re-radiated in the infrared. To fit

the SEDs, we use the infrared libraries from da Cunha

et al. (2008) and the Bruzual & Charlot (2003) stel-

lar population templates, and assume a Chabrier IMF

(Chabrier 2003), an exponentially declining star forma-

tion history (SFH) with random bursts of star forma-

tion superimposed, and a two-component dust model

(Charlot & Fall 2000). We fix the redshift to the spec-

troscopic redshift and use only a subset of the Ultra-

VISTA photometry, consisting of all available broad

bands (uBgV rizY JHKs as well as the Spitzer/IRAC

and Spitzer/MIPS photometry). For all SED-derived

properties, we use the median of their posterior like-

lihood distribution and treat the 16th and 84th per-

centiles as 1σ uncertainties. We provide our catalog of

SED properties used in this work in Appendix A (Ta-

ble 1), and also show a comparison between our stellar

mass estimates and those presented in van der Wel et al.

(2016). Finally, we scale the stellar mass to a total stel-

lar mass using the total luminosity of the best-fit Sérsic

profile (e.g., Taylor et al. 2010), a small correction that

typically increases the stellar mass by ∼ 2%.

2.3. Sample selection at z ∼ 0.8

We select galaxies from the primary LEGA-C sam-

ple, using the flag fprimary = 1 and redshift restriction

0.6 ≤ z ≤ 1.0 (2915 spectra, of which 294 are duplicate

observations). Of this sample, we select all (2477) galax-

ies of stellar mass log(M∗/M�) ≥ 10.5. We exclude 51

spectra which do not meet the quality criteria described

in Straatman et al. (2018) (e.g., flaws in the data reduc-

tion), as well as those (365) with a > 15% uncertainty

on the integrated stellar velocity dispersion. Moreover,

we require that the Galfit fit has converged within the

parameter constraints, leaving 1656 objects, of which

167 are duplicate observations. We visually inspect the

model and residual images and flag galaxies with signif-

icant residual flux (fmorph), which show merger activity

or for which a two-component fit would be more appro-

priate (e.g., due to the presence of a point-source AGN,

or star-forming clumps). Lastly, we flag objects that

appear to be one system in the ground-based imaging,

but are found to be close pairs of galaxies in the HST

image. The resulting sample consists of 1489 unique ob-

jects, of which 66 are flagged as fmorph = 1 and 28 are

close pairs. We inspect the close galaxy pairs in this

sample, and remove pairs (4) where the line broaden-

ing in the spectrum reflects their velocity offset, rather

than the internal galaxy kinematics. Our final sample,

for which fmorph = 0, comprises 1419 galaxies. We note

that including objects for which fmorph = 1 introduces

additional scatter, but does not change the results and

conclusions in this paper.
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Figure 1. Rest-frame UVJ colors of galaxies in the primary
sample of the LEGA-C survey at 0.6 < z < 1.0. The selected
sample of 1419 galaxies are highlighted in red (quiescent
galaxies) and blue (star-forming galaxies), with solid lines
showing the quiescent criteria from Muzzin et al. (2013a).

We show the UVJ diagram of all (2621) primary

LEGA-C galaxies at 0.6 < z < 1.0 in Fig. 1, with

the selected sample marked in red (quiescent) and blue

(star-forming); we classify galaxies as quiescent and star-

forming using the rest-frame U − V and V − J colors,

following the Muzzin et al. (2013a) criteria:

U − V > 1.3 (1)

V − J < 1.5 (2)

U − V > 0.69 + 0.88 (V − J) . (3)

Our selected sample populates a large region in the

color-color space, and is therefore representative of the

massive galaxy population. It does not sample the

bluest colors, which can be attributed to our selection

on stellar mass: LEGA-C galaxies in the lower left cor-

ner of the UVJ diagram have a typical stellar mass of

log(M∗/M�) ≈ 10.0, and are therefore excluded. The

S/N criterion imposed on the velocity dispersion does in-

troduce some bias against (massive) galaxies with very

red rest-frame V − J colors, typically corresponding to

galaxies that are more strongly attenuated by dust and

thus have a lower continuum S/N level in the spectra.

Fig. 2 shows the distribution of the selected sample as

a function of the stellar mass and redshift. The dashed

line marks a stellar mass of log(M∗/M�) = 10.5, above

which we define our sample of LEGA-C galaxies (1419

objects) that is representative of galaxies of stellar mass

log(M∗/M�) ≥ 10.5 at z ∼ 0.8.

2.4. Comparison sample at z ∼ 0

0.6 0.7 0.8 0.9 1.0
redshift

9.5

10.0

10.5

11.0

11.5

12.0

lo
g(

M
*

[M
])

Figure 2. Stellar mass versus spectroscopic redshift of
galaxies in the primary sample of the LEGA-C survey. The
selected galaxies are marked in red and blue, indicating the
UVJ quiescent and star-forming sample respectively. The
dashed line shows the stellar mass criterion used to construct
a representative sample of massive galaxies at z ∼ 0.8. There
are two discernible overdensities at z ≈ 0.67 and z ≈ 0.73,
comprising ∼ 40% of the sample.

We compile a reference sample of local galaxies by se-

lecting galaxies in the redshift range 0.05 < z < 0.07

from the 7th data release of the SDSS (DR7; Abazajian

et al. 2009), for which sciencePrimary = 1, reliable =

1, z warning = 0, sn median > 15 and the uncer-

tainty on the stellar velocity dispersion is < 15%. To

obtain stellar mass estimates that are comparable with

the LEGA-C SED fits, we match the selected SDSS sam-

ple with the MAGPHYS-derived stellar mass catalog by

Chang et al. (2015). This has the advantage that (i)

the same models and fitting method are used as in Sec-

tion 2.1, and (ii) the photometry used spans a range

in wavelength (0.4 − 22µm) that is similar to the Ul-

traVISTA photometry, since Chang et al. (2015) cross-

match the SDSS photometry with WISE. We use the

structural parameters derived by Simard et al. (2011)

from the 2D single Sérsic profile fits in the r-band. As

there are multiple structural parameter catalogs avail-

able for the SDSS, we examine the effect of our choice

of the catalog used in Appendix B, finding no significant

differences in the resulting FP. Following Section 2.1,

we consider only the circularized effective radius, and

correct the stellar mass estimates for missing flux using

the total luminosity of the Sérsic profile. Selecting only

galaxies of total stellar mass log(M∗/M�) ≥ 10.5, our

final sample contains 23,036 galaxies.

Moreover, we calculate rest-frame colors and luminosi-

ties using kcorrect (Blanton & Roweis 2007), and dis-

tinguish between quiescent and star-forming galaxies us-
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ing the rest-frame u − r and r − z colors and the color

cuts from Holden et al. (2012):

u− r > 2.26 , (4)

r − z < 0.75 , (5)

u− r > 0.76 + 2.5 (r − z) . (6)

Lastly, we consider the fact that the SDSS fiber spec-

tra have an aperture diameter of 3′′, which covers only

the central region of a galaxy at z ≈ 0.06. We use pub-

licly available data from the Mapping Nearby Galaxies

at Apache Point Observatory survey (MaNGA; Bundy

et al. 2015) of the SDSS DR15 (Blanton et al. 2017) to

assess the effect of aperture size on the integrated stellar

velocity dispersion, taking into account the dependence

on the effective radius, Sérsic index, and axis ratio. As

further detailed in Appendix C, we hence derive a sta-

tistical aperture correction (typically ∼ 3%) to calculate

the integrated stellar velocity dispersion within the ef-

fective radius from the fiber-derived SDSS DR7 velocity

dispersions.

3. LUMINOSITY FUNDAMENTAL PLANE

We begin by focusing on the fundamental plane in

luminosity, specifically the luminosity measured in the

rest-frame g-band. We measure the correlation between

the residuals of the FP and various SED properties to

explore the origin of the scatter in the FP and the dif-

ferences between the star-forming and quiescent galaxy

populations.

The FP describes the relation between the (inte-

grated) stellar velocity dispersion (σ), surface brightness

(Ie), and effective radius (Re):

logRe = a log σ + b log Ie + c , (7)

where the coefficients a and b describe the tilt of the

plane, and c is the zero point. The parameters Re and σ

have units of kpc and km s−1 respectively, and log Ie ≡
−0.4µe, where µe is the mean surface brightness within

the effective radius (see, e.g., Hyde & Bernardi 2009):

µe = m+ 2.5 log
(
2πr2

e

)
− 10 log(1 + z) , (8)

where m is the (rest-frame) apparent magnitude, and re

is the effective radius in arcseconds.

3.1. Tilt of the FP

An accurate measurement of the tilt, such as in Hyde

& Bernardi (2009), requires a detailed analysis of the

sample completeness in both M∗ and σ, as well as the

uncertainties on all observed parameters. A full analysis

of the tilt of the FP is beyond the scope of the current

paper, and we will therefore assume minimal evolution

in the tilt of the FP throughout, adopting the measure-

ment of the rest-frame g-band plane (Ie = Ie, g) by Hyde

& Bernardi (2009) for galaxies at z ∼ 0, of a = 1.404

and b = −0.761.

However, as discussed in Section 1, there are several

previous studies at variance with this assumption, as

less massive galaxies of low Mdyn/L are likely to cause

the FP to deviate more strongly from the virial plane

toward higher redshift (see, e.g., Jørgensen & Chiboucas

2013). Therefore, we consider here the possibility of an

evolution in the tilt and its effect on the results presented

in the following sections.

Following an approach similar to Jorgensen et al.

(1996) and Holden et al. (2010), we determine the best-

fit values of a and b of the FP by minimizing the sum of

the absolute orthogonal deviations,

∆LFP =
| log Re − a log σ − b log Ie, g − c |√

1 + a2 + b2
. (9)

We use the total completeness correction (‘Tcor’, see

Straatman et al. 2018) as weights in the minimization,

such that less luminous galaxies receive a greater weight

in the fitting procedure. This completeness correction

accounts for the selection function of LEGA-C galax-

ies with respect to the full parent sample of Ks-band

selected objects from the UltraVISTA catalog, and in-

cludes a Vmax correction. We note, however, that this

completeness correction does not correct for the addi-

tional selection criteria imposed in Section 2.3, such as

the maximum allowed uncertainty on the integrated ve-

locity dispersion. To mitigate a bias against low-mass

galaxies of high Mdyn/L, we impose a minimum veloc-

ity dispersion of log(σ/km s−1) > 2.1 : this limit cor-

responds to a completeness in log σ of > 50% up to

Ks = 20.1 (the magnitude limit comprising 90% of our

sample).

As our data span a wide range in redshift and the zero

point c changes significantly within 0.6 < z < 1.0 (de

Graaff et al. 2020), we restrict our fitting to a redshift

range of ∆z = 0.10. We measure the tilt in the range

0.65 < z < 0.75, which encompasses the largest frac-

tion of galaxies in our selected sample within the nar-

row window of ∆z = 0.10 (602 objects; see Fig. 2). For

comparison with previous studies, we use only the 325

quiescent galaxies within this redshift range. The best-

fit parameters are a = 1.29± 0.18 and b = −0.62± 0.04

(where errors are estimated by bootstrapping the data).

This value of a is in good agreement with the value

of a = 1.40 ± 0.05 found by Hyde & Bernardi (2009),

the measurement by Jorgensen et al. (1996) (a = 1.24±
0.07), as well as the results by Holden et al. (2010), who
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found a = 1.18± 0.08 and a = 1.19± 0.13 at z ∼ 0 and

z ∼ 0.8 respectively. The other parameter, b, appears to

be in tension with these studies, including the assumed

value of b = −0.76± 0.02 by Hyde & Bernardi (2009) (a

discrepancy of ≈ 4σ).

To evaluate the dependence of the measured tilt of

the FP on the fitting method used, we apply our

method to the selected reference sample of z ∼ 0

galaxies (Section 2.4). Imposing the same criterion of

log(σ/km s−1) > 2.1, we find a = 1.296 ± 0.015 and

b = −0.732 ± 0.004. This is indeed slightly lower than

the measurement by Hyde & Bernardi (2009), who used

a more comprehensive fitting technique, and leaves a

difference of ≈ 3σ in b with respect to the LEGA-C

measurement.

In agreement with previous measurements of the FP

of quiescent galaxies (e.g., Jørgensen & Chiboucas 2013;

Saracco et al. 2020) we thus find a slight change in the

tilt toward higher redshift. We note that there may

be small systematic effects contributing to this observed

evolution, as the SDSS data and LEGA-C data differ

systematically in their measurements of Re, σ and Lg, as

well as the galaxy selection function. We further investi-

gate the redshift dependence of the tilt in Appendix D,

where we consider the full redshift range of LEGA-C

as well as the effects of measurement uncertainties and

selection bias.

Importantly, however, we have used the tilt measured

in this section to verify that our assumption of no evo-

lution does not affect our conclusions. If we adopt our

measurement of the tilt, only the measurements of the

zero points change significantly (> 3σ), although the

relative difference between the zero points of the qui-

escent and star-forming populations remains. The ob-

served correlations within the residuals from the FP in

the following sections are also largely unchanged, as the

correlation coefficients change only minimally in value.

3.2. Correlations between residuals from the FP and

stellar population properties

We fit the zero point (c) of the plane for the quies-

cent and star-forming samples separately by minimizing

the mean absolute orthogonal deviation (Eq. 9) at fixed

a and b. We calculate the scatter about the best-fit

zero point as the normalized median absolute deviation

(NMAD) in ∆LFP (Eq. 9), and estimate uncertainties

on both quantities using bootstrap resampling.

Fig. 3 shows an edge-on projection of the g-band FP,

for both quiescent (red) and star-forming (blue) galax-

ies, with dashed lines indicating the respective best-fit

zero point. Traditionally, studies of the FP have focused

on quiescent galaxies only (e.g., Dressler et al. 1987; Jor-

gensen et al. 1996; van der Wel et al. 2004), as they form

a tight sequence and can therefore be used as a distance

indicator, or to study the evolution of the mass-to-light

ratio (Mdyn/L). We confirm this result for the LEGA-

C sample of quiescent galaxies, which has a scatter of

0.085 ± 0.004 dex. However, we also show that star-

forming galaxies seem to follow the same tilt, albeit with

a larger scatter, of 0.139 ± 0.006 dex. The star-forming

galaxies occupy a different area of the parameter space:

they are typically larger in size, consistent with the find-

ings by van der Wel et al. (2014a), and their best-fit

zero point (c = −8.411 ± 0.006) is slightly lower than

that of the quiescent population (c = −8.357 ± 0.008,

a difference of 5.4σ), which corresponds to a systematic

offset of ∆ log Ie,g = 0.071 ± 0.013 dex between the two

populations.

We estimate the intrinsic scatter in the FP using

Monte Carlo simulations: assuming a FP of zero in-

trinsic scatter, we self-consistently vary Re, Ie,g and σ

within the observational uncertainties (i.e., taking into

account covariances between the different quantities),

and calculate the resulting scatter in ∆LFP. By do-

ing so for 1000 simulations, we obtain a robust esti-

mate of the scatter in ∆LFP due to observational un-

certainties alone. The remaining contribution to the ob-

served scatter then is due to intrinsic variation about

the plane. We find that the intrinsic scatter is slightly

lower than the observed scatter, at 0.082±0.005 dex and

0.134±0.006 dex for the quiescent and star-forming sam-

ples respectively, indicating that the observed scatter

is dominated by physical differences between galaxies.

The value of Mdyn/Lg for the star-forming and quies-

cent populations therefore differs not only in the mean

value, but also in the variance. This can reflect both (i)

a difference in the structural properties, i.e. a systemat-

ically lower value of Mdyn/M∗ for star-forming galaxies

as well as an increased intrinsic scatter in logMdyn/M∗,

and (ii) a systematic difference in the stellar mass-to-

light ratio (M∗/Lg) between the two populations. Con-

sidering the UVJ color selection, a difference in M∗/Lg
may be expected to contribute the systematic offset be-

tween the two zero points. Moreover, the wide range

in color spanned by the star-forming galaxies (Fig. 1)

suggests that they are more strongly affected by dust

attenuation, thus leading to a larger intrinsic scatter in

the FP.

We demonstrate the dependence of the scatter on

M∗/Lg in Figs. 4 & 5, where we show the residual from

the FP in log Ie,g as a function of the 4000 Å break

(Dn4000; Wu et al. 2018) and the Lick index HδA, which

are age indicators measured directly from the spectra, as

well as the rest-frame U−V and V −J colors. Similar to



8 De Graaff et al.

0.0 0.5 1.0 1.5
log (Re [kpc])

7.5

8.0

8.5

9.0

9.5

10.0
1.

40
lo

g
0.

76
lo

gI
e,

g
quiescent
c = 8.411 ± 0.006

0.0 0.5 1.0 1.5
log (Re [kpc])

star-forming
c = 8.357 ± 0.008

Figure 3. Edge-on view of the rest-frame g-band fundamental plane of quiescent (left) and star-forming (right) LEGA-C
galaxies, assuming a fixed tilt from Hyde & Bernardi (2009). Star-forming and quiescent galaxies occupy different parts of
the parameter space, as they differ in their best-fit zero points (dashed lines), effective radii, and scatter about the plane
(0.139 ± 0.006 dex and 0.085 ± 0.004 dex respectively). Observational uncertainties are similar for both populations, therefore
indicating a significantly higher intrinsic scatter for star-forming galaxies.

the results from Graves et al. (2009) for quiescent galax-

ies at z ∼ 0, we find a correlation with age (Dn4000,

HδA) through the thickness of the FP, which contin-

ues down toward younger, star-forming galaxies. Since

∆ log Ie,g ≈ −∆ logMdyn/Lg, this correlation translates

to a lower (higher) value of Mdyn/Lg for younger (older)

galaxies. Our findings are also consistent with results

by Jørgensen et al. (2019), who find increased Balmer

line absorption (HζA) and lower Mdyn/L for quiescent

galaxies in clusters at z ∼ 1 with respect to early-type

galaxies at z ∼ 0, which they interpret as being due to

a difference in age.

The residuals of the FP correlate even more strongly

with the rest-frame U − V and V − J colors (Fig. 5),

which in turn depend on a combination of dust attenu-

ation, specific star formation rate (sSFR) and age (see,

e.g., Leja et al. 2019a). Galaxies with positive values

of ∆ log Ie,g are therefore not only younger on aver-

age, they may also have a higher sSFR or be less dust-

obscured, or, a combination of both.

We explore these different contributions to the scatter

using the results from our SED modeling (Section 2.2).

Firstly, the upper left panel of Fig. 6 shows that the

residual correlation with Dn4000 obtained from the best-

fit SED models agrees well with that from the spectra

(Fig. 4): in both cases there is a strong anti-correlation

between ∆ log Ie,g, and Dn4000, and the models are able

to reproduce the observed bimodality, such that at fixed

value of ∆ log Ie,g star-forming galaxies have a lower

value of Dn4000. On the other hand, the models do not

reproduce the observed, broad distribution in Dn4000,

which may be due to incompleteness in the modeling

itself or the result of degeneracy between the effects of

age and dust on the observed SED.

The other panels of Fig. 6 show the residual correla-

tions with the dust attenuation (AV; measured from the

best-fit SED model), the luminosity-weighted age (in the

r-band) and the sSFR averaged over the last 100 Myr.

For quiescent galaxies, the only significant correlation

is with the stellar age. On the other hand, the scatter

within the star-forming population correlates not only

with age, but also weakly with the dust attenuation and,

more strongly, with the sSFR.

The different intrinsic scatter for the star-forming and

quiescent populations as well as the offset between the

FP zero points (Fig. 3) are therefore, at least in part,

due to significant differences in M∗/Lg between the two

populations. We note that we also find the spread in all

four observed properties (Dn4000, HδA, U − V , V − J)

to be slightly larger for the star-forming population

than the quiescent population, which is consistent with

their observed increased scatter in the FP. Interestingly,
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Figure 4. FP residual in log Ie,g versus the spectral age indices Dn4000 (left) and HδA (right). Red and blue markers indicate
the quiescent and star-forming population respectively, with black open markers showing the running median and 16th and 84th

percentiles. There is a strong correlation with ∆ log Ie,g in both panels (Spearman rank correlation coefficients, ρ, are denoted
in each panel), albeit with large scatter, such that at fixed σ and Re galaxies with higher surface brightness are younger. Since
the distributions in Dn4000 and HδA differ for the star-forming and quiescent galaxies, with the latter being older, this shows
that stellar age is an important driver of the differences between the two populations in the g-band FP (Fig. 3).
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Figure 5. Correlation in the residuals from the FP with the rest-frame U − V and V − J colors. Symbols indicate the same
as in Fig. 4. Since U − V and V − J in turn correlate with properties of the stellar mass-to-light ratio (M∗/Lg), the strong
correlations through the thickness of the FP suggest that variations in stellar age, dust attenuation, and star formation activity
contribute significantly to the scatter in the FP, which we explore in Fig. 6.
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intrinsic scatter for the star-forming population can, at least partially, be attributed to additional effects from variations in the
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whereas the deviation between the best-fit zero points

of the quiescent and star-forming samples is relatively

small (∆ log Ie,g ≈ 0.07 dex), we find that at a fixed

value of Dn4000 or (U − V )rest the differences between

the two populations can be up to three times greater

(∆ log Ie,g ∼ 0.2 dex), which may be due to variation in

M∗/Lg, or differences in the structural properties. Thus

far, we have neglected the effects of potential structural

differences between the two populations, which we ex-

plore in full detail in the following section.

4. MASS FUNDAMENTAL PLANE

In this section we use the mass FP to explore the struc-

tural properties of galaxies within the parameter space

of the FP, as well as the effect of environment. If we

multiply the surface brightness of Eq. 7 by the M∗/Lg
estimated from the SED modeling (Section 2.2), we ob-

tain the stellar mass surface density (Σ∗), and hence the

mass FP:

logRe = α log σ + β log Σ∗ + γ, (10)

where α and β describe the tilt of the mass FP, and γ

is the zero point.

4.1. Tilt of the mass FP

As in Section 3, we assume that the tilt of the FP

does not vary significantly with redshift and adopt the

results for the mass FP from Hyde & Bernardi (2009)

of α = 1.629 and β = −0.84, which was derived with an

orthogonal fit to a large (N ∼ 50, 000) sample of early-

type galaxies that takes into account both the measure-

ment uncertainties and sample completeness. We again

test the effect of this assumption using a more simple,

orthogonal fit of the FP, and examine the possible red-

shift evolution of the tilt in more detail in Appendix D.
We follow the same methodology as in Section 3.1,

minimizing the sum of the orthogonal deviations,

∆MFP =
| log Re − α log σ − β log Σ∗ − γ |√

1 + α2 + β2
, (11)

and using the total completeness corrections (Tcor) as

weights. We include only quiescent galaxies in our

fits for comparison with other FP studies, and exclude

galaxies for which log(σ/km s−1) < 2.1.

In the redshift range 0.65 < z < 0.75 we measure a

best-fit tilt of α = 1.56 ± 0.12 and β = −0.68 ± 0.03

(where error bars are estimated through bootstrap re-

sampling), which is significantly different from the as-

sumed values by Hyde & Bernardi (2009). However, as

in Section 3.1, we find that our measurement for the

SDSS differs from the tilt found by Hyde & Bernardi

(2009) due to differences in the methodology used. Both

α and β measured from the LEGA-C data are consistent

within < 2σ with our best-fit parameters for the SDSS,

of α = 1.432 ± 0.012 and β = −0.736 ± 0.003. This

remains the case even when we fit the entire LEGA-C

sample combined (i.e., 0.6 < z < 1.0), for which we find

α = 1.49±0.10 and β = −0.70±0.02, suggesting no sig-

nificant rotation of the mass FP at z ∼ 0.8 with respect

to z ∼ 0. Our results are in agreement with measure-

ments by Zahid et al. (2016), who found no change in

the tilt of the FP with respect to the SDSS for a sample

of massive quiescent galaxies at 0.1 < z < 0.6. Inter-

estingly, these results seem to suggest that the measure-

ment of the tilt of the mass FP, unlike the g-band FP,

is not strongly dependent on the selection function, as

was also recently shown by Bernardi et al. (2020) at low

redshift.

However, as we have omitted the effect of measure-

ment uncertainties in addition to a careful analysis of

the selection function in our measurement of the tilt,

we choose to use the values by Hyde & Bernardi (2009)

rather than our own measurement. We note that we

do not use the more recent measurements by Bernardi

et al. (2020), to adhere to the common convention of

using circularized sizes in the FP, and to refrain from

making assumptions on the effects of non-homology on

the mass FP at higher redshifts. Although we do not

use the tilt measured from the LEGA-C data in the rest

of this paper, we have used this measurement to test the

robustness of our results in the following sections against

a different tilt, finding no qualitative differences.

4.2. Edge-on view of the mass FP

Analogous to Section 3.2, we fit the zero point (γ) by

minimizing the mean absolute orthogonal residuals at

fixed α and β. Fig. 7 shows an edge-on projection of the

mass FP, for both the star-forming (blue) and quiescent

(red) galaxies. The best-fit zero points are indicated

by dashed lines for the two populations separately (red,

blue), as well as for the joint sample (black). Not only do

both populations follow the same tilt, the star-forming

and quiescent galaxies also have nearly equal zero points,

with the two zero points deviating by 0.023± 0.009 dex

(a systematic offset of ∆ log Σ∗ = 0.027 ± 0.011 dex).

This is consistent with results at low redshift by Zaritsky

et al. (2008) and Bezanson et al. (2015), although Bezan-

son et al. (2015) find a slightly larger offset (≈ 0.05 dex)

between the zero points of the two populations at both

z ∼ 0 and z ∼ 0.7. At z ∼ 0.7, however, their offset is

not statistically significant due to the sample size.

We find that the scatter in the mass FP is lower in

comparison with the g-band FP, particularly so for the
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Figure 7. Edge-on view of the mass FP of quiescent (red)
and star-forming (blue) LEGA-C galaxies. Dashed lines
show the best-fit zero points for the star-forming, quiescent,
and combined (black) samples, assuming a fixed tilt from
Hyde & Bernardi (2009). The two populations lie on the
same plane: the zero points differ by only ≈ 0.02 dex, and
the intrinsic scatter is comparable for the quiescent and star-
forming samples (0.107 ± 0.005 dex and 0.130 ± 0.009 dex in
∆ logRe respectively).

star-forming galaxies: the NMAD in ∆MFP (Eq. 11) is

0.069 ± 0.003 dex and 0.085 ± 0.005 dex for the quies-

cent and star-forming samples respectively, and is con-

sistent with the findings by Bezanson et al. (2015). Us-

ing Monte Carlo simulations, we estimate the intrinsic

scatter for the quiescent and star-forming samples to

be 0.058± 0.003 dex and 0.069± 0.005 dex respectively.

Clearly, accounting for the M∗/L dramatically lowers

both the total and intrinsic scatter of the star-forming

population, although it is still slightly higher than the

scatter within the quiescent population. Thus, unlike

the g-band FP, all massive galaxies occupy the same

region within the 3D parameter space of the effective

radius, stellar mass surface density, and stellar velocity

dispersion, regardless of their color.

The remaining intrinsic scatter is low, but non-zero.

In principle, a large number of galaxy properties may

drive the intrinsic scatter in the mass FP: we discuss

the effect of stellar populations on the FP in Section 4.3,

the structural properties in Sections 4.4 & 4.5, and the

effect of environment in Section 4.6.

4.3. Are the residuals from the mass FP correlated

with stellar population properties?

In Fig. 8 we show the residual from the FP in log Σ∗
as a function of the spectral properties Dn4000 and HδA
(left-hand panels), the rest-frame colors U−V and V −J
(middle panels), and the SED-derived dust attenuation

and stellar age (right-hand panels). Unlike the results

of Figs. 4–6, we find no significant correlations with the

different SED properties through the mass FP. There

is only a very weak correlation with the spectral age

indicators (Dn4000 and HδA), which may correspond to

the very weak residual correlation between ∆ log Σ∗ and

AV (upper right panel) or the sSFR (Spearman ρ = 0.12;

shown in de Graaff et al. 2020, Fig. 3).

To first order, the lack of residual correlations within

the scatter of the mass FP demonstrates the success

of our SED modeling: if we neglect a potential corre-

lation between structural and stellar population prop-

erties, and interpret the mass FP as arising from the

virial theorem, then we would expect to find no correla-

tion between the zero point γ and the stellar population

properties of galaxies that are in virial equilibrium.

Thus far, we have simply used our SED models with-

out questioning the underlying model assumptions, al-

though we did show in Fig. 6 that the Dn4000 index mea-

sured from the best-fit SEDs agree reasonably well with

the measurements from the LEGA-C spectra. However,

there are a large number of available SED fitting codes,

with an even a larger parameter space of, e.g., possi-

ble star formation histories, dust laws and IMFs. For

instance, in Appendix A we compare our MAGPHYS

masses to those derived with FAST (Kriek et al. 2009)

and find significant, systematic differences between the

two, casting doubt on the accuracy of the various stellar

mass estimates.

Instead of using our modeled stellar masses to shed

light on the FP, we can also ask whether the FP itself

can provide information on the accuracy of the modeled

M∗/L (see also van de Sande et al. 2015, who discuss

the constraining power of Mdyn/L on stellar population

properties). To do so, we calculate the M∗/L predicted

by the mass FP:

log

(
M∗
Lg

)
FP

= log Σ∗,FP − log Ie,g , (12)

where Ie,g, is the observed surface brightness and

log Σ∗,FP =

(
1

β

)
logRe −

(
α

β

)
log σ −

(
γ

β

)
. (13)

The FP does not provide an absolute scaling of M∗/Lg,

unless the value of γ is constrained otherwise (as done

by Schechter et al. 2014). In Fig. 9 we therefore show

log(M∗/Lg)FP+(γ/β) versus the M∗/Lg estimated with

MAGPHYS. The solid line has a unit slope, with the

intercept set equal to the best-fit zero point of the mass

FP (Fig. 7). The dashed line on the other hand shows

the best fit from an orthogonal distance regression that

takes into account uncertainties in both variables, which
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Figure 8. Residual in the mass fundamental plane in log Σ∗ as function of the spectral age indices Dn4000 and HδA (top
panels), and the rest-frame U − V and V − J colors. Red and blue markers indicate the quiescent and star-forming population
respectively, with white squares showing the median and 16th and 84th percentiles of the total sample (with Spearman rank
correlation coefficients, ρ, denoted in each panel). Contrary to the results in Fig. 4 for the g-band FP, we find no significant
correlation with stellar population properties through the thickness of the mass FP.

gives a slope of m = 1.24 ± 0.03. We note that the

measured slope is only weakly dependent on the adopted

tilt: if we instead use the measured tilt from Section 4.1,
we find variations of order ∼ 1−2σ (e.g., m = 1.27±0.04

for the best-fit tilt at 0.65 < z < 0.75).

Although the best-fit relation is statistically signifi-

cantly different from a unit slope, the two different esti-

mates of M∗/Lg agree remarkably well, considering that

the only assumption made in calculating (M∗/Lg)FP is

that the mass FP has zero intrinsic scatter. Both esti-

mates show a similar, large spread in M∗/Lg, and the

scatter about the solid line is σNMAD = 0.117±0.004 dex,

partially driven by the uncertainties (of ∼ 0.06 dex in

either axis). Moreover, the systematic offset between

the solid and dashed lines is < 0.05 dex for ≈ 75% of

the sample. Only toward extreme values of M∗/Lg do

the systematic discrepancies become larger (∼ 0.1 dex),

where the SED modeling also becomes more difficult

(e.g., accurately predicting the effects of dust, or the re-

cent star formation history) and the intrinsic scatter in

the mass FP may become important.

4.4. Structural non-homology

The zero point of the mass FP is inversely propor-

tional to ratio of the dynamical and stellar mass (i.e.,

γ ∝ log(M∗/Mdyn)), and therefore depends on the dark

matter fraction within the effective radius, as well as the

assumed IMF in the SED modeling. Considering struc-

tural properties only, one may expect a dependence of

the zero point on the Sérsic index (n): n reflects the dis-

tribution of the stellar light, and hence the density pro-

file of the stellar mass. Systematic differences in these

density profiles may therefore lead to Sérsic-dependent

variations in the velocity dispersion or the dark matter

fraction within one Re. Bezanson et al. (2015) find a

weak correlation between γ and n at z ≈ 0.06; however,

their sample at z ∼ 0.7 contains too few objects to draw

a conclusion on the non-homology of galaxies at higher

redshift.
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Figure 9. Comparison of the stellar mass-to-light ratio
(M∗/Lg) predicted from the mass FP, and M∗/Lg estimated
from multi-wavelength SED fitting with MAGPHYS, demon-
strating that the SED modeling provides a reasonable ap-
proximation of M∗/Lg.

In Fig. 10, we show the residual from the FP in log Σ∗
(for which ∆ log Σ∗ ≈ ∆ logMdyn/M∗) as a function

of the best-fit Sérsic index for the significantly larger

sample of LEGA-C galaxies. The median of the com-

bined star-forming (blue) and quiescent (red) popula-

tion, plotted as open squares, shows no dependence on

the Sérsic index, except for the highest bin in Sérsic in-

dex. We confirm this result by performing a linear fit

to the data, which indicates a very weak correlation of

∆ log Σ∗ ∝ (−0.020 ± 0.004)n (Spearman rank correla-

tion coefficient ρ = −0.11). The lack of an effect due to

structural non-homology on the mass FP appears to be

contradictory with previous measurements at z ∼ 0, of

both the FP (Bezanson et al. 2015) and direct measure-

ments of Mdyn/M∗ (e.g., Taylor et al. 2010). We discuss

the implications of this result in Section 5.

4.5. Inclination effects

The third structural parameter of our Sérsic model is

the observed ratio of the major and minor axes (b/a),

which depends strongly on both the intrinsic morphol-

ogy and the inclination angle of the system. For exam-

ple, it provides an estimate of the inclination for systems

that are intrinsically flat and axisymmetric.

Correlations between the projected axis ratio and

Mdyn/L of quiescent galaxies have been predicted using

the luminosity FP and Jeans modeling (e.g., Jorgensen

et al. 1996; Cappellari et al. 2006), however, the effect on

the observed FP is unclear. Bezanson et al. (2015) find a

weak dependence of the integrated velocity dispersion on

the projected axis ratio at z ∼ 0, particularly for star-

forming and low Sérsic index systems: flattened (low
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Figure 10. Residual in the mass FP in log Σ∗ as a function
of the Sérsic index. Symbols indicate the same as in Fig. 8.
The star-forming and quiescent galaxies follow very different
distributions in Sérsic index, yet, this has no significant effect
on the scatter of the mass FP.

b/a) objects have an elevated integrated velocity disper-

sion, whereas the opposite is the case for round (high

b/a) objects. This reflects the fact that for flattened,

rotationally supported systems, the integrated velocity

dispersion is a combination of both the intrinsic velocity

dispersion and the rotation along the line of sight, which

is inclination-dependent.

Since flattened galaxies become more common at
higher redshift (van der Wel et al. 2014b; Hill et al.

2019), the effect of the inclination angle on the FP may

become important. We evaluate this effect in Fig. 11,

where we show the residual from the mass FP in log σ

(rather than log Σ∗) as a function of the projected axis

ratio. Quiescent and star-forming galaxies are again in-

dicated by red and blue symbols respectively, with the

median of the full sample shown in black. For high

values of b/a, the residual ∆ log σ is slightly negative:

for round or face-on objects, the integrated velocity dis-

persion is lower than the velocity dispersion predicted

from the mass FP in Eq. 10, since the contribution from

rotational motion to the integrated velocity dispersion

is minimized for systems at low inclination. Notably,

this applies to both the quiescent and star-forming sam-

ple, suggesting that rotation is important for quiescent

galaxies as well, and is further supported by the large
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Figure 11. Residual from the mass FP in log σ as a function
of the projected axis ratio (b/a). Symbols indicate the same
as in Fig. 8. The integrated velocity dispersion is slightly
lower than that predicted by the mass FP for rounder (higher
b/a) systems, reflecting a minimal contribution of rotational
motion to the integrated velocity dispersion for objects at
low inclination angles. The effect of inclination is therefore
a marginal increase in the intrinsic scatter in the FP.

number of highly flattened quiescent galaxies. The sim-

ilarity between the projected axis ratio distributions of

the star-forming and quiescent galaxies likely reflects a

mixture of different intrinsic shapes within these galaxy

populations, with both the star-forming and quiescent

samples containing a significant fraction of disk-like mor-

phologies as well as more spheroidal structures (see also

Chang et al. 2013; van der Wel et al. 2014b). Addi-

tionally, the number of star-forming galaxies with low

values of b/a may be slightly reduced by our selection

on the SNR of the velocity dispersion (Section 2.3), as

this results in a slight bias against highly reddened star-

forming galaxies, which are more likely to be edge-on

projections.

The anti-correlation between b/a and ∆ log σ, how-

ever, does not continue toward low axis ratios, where

we would expect the integrated velocity dispersion to

be higher than the FP prediction due to an increased

contribution from the rotational velocity. This can be

attributed to our use of the circularized effective radius

(Section 2.2), which is proportional to the square root

of the axis ratio. For flattened objects, the smaller effec-

tive radius counteracts the increased velocity dispersion,

resulting in a predicted velocity dispersion that is ap-

proximately equal to the observed value. The net effect

of the random inclination angle on the FP therefore is to

slightly enhance the scatter about the FP, contributing

to the intrinsic scatter derived in Section 4.2.

Indeed, Bernardi et al. (2020) show that the residuals

of the FP correlate strongly with the axis ratio, if the

major axis size is used rather than the circularized size.

They hence demonstrate the importance of inclination

effects on the FP, and show that the scatter in the FP

can be further reduced by treating b/a as an additional

variable in Eq. 7 or Eq. 10: by fitting a hyperplane to

a sample of low-redshift elliptical and lenticular galax-

ies, they find that the tilt of the FP, i.e. the values of

a and b, can differ by ∼ 2 − 3σ from the traditional

(three parameter) FP, and that the scatter about the

best-fit FP is decreased by up to 0.009 dex. Still, even

after accounting for b/a as a separate variable, the ef-

fect of galaxy inclination remains apparent in the FP, as

more highly inclined galaxies have a lower scatter about

the plane than galaxies that are near face-on. These

different effects are largest for S0 galaxies, and thus po-

tentially even larger for star-forming disks.

4.6. Environment

Many previous studies of the luminosity FP have fo-

cused on clusters of galaxies (e.g., Jorgensen et al. 1996;

van Dokkum & van der Marel 2007; Holden et al. 2010;

Beifiori et al. 2017; Saracco et al. 2020), and explored

differences in the properties of the FP between low and

high density environments (e.g., van Dokkum et al. 2001;

Cappellari et al. 2006; La Barbera et al. 2010; Saglia

et al. 2010; Joachimi et al. 2015). Burstein et al. (1990)

first demonstrated that the effect of environment on the

FP is expected to be small, as they found no dependence

of the zero point on cluster richness. Using a large sam-

ple of early-type galaxies in the SDSS, La Barbera et al.

(2010) showed that the zero point of the luminosity FP

indeed correlates weakly with the local galaxy density,

regardless of the chosen passband. Joachimi et al. (2015)

obtained similar results by considering the spatial corre-

lation function of residuals in the r and i-band FP with

the galaxy density field, and additionally find small sys-

tematic differences between central galaxies and satel-

lites.

Interpreting the zero point of the plane as Mdyn/L,

these results imply that galaxies in lower density envi-

ronments have lower values of Mdyn/L than those in

high density environments, and that central galaxies

have higher Mdyn/L than satellites. A systematically

lower luminosity-weighted age for field galaxies can ex-
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Figure 12. Residual in the g-band (top) and mass (bot-
tom) FP as a function of the local overdensity (Darvish et al.
2017). Red and blue symbols indicate the quiescent and star-
forming population respectively. White markers show the
median of galaxies that are classified as central (diamonds),
satellite (squares) or field (crosses) galaxies. We find no sig-
nificant environmental dependence within the LEGA-C data
for both the g-band and mass FP.

plain their lower values in Mdyn/L as compared to clus-

ter galaxies (van Dokkum & van der Marel 2007; La

Barbera et al. 2010), and is broadly consistent with the

picture of hierarchical structure formation, from which

we would expect galaxies to form earlier in highly dense

environments. Joachimi et al. (2015) suggest that the

lower value of Mdyn/L for satellite galaxies, which is not

only lower than that of central galaxies, but also of field

galaxies, can be attributed to the tidal stripping of dark

matter and hot gas in the subhaloes as they fall into

more massive haloes.

We explore the effect of environment on the FP by

matching the LEGA-C sample with the Darvish et al.

(2017) cosmic web catalog (with a maximum matching

radius of 1′′), which contains measurements of the pro-

jected density field of the COSMOS field out to z = 1.2,

and categorizes galaxies as ‘central’, ‘satellite’ or ‘iso-

lated’. This catalog was constructed using the COS-

MOS2015 photometric redshift catalog (Laigle et al.

2016) in the UltraVISTA-DR2 region (McCracken et al.

2012; Ilbert et al. 2013) following the adaptive weighted

kernel smoothing method described in Darvish et al.

(2015). In Fig. 12 we show in the top panel the resid-

ual from the g-band FP in log Ie,g as a function of the

projected overdensity, for both the quiescent (red) and

star-forming (blue) sample. Since the redshift distri-

bution of the few galaxies at high overdensity is not

representative of the full sample, we have corrected the

values of ∆ log Ie,g for the redshift evolution derived

in de Graaff et al. (2020). The medians for galaxies

classified as central, satellite or field (‘isolated’ in the

catalog by Darvish et al. 2017) are indicated by white

symbols. There is a very weak anti-correlation between

the residual in log Ie,g and the overdensity, such that

∆ log Ie,g ∝ (−0.085±0.015) log(1+δ). Since this resid-

ual is inversely proportional to Mdyn/L, it is consistent

with previous findings that galaxies in higher density en-

vironments have a higher value of Mdyn/L. When divid-

ing our sample into satellites, centrals and field galaxies,

we do not find any significant systematic differences be-

tween the subsamples, in contrast with the weak, but

significant, effect found by Joachimi et al. (2015). How-

ever, our sample contains far fewer objects than these

studies at low redshift, particularly so at high overden-

sity. Moreover, our measurements do not account for

uncertainties in the density field estimation, which is

particularly difficult to constrain precisely at low over-

densities, and we therefore cannot draw any strong con-

clusions on the effect of environment on the FP.

Analogous to the top panel of Fig. 12, in the bot-

tom panel we show the residual in log Σ∗ of the mass

FP as a function of the overdensity. We find an even

weaker dependence of the zero point of the mass FP

on environment, both in terms of overdensity, with

∆ log Σ∗ ∝ (−0.052± 0.014) log(1 + δ), and galaxy type

(satellite, central, field). Within the current galaxy sam-

ple and level of uncertainty, this suggests that at fixedRe

and σ the structural properties of galaxies in high den-

sity environments do not differ significantly from those

in the field.

5. DISCUSSION

5.1. Stellar populations

In agreement with many other studies (e.g., Jorgensen

et al. 1996; Forbes et al. 1998; Wuyts et al. 2004;

Gargiulo et al. 2009), we have shown that there is sig-
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nificant scatter in the luminosity FP, which cannot be

attributed to measurement uncertainties alone. We find

that the residuals from the FP correlate strongly with

spectral features (Dn4000, HδA) as well as rest-frame

colors (U − V , V − J). These correlations can be inter-

preted as systematic variations in M∗/L due to varying

stellar ages, and in the case of the star-forming popula-

tion, also different sSFRs and dust attenuation.

Previous results at low redshift, where significant

residual correlations with stellar age are present in the

FP (Forbes et al. 1998; Gargiulo et al. 2009; Graves et al.

2009), thus also hold at z ∼ 1. Moreover, this correla-

tion appears to be stronger in our sample as compared

with both Gargiulo et al. (2009) and Graves et al. (2009).

Graves & Faber (2010) show that variations in M∗/L

contribute approximately 22% to the intrinsic thick-

ness of the FP (i.e., d log(M∗/L)/d(∆ log Ie) ≈ −0.22),

although depending on the stellar population model-

ing method used this value may be anywhere between

2%− 53%.

However, these studies at low redshift focus on early-

type galaxies alone, which are selected by morphology

as well as insignificant Hα or [O II]3727 line emissivity,

whereas we here have extended the analysis to the full

population of massive galaxies. The selected samples of

early-types at z ∼ 0 therefore likely consist of galaxies

that span a narrower range in age and M∗/L. Moreover,

at z ∼ 0 the FP is often studied in the r-band, which

may differ significantly from the rest-frame g-band con-

sidered here.

We evaluate the contribution of variations in M∗/L

to the thickness of the FP in Fig. 13, using the differ-

ent measurements of the tilt by Hyde & Bernardi (2009,

Table 2) to obtain the FP in different rest-frame pass-

bands. Firstly, we consider the observed (filled symbols)

and intrinsic (open symbols) scatter in ∆ log Ie,λ at dif-

ferent wavelengths, for the quiescent (red), star-forming

(blue), and combined (black) subsamples. The scatter

about the mass FP (in ∆ log Σ∗) is shown for reference.

For the quiescent galaxies the observed scatter in the

mass FP is approximately equal to that in the r, i and

z-band FPs, whereas the intrinsic scatter in the mass

FP is significantly lower than the luminosity FP, reflect-

ing the relatively large uncertainty on the SED modeling

in comparison with the observational error on the lumi-

nosity. More importantly, there is a significant decrease

in both the observed and intrinsic scatter toward longer

wavelength, particularly so for the star-forming subsam-

ple. This reflects a lower contribution of M∗/L to the

intrinsic scatter and suggests, unsurprisingly, that vari-

ations in the dust attenuation and recent star formation

are most apparent at short wavelengths.
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Figure 13. Effect of variation in the stellar mass-to-light
ratio (M∗/Lλ) on the thickness of the FP. Top: Scatter in
the FP in ∆ log Ie,λ for different rest-frame wavelengths, with
solid and open symbols showing the observed and intrinsic
scatter respectively. The scatter in the mass FP (in ∆ log Σ∗)
is shown for reference. Bottom: Contribution of M∗/Lλ to
the residual from the FP in log Ie,λ. The dashed line shows
the maximum value, since ∆ log Ie,λ ≈ ∆ log(Mdyn/Lλ).
Both the observed and intrinsic scatter in the FP decrease
toward longer wavelength, due to a decrease in the contribu-
tion from variations in M∗/Lλ.

In the bottom panel we quantify the contribution of

M∗/L variations using the SED-derived M∗/L estimates

and a simple least-squares fit (to match the methods by

Graves & Faber 2010). We note that we do not subtract

the mean value of M∗/L along the (face-on) midplane,

because the face-on FP is sparsely populated in compar-

ison to the low-redshift studies, which together with the

large uncertainties on M∗/L makes a robust estimate of

the mean M∗/L difficult. However, this mainly affects

the uncertainty on the fit, and is unlikely to lead to a

significant bias on the measured contribution of M∗/L.

We find that in the rest-frame g-band approximately

55% of the thickness of the FP is due to variations in

M∗/Lg, with the contribution being slightly higher for

star-forming galaxies (∼ 58%, versus ∼ 51% for quies-

cent galaxies). Stellar populations thus are the main

driver of the intrinsic scatter in the g-band FP, ex-

ceeding the contributions of all other quantities exam-
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ined in Section 4. On the other hand, Bernardi et al.

(2020) recently showed that, for rotating systems, the

use of the integrated velocity dispersion rather than the

luminosity-weighted average of the second moment of

the velocity (which is attainable from IFU data only;

see Eq. C1) may also be a cause of substantial scatter

in the FP. However, this additional scatter of approxi-

mately ∆ log σ ∼ 0.03 dex (based on their Fig. A1) is

still at least a factor ∼ 3 lower than the contribution

from stellar populations found here, and is further miti-

gated by the fact that this effect only becomes apparent

in the case of very high S/N spectra.

Fig. 13 also shows that the dependence on M∗/Lλ
is itself wavelength-dependent, such that the FP at

longer wavelengths is less dominated by variations in

M∗/Lλ. Interestingly, there is significant contribution

from M∗/Lλ even at the longest wavelengths. Com-

paring with the results by Graves & Faber (2010) in

the rest-frame r-band, we find that for our sample of

quiescent galaxies the contribution from stellar popula-

tions is ∼ 42%. This is significantly higher than their

measurement of 22% (for their preferred method of es-

timating M∗/Lr), but may be attributed to significant

differences in the definition of quiescence: using Dn4000

as a proxy for age, if we select the 100 oldest (UVJ) qui-

escent galaxies in our sample, we find that variation in

M∗/Lr contributes 23% to the thickness of the r-band

FP.

Importantly, these measurements show that, under

the assumption that the effects of dynamical non-

homology are small (e.g., Bolton et al. 2008; Schechter

et al. 2014), a significant fraction of the intrinsic scat-

ter in the FP must arise variations in Mdyn/M∗, which

may be due to variations in the IMF or the dark matter

fraction. Our data currently lack a consistent measure-

ment of the metallicity across the entire redshift range,

as well as a measurement of the α-element abundance

and other IMF-sensitive features (summarized in, e.g.,

van Dokkum & Conroy 2012), and we therefore cannot

place constraints on the effect of IMF variations within

the FP. On the other hand, we may expect the effect

of IMF variations to be approximately as large as the

uncertainties in the SED modeling (e.g., van de Sande

et al. 2015), which would imply that the intrinsic scatter

is dominated by fluctuations in the dark matter content.

For the quiescent LEGA-C galaxies, the significant

correlations between the residuals from the luminos-

ity FP and Dn4000 or HδA, combined with the very

weak correlations through the mass FP (Figs. 4 & 8),

suggest that galaxies with younger luminosity-weighted

ages, due to a later formation time or more extended

star-formation history, have marginally higher values of

∆ log Σ∗. If the effects of non-homology and IMF vari-

ations are small, this result implies that younger quies-

cent galaxies are slightly more baryon-dominated within

1Re. Although the correlation between age and struc-

ture is very weak, in contrast with the strong correlation

found by Graves & Faber (2010), this would be broadly

consistent with the proposed scenario in which the trun-

cation time of star formation determines the location of

a galaxy within the parameter space of the FP.

However, the effect of galaxy merging, and how these

trends apply to the star-forming population is still un-

clear. Recently, Ferrero et al. (2020) used cosmologi-

cal hydrodynamical simulations to show that the tilt of

the FP, of both star-forming and quiescent galaxies, can

be explained entirely by variations in the dark matter

fraction. A quantitative comparison with such simula-

tions is challenging, as there are systematic mismatches

between the observed and simulated sizes and velocity

dispersions (van de Sande et al. 2019). However, hydro-

dynamical simulations of large volumes do qualitatively

reproduce observed galaxy scaling relations, and there-

fore may also be able to shed light on the physical pro-

cesses driving the intrinsic scatter in the FP, an analysis

that we defer to a future work.

5.2. Structural non-homology

We have found that massive star-forming and quies-

cent galaxies lie on the same mass FP, with a comparable

intrinsic scatter about the midplane (Fig. 7). Although

the star-forming galaxies are typically slightly larger in

size at fixed mass, their integrated velocity dispersion

or stellar mass surface density tends to be lower, such

that they fall on the same FP as the quiescent systems.

The thickness of the mass FP is, unlike the g-band FP,

largely uncorrelated with stellar population properties

and can be interpreted as variation in Mdyn/M∗. Under

the assumption of a weakly varying IMF, the intrinsic

scatter about the FP reflects a variation in the dark

matter fraction within the effective radius.

Of particular interest then is the morphology, which

we have modeled as a Sérsic profile. If the value of the

Sérsic index reflects different underlying mass density

profiles, we may expect it to correlate with the residuals

in the mass FP. However, we find only a very weak cor-

relation within the LEGA-C sample (Fig. 10). Interest-

ingly, Bezanson et al. (2015) do find a weak dependence

on Sérsic index within the mass FP at low redshift, for a

sample of SDSS galaxies similar to the low-redshift sam-

ple considered here. In a different context, Cappellari

et al. (2006) and Taylor et al. (2010) also demonstrate

the importance of non-homology on the estimation of

the dynamical mass of galaxies at z ∼ 0. The lack of a
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correlation with Sérsic index in the mass FP in our sam-

ple is therefore surprising, as it seems to suggest that

the dynamical masses of galaxies at z ∼ 1 are indepen-

dent of the observed Sérsic index. Any fluctuations in

the dark matter fraction then simply reflect differences

in the effective radii of galaxies, rather than the mass

distribution itself.

This raises the question of how the difference in the

structural dependence at z ∼ 0 and z ∼ 1 can be recon-

ciled. One possibility is that the light profile evolves

with redshift, while the underlying mass distribution

does not change significantly, such that the mass FP

is correlated with Sérsic index at z ∼ 0, but not at

z ∼ 1. This scenario can be tested by measuring the

color gradients of galaxies to derive the Sérsic index and

size of the stellar mass profile, instead of the rest-frame

5000 Å sizes used here. Suess et al. (2019) demonstrate

that color gradients are significantly steep especially at

high stellar mass and are also dependent on redshift,

and may therefore be important to take into account.

Bernardi et al. (2019) show that, for a sample of very

massive elliptical galaxies at z ∼ 0, the accounting for

stellar population gradients in galaxies can lead to a

significant change in the inferred values of and variation

in Mdyn/M∗. These gradients may then potentially act

to wash out any significant dependence on Sérsic index

through the thickness of the FP, although it is unclear

how stellar population gradients affect the measurement

of Mdyn/M∗ for the population of late-type galaxies at

z ∼ 0, as well as galaxies at higher redshifts.

Secondly, if not a difference in the observed morphol-

ogy, there may be differences in the derivation of the

velocity dispersions between the various studies. For ex-

ample, as opposed to the integrated velocity dispersion

within 1Re used in this work, Taylor et al. (2010) use

the central stellar velocity dispersion (Re/8); this differ-

ence in the aperture may lead to small systematic effects

on the measured dispersions (see also Appendix C). Van

Houdt et al. (in prep.) demonstrate using axisymmet-

ric Jeans modeling that, at fixed mass, the dynamical

masses of the LEGA-C galaxies do depend on Sérsic in-

dex, and do so in the same way as at z ∼ 0. However,

they also show that this dependence becomes apparent

only when using the major axis size (rather than the cir-

cularized size) and after taking into account the effects

of the slit aperture and the galaxy inclination (through

the observed axis ratio) on the integrated velocity dis-

persion.

On the other hand, the lack of a residual correlation

through the mass FP with Sérsic index does not im-

ply that non-homology plays no role at all. The FP is

tilted with respect to the virial plane, which may (in

part) be due to a violation of the assumption of ho-

mology. Bezanson et al. (2013) compared the power-

law relation between Mdyn/M∗ and Mdyn for two differ-

ent estimates of Mdyn, the first having a virial constant

K = 5 (as in Section D.1) and the second a Sérsic-

dependent virial constant K(n) (derived by Cappellari

et al. 2006). At z ∼ 0 the measured relation between

Mdyn/M∗ and Mdyn is slightly shallower for the Sérsic-

dependent estimate of Mdyn, which indicates that non-

homology contributes to the tilt of the FP, albeit a small

effect (in agreement with findings by Cappellari et al.

2006). Moreover, Bernardi et al. (2020) show that by

accounting for structural non-homology in their fits of

the mass FP, as well as the galaxy inclination, they ob-

tain a plane that is closer to the virial prediction.

By considering variations in the tilt of the mass FP,

we observe a similar, weak effect. Taking the values of

the tilt from Section 4.1, we find that the strongest tilt

(a = 1.432 and b = −0.736) produces the weakest corre-

lation with Sérsic index: ∆ log Σ∗ ∝ (−0.016± 0.004)n.

Conversely, for the virial plane (a = 2 and b = −1)

we find ∆ log Σ∗ ∝ (−0.026± 0.005)n. An evolution in

the tilt, such that the mass FP becomes closer to the

virial plane at higher redshift, may thus also bring the

measurements at z ∼ 0 and z ∼ 0.8 into agreement.

6. SUMMARY AND CONCLUSIONS

We have explored the connection between the struc-

tural and stellar kinematic properties of 1419 galaxies in

the LEGA-C survey, which form a representative sample

of the massive (log(M∗/M�) > 10.5) galaxy population

at 0.6 < z < 1. In addition to the spectral and morpho-

logical properties obtained from the LEGA-C spectra

and HST imaging respectively, we have performed SED

modeling of multi-wavelength (0.2−24µm) photometry

to estimate stellar masses, as well as stellar population

properties and the effect of dust attenuation. Separating

our sample into star-forming and quiescent galaxies by

the rest-frame UVJ colors, we have studied the effect of

different structural, environmental and SED properties

within the luminosity and mass FP. Our findings can be

summarized as follows:

• There is significant scatter in the rest-frame g-

band FP of quiescent galaxies, which exceeds the

scatter due to measurement uncertainties. Star-

forming galaxies also lie on the g-band FP, but

with a different zero point and higher intrinsic

scatter (Fig. 3). The residuals from the g-band

FP correlate strongly with spectral age indicators

(Dn4000 and HδA), as well as rest-frame colors

(U − V , V − J). Using SED models, we inter-

pret these correlations as being due to variation in
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the luminosity-weighted stellar age, and addition-

ally for the star-forming sample, variation in the

sSFR and dust attenuation.

• Both star-forming and quiescent galaxies lie on the

same mass FP, with an approximately equal zero

point and a comparable level of intrinsic scatter.

In contrast with the g-band FP, we find no signifi-

cant correlations in the residuals from the mass FP

with different spectral and SED properties. More-

over, there is only a very weak correlation with

Sérsic index and the observed axis ratio, corre-

sponding to a minimal dependence on morphology

for variations in Mdyn/M∗ through the thickness

of the FP.

• We evaluate the effect of environment on the FP,

finding a very weak correlation between the resid-

uals from the g-band FP and the projected galaxy

overdensity, such that galaxies in high density

environments have a marginally higher value of

Mdyn/L, in line with previous studies that find

galaxies at high overdensity to be slightly older.

We find an even weaker correlation within the

mass FP, suggesting that there is no significant

structural difference between galaxies in low- and

high-density environments at fixed size and veloc-

ity dispersion.

Overall, we find that variations in the M∗/Lg can ac-

count for ∼ 54% of the thickness of the g-band FP.

The other main contribution comes from variations in

the dark matter content within 1Re, or, variations in

the IMF. Interestingly, the residuals in log Σ∗ in the

mass FP do not correlate strongly with morphology

(Sérsic index), suggesting that the effect of structural

non-homology is weak. Instead, variations in the galaxy

size (at fixed mass) may play a more important role, as

this leads to fluctuations in the dark matter fraction.

Future studies of IMF-sensitive spectral features or

abundance measurements are required to quantify the

role of IMF variations within the FP. On the other

hand, the role of dark matter may well be explored

with current cosmological hydrodynamical simulations,

which are able to offer insight into the physical processes

governing the properties of galaxies throughout the FP

and the evolutionary processes that keep galaxies on the

mass FP.
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Table 1. Results of the MAGPHYS SED modeling

ID log(M∗/M�) log(sSFR/yr−1) log(age/yr) AV [mag] Dn4000

4792 10.52+0.13
−0.00 −10.32+0.30

−0.00 9.26+0.21
−0.00 0.03 1.44

5786 11.12+0.09
−0.05 −10.72+0.10

−0.10 9.41+0.16
−0.06 0.93 1.56

6859 11.31+0.00
−0.00 −11.02+0.00

−0.00 9.20+0.00
−0.00 0.22 1.57

6890 11.25+0.10
−0.09 −11.02+0.35

−0.05 9.24+0.04
−0.08 1.28 1.56

7002 10.76+0.00
−0.09 −10.87+0.00

−0.20 9.36+0.00
−0.06 0.11 1.57

Note—Values and formal error bars for the stellar mass, specific star for-
mation rate, and luminosity-weighted age represent the 16th, 50th and 84th

percentiles. The dust attenuation and Lick index Dn4000 are measured from
the best-fit SED. This table is available in its entirety in machine-readable
format.

Software: Astropy (Astropy Collaboration et al.

2013), EAZY (Brammer et al. 2008), FAST (Kriek et al.

2009), Galfit (Peng et al. 2010), MAGPHYS (da Cunha

et al. 2008), Matplotlib (Hunter 2007), NumPy (Harris

et al. 2020), pPXF (Cappellari & Emsellem 2004; Cap-

pellari 2017), SciPy (Virtanen et al. 2020)

APPENDIX

A. COMPARISON OF STELLAR MASS ESTIMATES

In Section 2.2, we ran the MAGPHYS code (da Cunha et al. 2008) for broad-band photometry from the multi-

wavelength catalog by Muzzin et al. (2013b) to model the physical properties of the LEGA-C galaxies. We provide

our catalog of derived SED properties in Table 1. Our choice for MAGPHYS is motivated by our aim to minimize

the systematic uncertainty in the measurement of the redshift evolution of the mass FP across 0 < z < 1, and the

public availability of the MAGPHYS modeling results for the SDSS by Chang et al. (2015). Our SED modeling differs

from the results presented previously in van der Wel et al. (2016), who used the FAST code (Kriek et al. 2009) with

different model assumptions and a different set of photometry.

In Fig. 14 we show a comparison between the best-fit stellar mass from van der Wel et al. (2016), and the median

of the likelihood distribution of the stellar mass from MAGPHYS (as provided in Table 1). Red circles and blue

triangles show quiescent and star-forming galaxies respectively, with the median shown as black open symbols. There
is a clear offset between the two stellar mass estimates (blue and red dashed lines in the right-hand panel), with the

masses inferred with MAGPHYS being systematically larger (∼ 0.1 − 0.2 dex). The offset is particularly significant

for star-forming galaxies, and decreases slightly with increasing stellar mass.

One of the main differences between the modeling with FAST and MAGPHYS is the assumed form of the star

formation history (SFH). The SFHs used for the FAST modeling are simply exponentially declining SFRs (τ models),

whereas those for MAGPHYS additionally include random bursts of star formation. This can lead to significant

changes in the inferred stellar ages and hence stellar masses, as the fits using the τ model SFHs can significantly

underestimate the stellar mass (see, e.g., Pforr et al. 2012).

Moreover, the energy balance approach, combined with a different assumed dust model, may also change the inferred

stellar mass. Whereas FAST applies a single dust screen, which in this case is the attenuation curve by Calzetti et al.

(2000), MAGPHYS applies a two-component dust model (Charlot & Fall 2000) with different attenuation for stellar

birth clouds and the diffuse interstellar medium, in better accord with observations of local galaxies (e.g., Calzetti

et al. 2000).

Lastly, there are subtle differences in the photometry used. Although both works use the photometric catalog by

Muzzin et al. (2013b), van der Wel et al. (2016) use all available broad-band and medium-band filters, and exclude the

Spitzer/MIPS 24µm data. Since the medium-band filters may suffer from large uncertainties in the zero points, and

precise redshifts have already been measured from the LEGA-C spectra, we exclude these filters in our SED fitting.
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Figure 14. Comparison between the best-fit stellar mass from FAST (van der Wel et al. 2016) and the median of the stellar
mass likelihood distribution from MAGPHYS for the primary sample of LEGA-C galaxies. Blue triangles and red circles
indicate star-forming and quiescent galaxies respectively. In the right-hand panel, white markers show the median and 16th and
84th percentiles, with dashed lines indicating the median offset between the two mass estimates for the two populations. Stellar
masses estimated with MAGPHYS are systematically larger than those from FAST, due to significant differences in the assumed
star formation histories and dust attenuation model. The offset in stellar mass decreases slightly toward higher (FAST-derived)
stellar mass and is larger for star-forming galaxies than quiescent galaxies, consistent with the findings by Leja et al. (2019b).

On the other hand, we do include the MIPS photometry, and make use of infrared libraries (da Cunha et al. 2008)

and the energy balance recipe implemented in MAGPHYS to fit the mid-infrared data.

Our findings are broadly consistent with those by Leja et al. (2019b), who used a Bayesian approach to model

the SEDs of galaxies at redshifts 0.5 < z < 2.5 with a large number (14) of free parameters. They show that, in

comparison with the results from FAST, the more complex model infers older stellar ages and therefore systematically

higher stellar masses, by 0.1− 0.3 dex. Moreover, similar to our result, the discrepancy between the two stellar mass

estimates decreases slightly toward higher stellar mass. By using the stellar masses inferred with MAGPHYS, we

therefore not only minimize systematic effects in our comparison of the mass FP at z ∼ 0 and z ∼ 0.8, but also adopt

a stellar mass estimate that is likely to agree better with results from more sophisticated modeling.

B. COMPARISON OF STRUCTURAL PARAMETER ESTIMATES FOR THE SDSS

In Sections 2.4, 3.1 and 4.1, we used the structural parameters measured in the r-band by Simard et al. (2011),

which relies on imaging from the SDSS DR7, to measure the tilt of the FP of our low-redshift sample. However, by

fitting Sérsic models on improved photometry from the SDSS DR9 for galaxies in the MaNGA survey (Bundy et al.

2015; Blanton et al. 2017), Fischer et al. (2019) show that the size estimates by Simard et al. (2011) may be biased.

The resulting FP may therefore also change depending on the photometry and method of Sérsic modeling used.

Currently, there is no publicly available structural parameter catalog that is based on the SDSS DR9 photometry

for the larger spectroscopic sample of the SDSS. A direct assessment of the effect of this improved photometry on the

FP is therefore not possible. Nevertheless, Fischer et al. (2017) demonstrate that the structural parameters measured

by Meert et al. (2015) are largely unaffected by changes in the photometry, due to a different treatment of the sky

background as compared with Simard et al. (2011).

By comparing the structural parameter catalogs by Simard et al. (2011) and Meert et al. (2015), we can therefore

determine the extent to which the measured tilt of the FP depends on the catalog used. Fig. 15 shows that the

effective radii differ significantly between these two different catalogs, with the measurements by Simard et al. (2011)

being systematically smaller toward larger radii (in agreement with findings by Fischer et al. 2019). This systematic
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Figure 15. Comparison between the structural parameter catalogs by Simard et al. (2011) and Meert et al. (2015) for our SDSS
sample at z ≈ 0.06 (Section 2.4). Contours enclose 50%, 80% and 90% of the total sample, respectively. The two estimates of
the effective radius (left) agree well for small galaxies, but become increasingly divergent at large radii. Correspondingly, the
surface brightness (middle) and stellar mass surface density (right) are in strongest disagreement at low surface brightness and
surface density. Despite these discrepancies, the tilt of the g-band and mass FP are unchanged when using the catalog by Meert
et al. (2015) rather than the Simard et al. (2011) catalog, which can be attributed to the covariance between the galaxy size
and surface brightness or stellar mass surface density (see Fig. 16).

discrepancy also affects the surface brightness and stellar mass surface density, which deviate most strongly toward

low surface brightness or surface density.

Next, we evaluate the effect of these differences on the FP. We refit the FP using the catalog by Meert et al. (2015)

and following the methodology described in Sections 3.1 and 4.1. We note that we do not rederive the power-law

coefficients of the corrections on the velocity dispersion (Appendix C), as these corrections are very small and therefore

are unlikely to have a significant effect on the measurement of the tilt. For the g-band FP, we find a = 1.309± 0.014

and b = −0.726 ± 0.003, which is in excellent agreement with the results found in Section 3.1, where we used the

catalog by Simard et al. (2011). Similarly, we find good agreement for the mass FP, with α = 1.437 ± 0.012 and

β = −0.730 ± 0.003. Given the large discrepancies found in Fig. 15, this may be surprising. However, in Fig. 16

we show that the change in the FP due to changes in the effective radii are relatively small, which can be explained

by the fact that the uncertainties in logRe and log Ie,g or log Σ∗ correlate in a direction that is near-parallel to the

FP itself. We therefore conclude that, although there are significant changes in the structural parameters between

different catalogs, the FP itself is insensitive to these differences.

C. VELOCITY DISPERSION APERTURE CORRECTIONS

As discussed in Section 2.1, the integrated velocity dispersion depends on the intrinsic velocity dispersion as well as

the rotational velocity of a galaxy. The profiles of these quantities will vary with radius, and the integrated velocity

dispersion will therefore depend on the aperture of the spectrum. The spectra of the SDSS galaxies (Section 2.4) were

obtained with fibers that are 3′′ in diameter, whereas a typical galaxy in our sample at z ≈ 0.06 has an effective radius

of re ≈ 5′′. The variation in galaxy sizes within the sample, and radial gradients in the integrated velocity dispersion

may therefore lead to systematic uncertainties in the measured scaling relations. To derive a correction for the SDSS

fiber velocity dispersions (σfiber) to the dispersion within a common physical aperture of 1 re (σe), we investigate the

dependence of the integrated velocity dispersion on the aperture size and structural properties using integral field unit

(IFU) spectroscopy.

We match the IFU data from the MaNGA survey of the SDSS DR15 (Bundy et al. 2015; Blanton et al. 2017) with

our catalog from the SDSS DR7, as well as the Sérsic profile fits by Simard et al. (2011). We select galaxies in the

same way as in Section 2.4, but allow for a slightly wider redshift range of 0.04 < z < 0.08 (median z = 0.054), and

require that the flags DAPQUAL=0 and DRP3QUAL=0, resulting in a selection of 702 galaxies. For each galaxy, we use the
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Figure 16. The change in the g-band FP (left) and mass FP (right) due to differences in the size estimates between the Simard
et al. (2011) and Meert et al. (2015) catalogs, assuming a fixed tilt from Hyde & Bernardi (2009). Contours enclose 50%, 80%
and 90% of the total sample, respectively, and dotted lines indicate the median values. Even a large change in the effective
radius results in only a minor difference in the FP, which demonstrates that the uncertainties in logRe and log Ie,g or log Σ∗
are largely correlated along the FP. As a result, the tilt of the g-band and mass FP depend only very weakly on the choice of
the structural parameter catalog used.

publicly available maps of the observed stellar velocity dispersion (corrected for the effect of instrumental resolution)

and velocity field (Westfall et al. 2019) to calculate the flux-weighted second moment of the line-of-sight velocity:

σ2
aper =

∑
i Fi

(
v2
i + σ2

i

)∑
i Fi

, (C1)

where Fi is the g-band flux, vi the velocity with respect to the galaxy center and σi the observed velocity dispersion

measured in the ith Voronoi bin. Bins are included only if at least 80% of their area lies within the specified aperture.

We calculate σaper for two different apertures: circular apertures of 3′′ in diameter (σ3as), and elliptical apertures

defined by the effective radius (σe).

We use the results from the circular apertures to determine whether there are significant systematic effects between

the velocity dispersions from the SDSS fiber spectra and MaNGA data, which can be due to differences in the

observations themselves or in the reduction and analysis of the spectra. We find good agreement between the two

measurements: there is only a small systematic offset, with a median of (σfiber − σ3as) = −3.0 km s−1, and scatter of

0.065 in the fractional difference (∆σ = [σfiber − σ3as]/σ3as).

Next, we use the ratio of σfiber/σe to examine the effect of aperture size. In Fig. 17, we show σfiber/σe for all galaxies

(gray symbols) as a function of their structural parameters (the circularized effective radius, Sérsic index, and axis

ratio). Medians and percentiles (16th, 84th) are shown in black. There is a weak correlation between σfiber/σe and the

ratio of the aperture size, indicating a declining profile in the integrated velocity dispersion. On the other hand, for

the few galaxies with low Sérsic index, σfiber appears to be systematically lower than σe, which may reflect a missing

contribution from the rotational velocity. The third panel demonstrates this effect more clearly: for flattened systems,

σfiber/σe is significantly lower than for rounder objects.

Aperture corrections derived in previous studies usually take into account only the dependence on the ratio of the

aperture and the effective radius (raper/re). E.g., Jorgensen et al. (1996) and Cappellari et al. (2006) derive a correction

of the form: (
σaper

σe

)
=

(
raper

re

)α
. (C2)

Here, we use σaper = σfiber and raper = 1.5′′, and also fit a power law relation to the Sérsic index and axis ratio:(
σfiber

σe

)
=

(
4

n

)β
, (C3)
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Figure 17. Ratio of the integrated velocity dispersion from the 3′′ SDSS fiber spectra and the MaNGA spectra within an
aperture of one effective radius, calculated as the flux-weighted second velocity moment. Different panels show the dependence
of this ratio on the effective radius, Sérsic index, and axis ratio in gray. Black squares and error bars represent the median and
16th and 84th percentiles. Red lines are the best-fit power laws for each parameter. For comparison, the left-hand panel also
shows the result by Cappellari et al. (2006) in blue.

and (
σfiber

σe

)
=

(
0.6

b/a

)γ
. (C4)

We fit each parameter separately, and take into account the small systematic offset between σfiber and σ3as. The best-fit

power law is shown in red in each panel in Fig. 17, which have exponents α = −0.033 ± 0.003, β = −0.008 ± 0.010

and γ = −0.067 ± 0.012. We also show the result by Cappellari et al. (2006) in blue, who used IFU spectroscopy

for a sample of elliptical and lenticular galaxies and found a steeper relation of α = −0.066 ± 0.035. Importantly,

however, our selection differs significantly from their sample, as we have not selected galaxies by morphology. Finally,

we multiply the three correction factors and correct for the systematic offset between the SDSS fiber and MaNGA

data, to calculate σe for each SDSS galaxy in our selection in Section 2.4. The correction to σe is typically small, with

an average of 3%.

D. TILT OF THE FUNDAMENTAL PLANE

Throughout this work we have assumed minimal evolution in the tilt of the FP and used a measurement of the tilt
at low redshift, as accurate fitting of the FP is highly complex, and our results do not depend strongly on the assumed

tilt. However, in Sections 3.1 & 4.1 we showed there is weak evidence for an evolution in the tilt of the FP, particularly

so for the g-band FP. These measurements relied on a relatively simple planar fit to a subset of the data that is most

complete in mass. Here, we further examine the redshift evolution of the tilt of the FP for the full sample of LEGA-C

galaxies, and additionally take into account the measurement uncertainties and the effect of sample completeness.

We begin by writing the luminosity FP and mass FP as the power-law relations

Re ∝ σa Ibe and Re ∝ σα Σβ∗ , (D5)

where Ie ∝ L/R2
e and Σ∗ ∝ M∗/R

2
e . Under the assumption of homology, i.e. Mdyn ∝ Re σ

2, the FP can be rewritten

as a power-law relation between Mdyn, Re, and Mdyn/L or Mdyn/M∗ (for a full derivation, see Cappellari et al. 2006):

Mdyn/L ∝Md
dynR

f
e , (D6)

or

Mdyn/M∗ ∝M δ
dynR

η
e , (D7)

where the exponents d and f (or δ, η) depend on the tilt of the FP. If f � d (η � δ), then the tilt of the FP reflects

the relation between Mdyn/L (Mdyn/M∗) and mass, as first proposed by Faber et al. (1987).
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A measurement of the tilt depends strongly on the methodology used (e.g., a direct planar fit versus an orthogonal

fit, see Hyde & Bernardi 2009), the sample completeness, and uncertainties on different parameters as well as their

covariances (see also Magoulas et al. 2012). However, we can reduce some of these uncertainties by calibrating the

relation between Mdyn/L and Mdyn directly (under the assumption that f � d, η � δ), using an estimate of Mdyn:

Mdyn = K
Re σ

2

G
, (D8)

where G is the gravitational constant and K is the virial coefficient, which in general depends on the structural

properties of the galaxy. We set K = 5, which was shown by Cappellari et al. (2006) to provide a good approximation

for early-type galaxies. This may not provide a good estimate of K for late-type galaxies, however, the effect of the

assumed virial constant, e.g. a Sérsic-dependent virial constant, is small (see also Fig 10 and Section 5).

D.1. Direct measurement of Mdyn/Lg vs. Mdyn

We show the relation between Mdyn/Lg and Mdyn in Fig. 18, in bins of ∆z = 0.10. Since previous measurements of

the FP focused solely on early-type galaxies, we consider both the quiescent population alone (red circles), as well as

the combined sample of quiescent and star-forming (blue) galaxies.

There is a strong correlation between Mdyn/Lg and Mdyn, in part due to the covariance between the two quantities.

Moreover, the effect of sample incompleteness becomes apparent from this figure: our S/N selection on the velocity

dispersion approximately translates to a selection on the rest-frame g-band magnitude, illustrated in Fig. 18 by shaded

regions that cover mg > 22.5. Toward lower Mdyn as well as higher redshift, this contributes to an apparent steepening

of the observed power-law relation.

To estimate the exponent d, we therefore exclude the lowest-mass galaxies, requiring log(Mdyn/M�) > 10.6. Fitting

in logarithmic space, we use the orthogonal distance regression described by Hogg et al. (2010, Eq. 35), which takes

into account the uncertainties in both axes and treats the (Gaussian) intrinsic variance orthogonal to the linear fit as

a free parameter. We use the measurement uncertainties to estimate the covariance matrix for each galaxy with 1000

Monte Carlo simulations.

To account for the fact that galaxies of high Mdyn/LK are less likely to be observed, we use the completeness

correction Tcor (Section 3.1) to weight the covariance matrices, however, we now firstly renormalize these corrections

in bins of Mdyn. The effect of this normalization is (i) that at fixed Mdyn galaxies of high Mdyn/L receive a greater

weight, and (ii) that galaxies of low Mdyn, where the completeness in Mdyn/L is lowest, do not introduce an extreme

bias on the measured exponent.

For the quiescent sample, we find a weak evolution in the exponent between 0.6 ≤ z < 0.9 (Table 2), with mea-

surements deviating by ∼ 1 − 2σ (where uncertainties on the fits are obtained from bootstrapping the data). The

largest discrepancy is between the lowest (0.6 ≤ z < 0.7) and highest redshift bins (0.9 ≤ z ≤ 1.0), which deviate by

2.2σ. However, in the highest redshift bin there are relatively few galaxies at low mass (see also Fig. 2), and the fit is

therefore most affected by sample incompleteness.

Our measurements for the quiescent sample agree well with the results by Jørgensen & Chiboucas (2013), who

measured d = 0.44± 0.09 at z = 0.54 and d = 0.55± 0.08 for quiescent cluster galaxies at z ≈ 0.85 in the rest-frame

B-band, as well as the work by Saracco et al. (2020), who found d = 0.6± 0.1 at z ≈ 1.3. Importantly, in both works

the galaxy samples were selected in the I-band, which introduces a selection effect similar to the shaded regions in

Fig. 18, and thus can steepen the inferred power-law.

Lastly, we compare our measured relations with the low-redshift SDSS sample, using Eq. D8 (with K = 5) to

estimate Mdyn and applying the same fitting procedure to estimate d. The measurement relation is shallower than

the LEGA-C measurements by 2 − 3σ (0.6 < z < 0.9), suggesting a weak evolution with redshift or a selection bias

against galaxies that are faint in the rest-frame g-band, or, most likely, a combination of both.

We find a steepening of the slope when we include both quiescent and star-forming galaxies in the fit. Interestingly,

there is no significant evolution within the LEGA-C sample (0.6 < z < 1.0) in this case, suggesting that the effect

of sample selection is partially driving the observed evolution in d for the quiescent LEGA-C galaxies. On the other

hand, there is weak evolution (at a level of ≈ 3σ) in comparison with the SDSS fit when considering the full sample of

star-forming and quiescent galaxies, pointing toward physical differences between the low and high-redshift samples.

In summary, we find evidence for an evolution in the power-law relation between Mdyn/Lg and Mdyn with redshift,

and, by extension, the tilt of the FP. This evolution can be explained by an increasingly declining Mdyn/L for less
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Figure 18. Relation between the dynamical mass-light ratio (Mdyn/Lg) and dynamical mass as a function of redshift. Dashed
lines show linear fits to the quiescent galaxies (red circles) in each redshift bin; black lines show the result for the combined
sample of quiescent and star-forming (blue triangles) galaxies (see Table 2). Ellipses show the typical measurement uncertainties.
Shaded regions mark galaxies of mg,rest > 22.5 and illustrate the effect of sample selection in the I-band, common in previous
studies of the FP, or a S/N limit for the velocity dispersion. The slope of the relation between Mdyn/Lg and Mdyn varies weakly
with redshift, which can partially be attributed to incompleteness at high Mdyn/Lg toward higher redshift and lower Mdyn.
Since the slope is analogous to the tilt of the g-band FP, there is likely also a weak evolution in the tilt of the FP. Moreover,
there is strong evolution in the intercept, as is expected from evolution in the stellar populations (see also de Graaff et al. 2020).

massive galaxies toward higher redshift: this evolution is expected, as more galaxies are star-forming at higher redshifts,

and this effect is strongest at lower masses (“downsizing”, Cowie et al. 1996; Brinchmann et al. 2004). However, we

find that the effects of sample selection and completeness also contribute significantly the observed redshift evolution.

To determine the extent to which the evolution is of a physical origin, will require a more careful analysis of the

selection function of both the SDSS and LEGA-C samples.

D.2. Direct measurement of Mdyn/M∗ vs. Mdyn

Fig. 19 shows the relation between Mdyn/M∗ and Mdyn at different redshifts, again with red and blue markers

showing the quiescent and star-forming LEGA-C galaxies, respectively. The gray regions now illustrate the effect of

our selection on stellar mass, which we used in Section 2.3 to homogenize our sample. The best-fit power laws are
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Table 2. Best-fit Mdyn/Lg vs. Mdyn exponents

Quiescent Quiescent + star-forming

Redshift Ngal d Ngal d

0.05 < z < 0.07 13,468 0.386 ± 0.004 20,508 0.514 ± 0.005

0.6 ≤ z < 0.7 202 0.46 ± 0.04 411 0.64 ± 0.06

0.7 ≤ z < 0.8 183 0.58 ± 0.06 393 0.67 ± 0.05

0.8 ≤ z < 0.9 180 0.55 ± 0.05 349 0.66 ± 0.06

0.9 ≤ z ≤ 1.0 138 0.64 ± 0.07 266 0.70 ± 0.06

Note—Only galaxies of log(Mdyn/M�) > 10.6 are included in the fits.
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Figure 19. Relation between the dynamical-to-stellar mass ratio (Mdyn/M∗) and dynamical mass as a function of redshift.
Symbols indicate the same as in Fig. 18. The effect of our selection on stellar mass (log(M∗/M�) ≥ 10.5) is indicated by the
shaded regions. We find no significant variation with redshift in the slope of the relation between log(Mdyn/M∗) and log(Mdyn)
for the quiescent galaxies, and a weak evolution when considering the full sample (see Table 3).
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Table 3. Best-fit Mdyn/M∗ vs. Mdyn exponents

Quiescent Quiescent + star-forming

Redshift Ngal δ Ngal δ

0.05 < z < 0.07 13,468 0.313 ± 0.004 20,508 0.330 ± 0.003

0.6 ≤ z < 0.7 202 0.33 ± 0.04 411 0.36 ± 0.03

0.7 ≤ z < 0.8 183 0.39 ± 0.05 393 0.41 ± 0.04

0.8 ≤ z < 0.9 180 0.37 ± 0.04 349 0.45 ± 0.04

0.9 ≤ z ≤ 1.0 138 0.50 ± 0.07 266 0.53 ± 0.05

Note—Only galaxies of log(Mdyn/M�) > 10.6 are included in the fits.

shown as dashed lines and solid lines (representing fits to the quiescent and full samples, respectively), the exponents

(δ) of which are presented in Table 3.

For the quiescent galaxies, we find no evolution in δ between 0.6 < z < 0.9 and a reasonable agreement (a deviation

< 1.5σ) with the measurement at low redshift. The highest redshift bin does diverge more strongly, but, as is apparent

from Fig. 19, this measurement is likely strongly affected by an incompleteness in Mdyn/M∗ at log(Mdyn/M�) . 10.9.

These results are consistent with our findings for the tilt of the FP in Section 4.1, as well as previous work by Bundy

et al. (2007), who found no evolution in the relation between Mdyn and M∗ between z ∼ 0 and z ∼ 1 for a sample of

spheroidal galaxies.

When considering the combined sample of quiescent and star-forming galaxies, we do observe a weak evolution in

δ, as we measure a slight steepening with redshift both within the LEGA-C sample itself and in comparison with

the SDSS data. Moreover, these exponents are steeper than the fits to the quiescent galaxies for all redshift ranges.

Interestingly, this is opposite to the result of an orthogonal fit to the FP (Section 4.1), where we find that the tilt of

the FP is slightly closer to that of the virial plane at z ∼ 0.8 than at z ∼ 0. Additionally, the values of α and β are

(marginally) closer to the virial prediction for the full sample than for the quiescent sample alone: α = 1.64 ± 0.09

and β = −0.71± 0.02 (LEGA-C, 0.65 < z < 0.75), whereas the fit to the quiescent sample gives α = 1.56± 0.12 and

β = −0.68 ± 0.03 (α = 1.467 ± 0.014 and β = −0.730 ± 0.004 versus α = 1.432 ± 0.012 and β = −0.736 ± 0.003,

respectively, for the SDSS).

This apparent contradiction may reflect an increasing incompleteness in Mdyn/M∗ toward higher redshift, with the

difference in δ between the two samples at low redshift being due to the selection on M∗ and the maximum allowed

uncertainty on the velocity dispersion. We indeed find that the measurements for the SDSS data are in good agreement

when we relax our stellar mass limit, with δ = 0.285 ± 0.004 and δ = 0.287 ± 0.003 for the quiescent and full SDSS
samples, respectively. Alternatively, whereas the variations in Mdyn/L at fixed Mdyn are largely due to variations

in M∗/L, the variations in Mdyn/M∗ depend on variations in the IMF (and radial gradients therein; see Bernardi

et al. 2019) as well as the dark matter content, which in turn depends on the galaxy size (as discussed in Section 5).

Therefore, the discrepancy between the measurement of the tilt and the measurement of the relation between Mdyn/M∗
and Mdyn may indicate that (i) the effects of stellar population gradients on the measurement of Mdyn/M∗ cannot be

neglected, or (ii) our assumption of minimal Re dependence (η � δ; Eq. D7) no longer holds, and that the measurement

of δ alone therefore is insufficient to draw conclusions on the evolution of the tilt of mass FP.
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