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Highlights

- Children learned more words that had been taught with, compared to without, visual forms

- Unusually, retention of word knowledge was assessed longitudinally, over a period of eight months

- Word knowledge was well-retained over time

- We introduce new learning measures that capture the incremental nature of vocabulary acquisition

- These measures revealed learning effects that would be masked by traditional measures
Abstract

We investigated whether the presence of orthography promotes new word learning (orthographic facilitation). In Study 1 \((N = 41)\) and Study 2 \((N = 74)\), children were taught 16 unknown polysyllabic words. Half of the words appeared with orthography present and half without orthography. Learning assessments captured the degree of semantic and orthographic learning; they were administered one week after teaching (Studies 1 and 2), and, unusually, eight months later (Study 1 only). Bayesian analyses indicated that the presence of orthography was associated with more word learning, though this effect was estimated with more certainty for orthographic than semantic learning. Newly learned word knowledge was well retained over time, indicating that our paradigm was sufficient to support long-term learning. Our paradigm provides an example of how word learning studies can look beyond simple accuracy measures to reveal the cumulative nature of lexical learning.
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1. General Introduction

Vocabulary knowledge is essential for processing language in everyday life and it is vital that we know how to optimise vocabulary teaching. One strategy with growing empirical support is orthographic facilitation: children and adults are more likely to learn new spoken words that are taught with their orthography (visual word forms; for reviews, see Colenbrander, Miles & Ricketts, 2019; Ehri, 2014; 2020). Across two studies, we used an experimental word-learning paradigm to investigate theoretical accounts of orthographic facilitation and to evaluate how orthographic forms can be used to maximise oral vocabulary learning. We used fine-grained measures to assess the outcomes of learning with the aim of capturing partial word learning and the incremental nature of word knowledge. A better understanding of the role of orthography in vocabulary development will inform theory, and practical approaches to teaching.

Spoken and written communication requires knowledge of many words. Before learning to read, children learn the spoken forms (phonology) and meanings (semantics) of words from their spoken language experiences. As reading commences, representations of known words can expand to include visual forms (orthography), and new word learning can involve learning orthography as well as phonology and semantics. The lexical quality hypothesis (Perfetti & Hart, 2002) emphasises the importance of knowing many words and having ‘high quality’ representations for these lexical entries. High quality lexical representations include detailed information about phonology, semantics and orthography that is well integrated such that one component of the representation (phonology, orthography, semantics) will readily activate the other components. For example, when a
child reads a word for which they have a high quality representation, the orthographic form activates an accurate phonological form and rich semantic information. In alphabetic languages, speech sounds (phonemes) are represented by a finite set of visual symbols such as letters. In such languages, when words are unknown (i.e. the lowest quality), the orthographic form can still activate phonology because there are systematic relationships between orthography and phonology (Valentini, Ricketts, Pye, & Houston-Price, 2018).

Similarly, on hearing a novel word, a child may use what they know about the way that the sounds in that word are usually spelled to set up expectations about the word’s visual form, or an ‘orthographic skeleton’ (Wegener et al., 2017).

In emphasising the importance of orthography as well as phonology and semantics in lexical representations, the lexical quality hypothesis (Perfetti & Hart, 2002) is consistent with the prediction that orthographic facilitation will occur in word learning. In other words, when we teach new words, exposing learners to orthography as well as to phonology and semantics should result in greater learning and knowledge about words. A recent systematic review by Colenbrander et al. (2019) showed strong evidence that the presence of orthography supports the learning of phonological forms. There was also evidence that the presence of orthography aids semantic learning (e.g., Li et al., 2016; Ricketts et al., 2009; Rosenthal & Ehri, 2008). For example, in Rosenthal and Ehri (2008), children aged 7-8 years who saw and heard ‘gam’ whilst hearing its definition (orthography present condition) showed greater recall for its phonological form and meaning than children who just heard ‘gam’ and its definition (orthography absent condition). However, in some studies this effect was marginal (Ricketts, Dockrell, Patel, Charman, & Lindsay, 2015) or nonsignificant (e.g., Chambre, Ehri, & Ness, 2017).
Why might orthographic facilitation occur? Compared to the continuous speech stream, orthography clearly marks where one word, letter or sentence ends, and the next begins. The speech that we hear comes and goes, whereas the written word stays put on the page, allowing more time for processing. Moreover, whilst spoken and written representations of language vary across contexts as a result of changes in voice, accent, handwriting, font and so on, arguably, this is more pronounced for speech. Therefore, orthographic forms may be more readily learned than phonological forms, providing a more effective anchoring device, or hook, on which to hang semantic information (for similar ideas, see Rosenthal & Ehri, 2008; Krepel, de Bree, & de Jong, 2020).

In alphabetic languages, orthographic facilitation could also be driven by the systematic relationships that exist between letters and sounds. In some languages (e.g., Spanish, Finnish), orthography-phonology mappings are highly consistent (Seymour, Aro, & Erskine, 2003; Share, 2008) and orthography provides a reliable cue to phonology and vice versa. In less transparent languages, like English, words contain many consistent mappings, but they can also include spelling patterns that are not pronounced in the usual way (e.g., the letter s in sugar versus sit) and sounds that are not spelled in the usual way (e.g., /ɒ/ in yacht versus pot). For English, orthography will be a more reliable cue to phonology for more consistent words (i.e. words with a greater number of consistent spelling-sound mappings). For example, yacht contains two consistent mappings represented by the letters y and t whereas pot contains three consistent mappings represented by p, o and t. Therefore, it seems plausible that the degree of spelling-sound consistency will moderate the orthographic facilitation effect, with the presence of orthography more useful for learning the phonological forms, and therefore the meanings, of more consistent words.
Ricketts et al. (2009) investigated orthographic facilitation in a paired-associate learning paradigm in which children learned 12 nonword-referent mappings. In this study, consistency varied across nonwords. A third of the stimuli contained only consistently spelled phonemes (e.g., the vowel sound /ʌ/ as bus), while the remaining stimulus words contained either an inconsistent vowel (e.g., /iː/ can be spelled as in feet and feat) or an inconsistent consonant (e.g., /tʃ/ can be spelled as in much or clutch). There was no significant interaction between the presence of orthography and consistency on measures of oral vocabulary learning. However, it may be premature to conclude that orthographic facilitation is not moderated by consistency. Close inspection of Ricketts et al.’s (2009) data by participants and by items indicates there may have been subtle effects that could not be detected due to the small number of items included in the study (Jubenville, Sénéchal, & Malette, 2014; Ricketts, et al., 2015).

Jubenville et al. (2014) increased the number of items by manipulating orthography and consistency between subjects, rather than using the within-subjects design employed by Ricketts et al. (2009). In their first study, with French-speaking monolingual children, Jubenville et al. observed orthographic facilitation: oral vocabulary learning was greater for the orthography present group, compared to the orthography absent group. Further, children who saw consistent orthographic forms showed greater orthographic facilitation than those seeing inconsistent orthographic forms. In Study 2, bilingual (French-English) children showed the opposite effect. Thus, Jubenville et al. provided evidence that consistency moderates the orthographic facilitation effect, though in a different way for different groups of children, while Ricketts et al. (2009) did not. These mixed findings motivate further work that specifies whether there is an interaction between orthography and consistency. If orthographic facilitation is greater for consistent words, this would indicate that the impact of orthography on the acquisition of semantic information is driven by the relationship between
orthography and phonology. However, there may be a more direct impact of orthography on semantics, as suggested by models of word reading that specify direct links between orthography and semantics (e.g., Harm & Seidenberg, 2004; Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001).

Orthographic facilitation for vocabulary acquisition has practical implications, suggesting that practitioners, such as teachers and speech and language therapists, should emphasise orthography when teaching new words. Indeed, teachers do write words on the board whilst explaining their meanings, though this strategy could be adopted more universally (Ricketts et al., 2015). In research, the presence of orthography has usually been incidental, with a few exceptions (Chambre et al. 2017; 2020; Mengoni, Nash, & Hulme, 2013). In Mengoni et al.’s study, the presence of orthography was explicit, with all children alerted to the spelling patterns for all items. Chambre et al. (2017; 2020) have investigated whether directing attention to print moderates orthographic facilitation in beginner readers. In their 2017 study, they compared a group of children for whom the presence of orthography was incidental with a group whose attention was directed to print, finding no difference between groups. In the 2020 study, an incidental group was compared to a group who were asked to read the word aloud, thus also directing attention to it. In this study there was some evidence that reading the word aloud enhanced the orthographic facilitation effect.

We conducted two studies in which children learned phonological forms and meanings of 16 polysyllabic words. To test whether orthographic facilitation would occur, half of the words were taught with access to the orthographic form (orthography present condition) and the other half were taught without orthographic forms (orthography absent condition). In addition, we manipulated the instructions that children received: approximately half of the children were told that some words would appear with their written form (explicit
group); the remaining children did not receive these instructions (incidental group). Finally, we investigated the impact of spelling-sound consistency by including words that varied continuously on a measure of pronunciation variability (after Mousikou, Sadat, Lucas, & Rastle, 2017; see Method for more details). The quality of lexical representations was measured in two ways. A cuing hierarchy was used to elicit semantic knowledge from the phonological forms, providing a fine-grained measure of semantic learning. First, participants were asked to provide a definition. If their response was incorrect, they were given part of the definition (a cue) and asked to provide the rest. If their response was still incorrect, they were asked to select the definition from a choice of four. A spelling task indexed the extent of orthographic learning for each word. We sought to make the experimental paradigm as naturalistic as possible. Therefore, real words were taught, using an instruction and assessment approach adapted from standard educational and speech and language therapy practice. In Study 1, we measured knowledge of newly learned words at two intervals: one week and eight months after teaching. Longitudinal studies of word learning are rare and this is the first longitudinal investigation of orthographic facilitation. Study 2 extended the same experimental paradigm to a larger and more varied sample.

2. Study 1

Forty-one children aged 9-10 years completed the word learning task, followed by semantic and orthographic assessments one week after learning (Time 1), and eight months later (Time 2). Given the paucity of longitudinal data in word learning and orthographic facilitation research, we did not make predictions about the influence of time. We addressed three research questions:

1. Does the presence of orthography promote greater word learning? We predicted that children would demonstrate greater orthographic learning for words that they
had seen (orthography present condition) versus not seen (orthography absent condition). We anticipated that orthographic facilitation might also be observed for semantic learning (Colenbrander et al., 2019).

2. Will orthographic facilitation be greater when the presence of orthography is emphasised explicitly during teaching? We expected to observe an interaction between instructions and orthography, with the highest levels of learning when the orthography present condition was combined with explicit instructions. However, this prediction was tempered by one study showing that this was not the case in younger children (Chambre et al., 2017).

3. Does word consistency moderate the orthographic facilitation effect? For orthographic learning, we expected that the presence of orthography might be particularly beneficial for words with higher spelling-sound consistency, with learning highest when children saw and heard the word, and these codes provided overlapping information. For semantic learning, we reasoned that if the presence of orthography on semantic learning is driven by a beneficial effect of orthography on the learning of phonology (Ricketts et al., 2009; Rosenthal & Ehri, 2008), then orthographic facilitation will be greatest for word forms with more consistent spelling-sound mappings.

2.1. Method

2.1.1. Participants were 41 children from one socially-mixed school in the South-East of England ($M_{age} = 9.95$, $SD = .53$, 24 female). All spoke English as a first language, and none had any recognised special educational need. Table 1 summarises participant characteristics. The [omitted for blind review] Ethics Committee provided ethical approval for the study, as part of the [omitted for blind review] project. Follow-up data after eight
months were not available for three children; one child had left the school and two were absent on the day of testing.

2.1.2. Materials and procedure.

2.1.2.1. Background measures. Participants completed background measures in one or two sessions, each lasting approximately 45 minutes. Tasks were administered in a fixed order and according to manual instructions. Nonverbal reasoning was measured using the Matrix Reasoning subtest of the Wechsler Abbreviated Scale of Intelligence – Second Edition (WASI-II; Wechsler, 2011), a pattern completion task (split-half reliability: .87; test-retest reliability: .79). Word and nonword reading were assessed using the Sight Word Efficiency (SWE) and Phonemic Decoding Efficiency (PDE) subtests of the Test of Word Reading Efficiency – Second Edition (TOWRE-2; Wagner, Torgesen, & Rashotte, 2011) and the Castles and Coltheart Test 2 (CC2; Castles et al., 2009). For the TOWRE-2 subtests, reading efficiency is indexed by the number of words (SWE) or nonwords (PDE) read correctly in 45 seconds (test-retest reliability SWE: .91; PDE: .90). For the CC2, children were presented with a series of interleaved regular words, irregular words and nonwords (40 of each type) printed on individual cards, which they were asked to read aloud. Oral vocabulary knowledge was indexed by the Vocabulary subtest of the WASI-II (Wechsler, 2011) and the British Picture Vocabulary Scale – Third Edition (BPVS-3; Dunn, Dunn, & NFER, 2009). The WASI-II indexes expressive vocabulary by asking children to verbally define words (split-half reliability: .91; test-retest reliability: .90). The BPVS-3 is a receptive vocabulary measure for which children are asked to indicate which of four pictures represents the meaning of each word.

2.1.2.2. Experiment: design. Children were taught 16 novel words in a 2x2 factorial design. The presence of orthography (orthography absent vs. orthography present) was
manipulated within participants: for all children, eight of the words were taught with orthography present and eight with orthography absent. Instructions (incidental vs. explicit) were manipulated between participants such that children in the explicit condition were alerted to the presence of orthography whereas children in the incidental condition were not. Participants completing explicit and incidental conditions ($n = 20$ in explicit condition; 21 in incidental condition) were matched in pairs for vocabulary knowledge and word reading ability, and then matched as closely as possible for gender, age and nonverbal reasoning ($F$s < 1 for vocabulary, word reading, age and nonverbal reasoning). Items were counterbalanced across instruction and orthography conditions, with all words appearing in both orthography conditions for approximately the same number of children within the explicit and incidental groups.

2.1.2.3. **Experiment: word stimuli.** Stimuli comprised 16 polysyllabic words, all of which were nouns (see Appendix). Fifty curriculum-relevant words were identified that were unlikely to be known by 12-13 year olds, and could be described as ‘tier 2’ words: words that are used by mature language users across a variety of domains, and that frequently occur in written texts (Beck, McKeown, & Kucan, 2002). An adult survey ($N = 117$) and subsequent adolescent survey ($N = 42$, 15 – 18 years, $M_{age} = 16.79$, $SD = 0.78$) were used to identify a set of words that participants were unlikely to know. The surveys were administered online using Bristol Online Survey (now Jisc Online Surveys), and participants were asked to select one of four options in response to each word (following Dale, 1965): a) I've never seen or heard this word before; b) I'm familiar with this word, but don't know what it means; c) I have an idea of what this word means; or d) I definitely know what this word means. Participants were additionally asked to provide the meaning of a word if they knew it. Adult participants were recruited via social media sites, and adolescent participants via colleagues and acquaintances with adolescent children.
Based on these responses, the original list of 50 words was ranked in order of words least well known by respondents. Two lists of eight words were then selected that could be matched for counterbalancing purposes. Words were matched exactly in pairs for number of morphemes (range = 1-2 morphemes) and syllables (range = 2-4 syllables) and the items in each pair were allocated to separate lists. Item lists were also matched closely (all $F$s < 1) for adolescent survey ratings, number of letters (range = 6-11 letters), number of phonemes (range = 4-10 phonemes) and our measure of spelling-sound consistency (see below). Only one word in each list started with a vowel and initial consonants appeared a maximum of once in each list to avoid confusion amongst words. Care was taken to make sure that word meanings were not overlapping.

Spelling-sound consistency relates to the frequency with which letters correspond to sounds and vice versa. Spelling-sound consistency has been conceptualised carefully for monosyllabic words (Kessler & Treiman, 2001) but there is no consensus on how to capture consistency for polysyllabic words. We indexed consistency at the whole word level using $H$ (after Mousikou et al., 2017; Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995). The stimuli were read aloud by 33 children (17 girls, $M_{age}$ = 13.81 years, SD = .28) recruited from a single school in the South-East of England, none of whom participated in the experiment. The frequency of each alternative pronunciation was recorded, and consistency was then calculated using the formula $\sum[-pi \times \log2(pi)]$, where $pi$ is the proportion of participants giving a certain pronunciation (see Appendix for values). An $H$ value of 0 would indicate a consistent item (all participants producing the same pronunciation), with values >0 indicating greater inconsistency (pronunciation variability) with increasing magnitude.

2.1.2.4. Experiment: procedure. The experimental procedure is summarised in Figure 1. A pre-test was conducted to establish participants’ knowledge of the stimuli. Then, each
child was seen for three 45-minute sessions to complete training (Sessions 1 and 2) and post-tests (Session 3). Sessions were spaced one week apart to emulate the pace of topic-related vocabulary learning in school, and to allow for spaced teaching (Carpenter, Cepeda, Rohrer, Kang, & Pashler, 2012). This also enabled newly learned words to be consolidated during sleep (Henderson, Weighall, & Gaskell, 2013). The intended gap of seven days between sessions was achieved for most participants between Sessions 1 and 2 (56%; $M = 7.37$ days, $SD = 1.09$, range = 6-12 days) and Sessions 2 and 3 (71%; $M = 7.00$, $SD = 0.55$, range = 6-8). Post-tests were then re-administered approximately eight months later at Time 2 ($M = 241.58$ days from Session 3, $SD = 6.10$).

All instructions, stimuli and feedback were pre-recorded by a native speaker of English and presented to participants via the E-prime 2.0 programme (Schneider, Eschman, & Zuccolotto, 2012a, 2012b). Instructions, feedback and orthography (where relevant) were also presented in written form on the screen. E-prime was used to randomise order of presentation and record the accuracy of responses. Presenting information in this way also allowed us to ensure that the experiment was presented as intended, pronunciations were standard across children and exposures and all children had the same opportunity to learn. The second author conducted all experimental sessions with all children. Three children were excluded due to an administration error. They are not referred to in the participants section, nor are they included in any tables, figures or analyses.

---Figure 1 about here---

2.1.2.4.1. Pre-test. For each word, children were asked, ‘do you know what [word] means?’ If they responded ‘yes’, they were prompted to give a definition. Participants were excluded if they demonstrated any knowledge of a word’s meaning in their definition. Seven
participants were excluded, with individuals knowing syncopation \((n = 6)\) and cataclysm \((n = 1)\).

2.1.2.4.2. Training. Each training session comprised two blocks of trials: one phonological block, then one phonology-semantic block. For children in the explicit condition only, the prompt ‘for some of the activities, you will see the word written on the screen. You might find this helpful’ was given once prior to each semantic-phonological training block. The pre-test provided one exposure to each phonological form; training provided a further 24 exposures. Children were exposed to word definitions 10 times and, for words in the orthography present condition, to orthography four times.

The phonological training block familiarised children with the new phonological forms. In an initial set of trials participants heard and repeated each word once (e.g., ‘repeat epigram’). In the second set of trials they heard each word and then repeated it whilst simultaneously tapping out its syllables to draw attention to the phonological structure of the word (e.g., Lundberg, Frost, & Petersen, 1988; Yopp & Yopp, 2000). This allowed for four exposures to the phonological form per session (eight over training).

In the phonology-semantic block (see Figure 1), children completed five activities with each word, taking one word at a time: 1. repeat it (e.g., ‘repeat epigram’); 2. listen to the word with its three-word definition (e.g., ‘listen carefully / you don’t need to do anything / epigram is a witty remark’); 3. listen to the word in sentence context (e.g., ‘listen carefully / you don’t need to do anything / Ed knew how to use a good epigram to keep his friends entertained over dinner’); 4. repeat the word with its definition (e.g., ‘repeat after me / epigram is a witty remark’); and 5. repeat the word and definition again, substituting the middle word of the definition (an adjective) for a synonym (e.g., ‘repeat it, but this time change the middle word to a different word that means the same thing / epigram is a witty
remark\'). All definitions followed a determiner-adjective-noun structure and included simple vocabulary to ensure understanding. Sentence contexts (15 – 16 words) included the target word and provided additional cues to meaning. All definitions and sentence contexts appear in the Appendix. Repetition trials were included to engage children in the task and the synonym substitution was included to encourage them to actively process the meaning of the word. For words trained in the orthography present condition, the orthographic form appeared during passive activities: 2) listen to the definition; 3) listen to the word in sentence context. The two phonology-semantic blocks allowed for 16 exposures to each phonological form, 10 exposures to the definition and, for orthography present items, four exposures to the orthographic form.

2.1.2.4.3. Semantic post-test. The semantic post-test assessed knowledge for the meanings of newly trained words. We took a dynamic assessment or cuing hierarchy approach (Hasson & Joffe, 2007), providing children with increasing support to capture partial knowledge and the incremental nature of acquiring such knowledge (Dale, 1965). Each word was taken one at a time and children were given the opportunity to demonstrate knowledge in three steps: definition, cued definition, recognition. In the definitions step, each child was asked, ‘what does [word] mean?’ If they were able to provide the target definition or a close approximation, the next word was presented. If not, they were given a semantic cue, using a set format: ‘it is a type of [noun]. Can you tell me what type?’ If the child provided the target adjective or a close synonym the next word was presented. Otherwise, the child was asked to select the correct definition from an array of four, comprising the target definition and three distractors.

For the recognition step, the distractors were identical to the target definition with the exception of the adjective, which was substituted with a plausible alternative (e.g., for
epigram, target definition: ‘a witty remark’; distractors: ‘an unfunny remark’, ‘a kind remark’, ‘an indignant remark’). Adjectives were not used more than once across target and distracter definitions, and distractor adjectives that were similar in meaning to the target were avoided. Where possible, one distractor adjective was opposite in meaning to the target adjective (i.e. ‘unfunny’ for ‘witty’). The four multiple-choice options for each word were presented on the screen in a grid format until a response was made. Position was randomised and participants heard each option once in order: top left, top right, bottom left, bottom right.

The semantic post-test score captured depth of semantic knowledge for the newly learned words. A score of three was allocated for a correct response in the definition task, two for a correct response in the cued definition task, one for a correct response in the recognition task, and zero if the item was not correctly defined or recognised. For this measure, the maximum score was 48 (24 per orthography condition). Reliability (Cronbach’s α) was calculated for a binary score (1 = definition or cued definition, otherwise 0), and was acceptable (α = .71).

2.1.2.4.4. Orthographic post-test. This post-test was included to ascertain the extent of orthographic knowledge after training. Children were asked to spell each word and their spelling productions were transcribed so that they could be scored. Responses were scored using a Levenshtein distance measure, using the stringdist library (van der Loo, 2019) in R (R Core Team, 2018). This score indexes the number of letter deletions, insertions and substitutions that distinguish between the target and the child’s response. For example, the response ‘epegram’ for target ‘epigram’ attracts a Levenshtein score of 1 (one substitution). Thus, this score gives credit for partially correct responses, as well as entirely correct responses. The maximum score is 0, with higher scores indicating less accurate responses. Reliability was calculated with accuracy scores; this was acceptable (Cronbach’s α = .81).
For the interested reader, accuracy data are also available online alongside Levenshtein distance scores (see OSF: https://osf.io/e5gzk/?view_only=a43914620dae4cc1b56bf3c15ef8d6c6).

2.2. Results

Analysis data and code are shared through an OSF repository accessible at: https://osf.io/e5gzk/?view_only=a43914620dae4cc1b56bf3c15ef8d6c6.

2.2.1. Participant characteristics. Table 1 summarises performance on background measures. Norm-referenced scores are reported for all measures except the Castles and Coltheart Test 2 (CC2) where raw scores are reported instead. Norm-referenced scores indicate age-appropriate performance in relation to nonverbal reasoning, word reading, nonword reading and oral vocabulary knowledge.

---Table 1 about here---

2.2.2. Approach to analysis. We used mixed-effects models to analyse data because this approach permits modelling of both participant- and item-level variability simultaneously, unlike more traditional approaches such as ANOVA. In this study, multiple participants responded to multiple items, meaning that both participants and items were sources of nonindependence in our data (i.e. responses from the same participant are likely to be correlated, as are responses to the same item). Compared to ANOVA, mixed-effects models offer a more flexible approach, and are better able to handle missing data without significant loss of statistical power (Baayen, Davidson, & Bates, 2008; Brauer & Curtin, 2018).
We fitted Bayesian mixed-effects models using the brms (Bayesian regression models using ‘Stan’) library (Bürkner, 2017, 2018) in R (R Core Team, 2018). We adopted Bayesian rather than frequentist methods for three reasons. First, Bayesian approaches are highly flexible, enabling us to model the sequential and categorical nature of the semantic post-test responses. Second, while it is recommended that mixed-effects models fully take into account random effects (i.e. a maximal effects structure; Barr, Levy, Scheepers & Tily, 2013), convergence issues are common (Meteyard & Davies, 2020). Bayesian models will typically converge to accurate values of effects estimates for any sample (Liddell & Kruschke, 2018). Third, as we discuss below, Bayesian analyses allowed us to combine data sets in Study 2 without risk of elevating Type 1 error (Kruschke, 2013).

More generally, Bayesian models are scientifically advantageous because they yield accurate representations of the posterior distribution. For each parameter (including fixed and random effects), Bayesian models generated a probability distribution representing the differing probabilities of each potential value of the coefficient for an effect. This means that we were able to report the most probable value of the estimate for an effect, given the posterior distribution, data and model assumptions. In tables summarising our models (Tables 2-3), we report each estimate, along with its 95% credibility intervals (lower and upper bound). The credibility interval indicates the range within which we can suppose that the “true value” of a parameter lies (see OSF: word-learning-supplementary_2020-09-30.pdf for a graphical illustration of this). In tables we also report the proportion of the distribution that sits either above or below 0, depending on the direction of the effect. That proportion indicates the probability of an effect in that direction. Where lower and upper bounds of the credibility interval cross zero, the direction and the magnitude of effects are estimated with less certainty. To allow for comparison, equivalent frequentist models with p values are
included in Supplementary Materials, though were subject to convergence issues (see OSF: word-learning-supplementary_2020-09-30.pdf for details).

In the semantic post-test, participants worked their way through three steps, only progressing from one step to the next step if they provided an incorrect response or no response. Given the sequential nature of this task, we analysed data using sequential ratio ordinal models (Bürkner & Vuorre, 2019). In sequential models, we account for variation in the probability that a response falls into one response category (out of $k$ ordered categories), equal to the probability that it did not fall into one of the foregoing categories, given the linear sum of predictors. We estimate the $k$-1 thresholds and the coefficients of the predictors. Orthographic post-test performance was scored using a Levenshtein distance measure where 0 corresponds to an accurate response and higher scores indicate less accurate responses. Because, for any response, the distance corresponds to the frequency of edits made, and because there is no upper limit to the potential number of edits, this outcome variable can be treated as count data and analysed under the assumption that values stem from a Poisson probability distribution (Gelman & Hill, 2007). This approach allowed us to estimate the effects of potential influences on scores, whilst allowing that many responses may be partially correct to varying degrees.

For the semantic and orthographic models, we took a hypothesis-driven approach, estimating the fixed effects of time (Time 1 vs. Time 2), orthography (absent vs. present), instructions (incidental vs. explicit) and consistency (standardized H), as well as the interaction between orthography and instructions and the interaction between orthography and consistency. Different levels of the three binary fixed effects were sum coded, with orthography as -1 (absent) vs. +1 (present), instructions as -1 (incidental) vs. +1 (explicit), and time as -1 (Time 1) vs. +1 (Time 2). Consistency H, as a numeric predictor variable, was
standardized to z scores before entry to models as predictors. Models were specified to include maximal random effects (after Barr et al., 2013).

2.2.3. Semantic post-test. Table 2 summarises the semantic model (see OSF: word-learning-supplementary_2020-09-30.pdf for full model summaries). Figure 2 (top panel) illustrates marginal effects, with four panels showing how each fixed effect influenced the probability that children would produce a response scored 0, 1, 2 or 3. It is clear that there were very few full definitions (coded 3) or incorrect responses (coded 0), with the majority of responses either reflecting recognition of the definition (category 1) or cued definitions (category 2), and the fixed effects primarily influencing the relative contribution of category 1 and 2 responses to the total.

---Table 2 and Figure 2 about here---

Time was estimated to have a negative effect, with children producing lower scored responses at Time 2 than Time 1. At Time 2, there were fewer cued definition (category 2) responses and more recognition (category 1) responses, compared to Time 1. Importantly though, at Time 2, our estimates reveal good retention of knowledge about each word, as reflected in the high probability of recognition responses. There was some evidence that instructions influenced performance, with higher responses in the explicit than incidental condition. The credibility intervals for instructions, consistency and the interactions (see Table 2) show that the evidence was not sufficient to resolve the magnitude or the direction of these effects.

2.2.4. Orthographic post-test. Table 2 summarises the orthographic model, and Figure 2 (bottom panel) illustrates marginal effects, showing how each fixed effect influenced the accuracy of spelling responses. Note that 0 indicates a correct response and higher scores correspond to less accurate responses. Spelling productions were more accurate
for items taught in the orthography present condition, compared to the orthography absent condition. Other effects were estimated with less certainty.

2.3. Discussion

Phonological forms and meanings for sixteen polysyllabic words were taught, with half of the words taught with orthography present, and half without orthography. We measured learning for semantic and orthographic information just after teaching (Time 1), and eight months later (Time 2). We analysed our data using Bayesian mixed-effects models. In relation to our hypotheses, there was evidence for orthographic facilitation, with more accurate spelling responses for words that had been taught with orthographic support than those taught without. In comparison, the orthographic facilitation effect was estimated with less confidence for our semantic learning measure. Stronger effects of orthography on the learning of orthographic rather than semantic information are congruent with previous findings (Colenbrander et al., 2019). We did not observe the hypothesised interactions between orthography and instructions, or between orthography and consistency. An advantage of using Bayesian models was that they allowed us to estimate the magnitude of effects so that we can quantify confidence about our findings, instead of using the significant/nonsignificant dichotomy. There was uncertainty in the estimation of the orthographic facilitation effect for semantic learning, and little confidence in the hypothesised interactions for both orthographic and semantic learning. This uncertainty could reflect limited power or minimal individual differences, and Study 2 set out to explore this possibility. Further discussion of Study 1 findings is included following Study 2, in the General Discussion below.

3. Study 2
Study 1 provided evidence for orthographic facilitation, though the effect was estimated with more certainty for orthographic than semantic learning. Analyses did not support the hypothesised interactions between orthography and consistency, or between orthography and instructions. In Study 2, the Study 1 sample was combined with an older sample of children (total N = 74) in order to increase diversity within the sample, and provide more power for analyses. Increasing sample size and then re-running analyses does not increase the Type 1 error rate in Bayesian analyses in the way that it does for more traditional significance testing (Kruschke, 2013). The research questions and hypotheses were the same as for Study 1 except that longitudinal analyses were not possible for Study 2.

3.1. Method

3.1.1. Participants. Thirty-three children from an additional three socially mixed schools in the South-East of England were added to the Study 1 sample (total N = 74). These additional children were older (M_{age} = 12.57, SD = .29, 17 female) and their characteristics are summarised in Table 1. The same exclusionary criteria and ethics procedures were used.

3.1.2. Materials and procedure. These were identical to Study 1. For the background measures, one child from the additional older age group did not complete the TOWRE. For the experiment, there were now 37 participants completing each condition (explicit and incidental) and for most, there was a 7-day time difference between Sessions 1 and 2 (76%; M = 7.20 days, SD = .83, range = 6-12 days) and Sessions 2 and 3 (76%; M = 7.43, SD = 1.81, range = 6-17). Four children, including the three described for Study 1 were excluded due to an administration error. After the pre-test, a further 22 participants were excluded, including the seven described for Study 1, because they knew dormancy (n = 11), syncopation (n = 8), accolade (n = 5), cataclysm (n = 4), nonentity (n = 2) and debacle (n = 1). Excluded participants are not referred to in the participants section, nor are they included.
in any tables, figures or analyses. Reliability for the semantic and orthographic post-tests were acceptable for this larger sample (semantic: Cronbach’s α = .72; orthographic: Cronbach’s α = .74).

3.2. Results and Discussion

3.2.1. Participant characteristics. Table 1 summarises performance on background measures for participants included in Studies 1 and 2. Again, norm-referenced scores (where available) show means and standard deviation scores that are in line with the test norms.

3.2.2. Semantic and orthographic post-tests. We analysed post-test data to test our hypotheses and establish whether the magnitude of our effects would increase with a larger and more varied sample. Models were identical to those used for Study 1 but without the effect of time, including fixed effects of orthography, instructions, consistency, orthography x instructions and orthography x consistency and a maximal random effects structure (see Table 3). Compared to Study 1, the effect of orthography on semantic learning was estimated with more certainty (P = .93 vs. .86), indicating a trend for higher quality semantic responses when orthography was present, rather than absent (for marginal effects plots, see top panel of Figure 3). The increased probability is also consistent with the notion that the presence of orthography influences semantic learning, but that this effect is small and our study was underpowered to detect it. Other effects were estimated with uncertainty, as for Study 1. Findings for the orthographic post-test also replicated Study 1 (for marginal effects, see bottom panel of Figure 3). There was clear evidence for more accurate spelling patterns when orthography was present rather than absent but other effects were not supported.

---Table 3 and Figure 3 about here---

4. General Discussion
Children were taught phonological forms and meanings for 16 unknown polysyllabic words. Half of the words were taught with orthographic forms available, and the remaining words were taught without orthographic forms. Fine-grained measures of semantic and orthographic learning were used to ascertain lexical quality for the newly learned words. In line with our predictions, we observed orthographic facilitation: children were more likely to learn words that they had seen during training. This effect was robust for orthographic learning but less clear for semantic learning. We did not find evidence for our hypothesised interactions: that orthographic facilitation would be moderated by consistency or the instructions that children received. Particularly novel was the longitudinal aspect of our study. Post-tests were administered one week after the end of teaching (Studies 1 and 2), and eight months later (Study 1 only), and analyses showed that over this time frame knowledge was well retained and orthographic facilitation effects endured.

4.1. Orthographic facilitation for word learning

The presence of orthography resulted in more accurate spelling responses and shifted the weighting of semantic responses towards deeper semantic knowledge. For orthographic learning, this effect was robust. For semantic learning, it was less clear, though it was estimated with high probability, especially in Study 2, where analyses were better powered. In a systematic review, Colenbrander et al. (2019) concluded that effects on orthographic learning are strong and consistent whereas effects on semantic learning can be nonsignificant (e.g., Chambre et al., 2017) or range from small to large (e.g., Rosenthal & Ehri, 2008; Ricketts et al., 2009). Colenbrander et al. concluded that the magnitude of the semantic learning effect could not readily be explained by differences in the teaching or assessment approach used in the studies. They called for further research. Indeed, many factors will determine whether an individual can learn a new word meaning, such as the learning context.
(e.g., in the classroom, in conversation, while reading, background noise), word characteristics (e.g., whether the word has multiple meanings, its meaning is more concrete or abstract) and individual differences (e.g., pre-existing knowledge). It might be that in some cases the presence of orthography exerts only a small influence relative to these other forces. However, this effect may still be important. Consistently encountering orthography with phonology and semantics may lead to subtle changes in lexical quality that promote reading comprehension (e.g., Perfetti & Hart, 2002). Furthermore, presenting orthography whilst teaching is a strategy that many teachers already use, and it is low cost in terms of time and resources (Ricketts et al., 2015). Even a small effect on learning words on one or two occasions in the classroom can accumulate over the many encounters with words that occur during each hour, each day, each year, resulting in a large effect across words, learning opportunities and development.

We hypothesised that the presence of orthography might be more beneficial to learning if it was explicitly emphasised. However, telling participants that orthography would be present for some items did not influence orthographic facilitation. Therefore, it seems that when orthography was there, children attended to it, even when their attention was not explicitly directed to it (see also Chambre et al., 2017). It is worth noting that our instructions were not very directive and placing more emphasis on processing the orthographic form might influence orthographic processing (see Chambre et al., 2020).

4.2. The role of consistency in word learning and orthographic facilitation

In this study, we deliberately characterised the spelling-sound consistency of words to see if this would moderate the orthographic facilitation effect. In so doing, we aimed to test a key mechanistic account of orthographic facilitation: that the presence of orthography confers an advantage on word learning via its impact on phonology. We reasoned that if this is the
case, orthographic facilitation should be greater for more consistent items where orthography is a more reliable cue to phonology. However, our models did not support an interaction between orthography and consistency. Our findings indicate that the presence of orthography promoted orthographic learning, and to a lesser degree semantic learning, irrespective of item-level consistency. Notably, whilst our findings resonate with some previous studies (Jubenville et al., 2014, Study 1; Ricketts et al., 2009; Ricketts et al., 2015), others have indicated that consistency moderates orthographic facilitation (Jubenville et al., 2014, Study 2; Li et al., 2016; Rastle et al., 2011).

It may be premature to conclude that the impact of orthography on word learning is not moderated by consistency. We hypothesised that orthographic facilitation would be greater when orthography-phonology mappings are more consistent. However, the opposite could also occur. Inconsistency may render items more salient, with inconsistent items attracting more attention than consistent items and therefore driving greater orthographic facilitation. Preliminary evidence for this idea comes from a study showing that less ‘wordlike’ stimuli can be more readily learned than more ‘wordlike’ forms (Storkel, Armbruster & Hogan, 2006). Another possibility relates to the orthographic skeleton proposal (Wegener et al., 2017), which suggests that when children hear a novel word, some orthography is activated on the basis of what they know about spelling-sound mappings. With this in mind, orthographic learning for consistent items in the orthography absent condition could already be quite high, with little room for improvement. Therefore, the presence of orthography might be particularly beneficial for more inconsistent words with spelling patterns that would be harder to infer from phonology.

There are other more methodological reasons for remaining tentative about our consistency findings. First, the effect of orthography was limited for semantic learning. If this
reflected insufficient statistical power, this may also have constrained any interactions.

Second, there was not much variation in our consistency measure across items (see Appendix), which may have limited its prediction of outcomes and associations with other variables. Third, since we chose multisyllabic words that were aligned with what children would be learning, capturing consistency was a challenge as there is no consensus for how this should be done for multisyllabic words. A fruitful area for future research would be to explore further the conditions under which consistency exerts an influence on word learning and orthographic facilitation (or not). Indeed, consistency is known to impact spelling performance (Caravolas, Kessler, Hulme, & Snowling, 2005) and some studies have shown that it moderates orthographic facilitation (Jubenville et al., 2014, Study 2; Li et al., 2016; Rastle et al., 2011). A study that included a greater number of words and therefore a greater range of consistency would be useful, as would further exploration of the appropriate way to capture consistency in multisyllabic words. In our study, we captured consistency from orthography to phonology (variation in pronunciation), though in English this is not the same as phonology-orthography consistency and the latter will be more important in underpinning spelling generation. Further, as in the consideration of monosyllabic consistency, it would be beneficial to consider more carefully the locus of inconsistency (e.g., vowel vs. consonant) and how consistency can be conditional on the context (Kessler & Treiman, 2001).

4.3. Lexical learning over time

In Study 1, children completed post-tests one week after teaching ended, and eight months later. Tracking learning of specific words over more than a few days or weeks is extremely unusual (for an exception, see Gellert & Elbro, 2013) and our findings are quite striking: our paradigm supported lexical quality that was well maintained over time. Orthographic knowledge did not degrade with time and semantic knowledge was well
retained, despite no intervening teaching. It is possible that children were exposed to these words in the interim. However, our pilot data (see Method) showed that older adolescents knew little about these words, indicating that this is unlikely. As a cautionary measure, teachers were not given the list of words until after data collection was complete. Notably, semantic responses indicated deeper knowledge of meaning one week after learning, compared to eight months later. Nonetheless, at both time points children exhibited semantic knowledge about many words that was durable and at least sufficient to support recognition of the correct definition. This level of knowledge may well support a range of language processing tasks. For example, even minimal semantic knowledge of *debacle*, when combined with other knowledge and skills, could allow for the successful comprehension of a text that includes this word.

**4.4. The importance of using fine-grained outcome measures**

Our measures of learning were novel in going beyond simple accuracy to capture knowledge in a more fine-grained manner. For orthographic learning, we administered a spelling task, which is widely argued to be a precise measure of orthographic representations (cf. Andrews, Veldre, & Clarke, 2020). Instead of analysing binary accuracy as usual, we gave credit for partially correct responses, indexing the distance between spelling responses and targets. The semantic post-test followed a ‘cuing hierarchy’ (Hasson & Joffe, 2007) or ‘dynamic assessment’ approach to provide progressively greater support for performance and to adequately capture depth of the knowledge learned.

These measures allowed us to look below the ‘tip of the iceberg’ and capture the partial knowledge that may lie beneath a simple correct or incorrect classification. Lexical learning must be incremental, and our measures capture that. By taking this approach, we were able to observe the way that time, and to some extent orthography, changed the
contribution of correct recognitions and cued definitions to responses. If we had measured simple accuracy, this would have obscured these effects. In addition, had we used definition accuracy as our outcome, we would have concluded that our paradigm did not teach semantic information as there were very few correct definition responses. Indeed, our learning task was challenging. Though we provided more teaching than is usual, we taught 16 complex forms with richer meanings than are typically presented in the field (for a review, see Colenbrander et al, 2019). By measuring partial knowledge, it was clear that our paradigm was sufficient to support substantial learning: either cued definition or recognition responses made up 80% of responses. This sensitivity in measurement recommends our approach to future research and brings it closer to practice. It is important to know how close children are to knowing word forms and meanings, not just whether they know them or not.

4.5. Strengths and limitations

In order to maximise the relevance of this study to practice, we drew heavily on educational and speech and language therapy expertise, discussing our methods with school teachers, and speech and language therapists. We adopted an unusually naturalistic approach, teaching real words over multiple sessions and carefully selecting words that were just beyond the reach of our participants. This was balanced with idealised learning conditions, where teaching was one-to-one and distractions were minimised. As discussed above, our outcome measures were sensitive to the incremental nature of learning. Our approach was also evidence informed. We aligned our teaching and assessment approach with memory and learning research that highlights the importance of spacing (Carpenter et al., 2012) and sleep-related consolidation (e.g., Henderson et al., 2013).

One clear limitation of our study is sample size, an issue that plagues learning and longitudinal research as such research is costly and resource intensive. Given that the effect
of orthography might be small for semantic learning, or in the real world where learning takes place amongst distractions, larger studies are particularly warranted. As discussed above, our measure of consistency would benefit from further consideration. Finally, for our measure of semantic learning, we provided the phonological form and requested information about meaning. Given the link between orthography and phonology, it may be that orthographic facilitation is greater for tasks that require phonological output. There is some evidence for this (Miles, Ehri, & Lauterbach, 2016; Ricketts et al., 2015, though see Colenbrander et al., 2019) and a large body of evidence supports orthographic facilitation for phonological form learning (e.g., Ehri & Wilce, 1979; Reitsma, 1983). We did not measure phonological learning separately but rather sought to ‘pre-train’ phonological forms so that we could focus on the learning of semantics, and phonology-semantic mappings. Had we measured semantic learning using tasks that require production of the phonological form, or measured phonological learning separately, we would likely have observed stronger orthographic facilitation effects.

4.6. Conclusion

In conclusion, the presence of orthography promoted higher quality lexical representations, particularly in terms of orthographic learning. We did not find evidence that the presence of orthography was more beneficial when it was made explicit, suggesting that the effect of orthography was somewhat automatic. Consistency did not influence orthographic facilitation either and further empirical work is needed to specify how orthography exerts its influence on vocabulary acquisition. Our study provides novel evidence that relatively short learning paradigms can lead to lexical knowledge that is well retained over an extended time frame. In addition, it highlights the importance of using measures of learning that probe the incremental nature of word knowledge, instead of crude
accuracy measures that might mask learning. Future studies that capture the incremental nature of word learning will not only inform theory, but will also resonate with vocabulary teaching practice, where even small changes in knowledge may be important for boosting spoken and written language processing.
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### Tables and Figures

#### Table 1. Performance on background measures

<table>
<thead>
<tr>
<th>Measure</th>
<th>Study 1 (N = 41)</th>
<th>Study 2 additional group (N = 33)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>WASI-II nonverbal reasoning¹</td>
<td>47.88</td>
<td>9.48</td>
</tr>
<tr>
<td>TOWRE-2 word reading²</td>
<td>103.83</td>
<td>12.51</td>
</tr>
<tr>
<td>TOWRE-2 nonword reading²</td>
<td>106.29</td>
<td>12.58</td>
</tr>
<tr>
<td>CC2 regular word reading³</td>
<td>36.49</td>
<td>2.59</td>
</tr>
<tr>
<td>CC2 irregular word reading³</td>
<td>24.76</td>
<td>4.00</td>
</tr>
<tr>
<td>CC2 nonword reading³</td>
<td>31.93</td>
<td>5.68</td>
</tr>
<tr>
<td>WASI-II expressive vocabulary¹</td>
<td>52.95</td>
<td>7.12</td>
</tr>
<tr>
<td>BPVS-3 receptive vocabulary²</td>
<td>93.59</td>
<td>11.84</td>
</tr>
</tbody>
</table>

Notes. WASI-II = Wechsler Abbreviated Scale of Intelligence – Second Edition; TOWRE-2 = Test of Word Reading Efficiency – Second Edition; CC2 = Castles and Coltheart Test 2; BPVS-3 = British Picture Vocabulary Scale – Third Edition; ¹T-score (M = 50, SD = 10); ²Standard score (M = 100, SD = 15); ³Maximum score = 40
Table 2. Model summaries for Study 1 (semantic and orthographic post-tests)

<table>
<thead>
<tr>
<th>Post-test</th>
<th>Effect</th>
<th>Estimate</th>
<th>Est.Error</th>
<th>95% credibility interval</th>
<th>Proportion of distribution above or below 0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower bound</td>
</tr>
<tr>
<td>Semantic</td>
<td>Intercept[1]</td>
<td>-1.89</td>
<td>0.25</td>
<td>-2.39</td>
<td>-1.40</td>
</tr>
<tr>
<td></td>
<td>Intercept[2]</td>
<td>1.65</td>
<td>0.25</td>
<td>1.16</td>
<td>2.14</td>
</tr>
<tr>
<td></td>
<td>Intercept[3]</td>
<td>2.73</td>
<td>0.30</td>
<td>2.15</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>-0.92</td>
<td>0.08</td>
<td>-1.08</td>
<td>-0.76</td>
</tr>
<tr>
<td></td>
<td>Orthography</td>
<td>0.08</td>
<td>0.08</td>
<td>-0.07</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Instructions</td>
<td>0.30</td>
<td>0.14</td>
<td>0.03</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.31</td>
<td>0.21</td>
<td>-0.10</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Orthography:Instructions</td>
<td>0.07</td>
<td>0.07</td>
<td>-0.06</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Orthography:Consistency</td>
<td>-0.04</td>
<td>0.06</td>
<td>-0.16</td>
<td>0.09</td>
</tr>
<tr>
<td>Orthographic</td>
<td>Intercept</td>
<td>0.19</td>
<td>0.15</td>
<td>-0.11</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>-0.03</td>
<td>0.03</td>
<td>-0.09</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Orthography</td>
<td>-0.14</td>
<td>0.03</td>
<td>-0.20</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>Instructions</td>
<td>0.00</td>
<td>0.07</td>
<td>-0.15</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.13</td>
<td>0.12</td>
<td>-0.11</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Orthography:Instructions</td>
<td>-0.04</td>
<td>0.03</td>
<td>-0.09</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Orthography:Consistency</td>
<td>0.04</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Note. Model for both semantic and orthographic post-test outcomes:
score ~ time + orthography + instructions + consistency + orthography:instructions + orthography:consistency + [random effects associated with]
(time + orthography + consistency + 1 | participant ) + (time + orthography + instructions + 1 | word)
Table 3. Confirmatory model summaries for Study 2 (semantic and orthographic post-tests)

<table>
<thead>
<tr>
<th>Post-test</th>
<th>Effect</th>
<th>Estimate</th>
<th>Est.Error</th>
<th>95% credibility interval</th>
<th>Proportion of distribution above or below 0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lower bound</td>
<td>Upper bound</td>
</tr>
<tr>
<td>Semantic</td>
<td>Intercept[1]</td>
<td>-3.66</td>
<td>0.34</td>
<td>-4.34</td>
<td>-3.02</td>
</tr>
<tr>
<td></td>
<td>Intercept[2]</td>
<td>0.67</td>
<td>0.30</td>
<td>0.08</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>Intercept[3]</td>
<td>2.53</td>
<td>0.33</td>
<td>1.89</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>Orthography</td>
<td>0.11</td>
<td>0.08</td>
<td>-0.03</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Instructions</td>
<td>0.30</td>
<td>0.13</td>
<td>0.05</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.39</td>
<td>0.27</td>
<td>-0.15</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Orthography:Instructions</td>
<td>0.02</td>
<td>0.06</td>
<td>-0.10</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Orthography:Consistency</td>
<td>0.00</td>
<td>0.07</td>
<td>-0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Orthographic</td>
<td>Intercept[3]</td>
<td>0.11</td>
<td>0.16</td>
<td>-0.21</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Orthography</td>
<td>-0.17</td>
<td>0.04</td>
<td>-0.24</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>Instructions</td>
<td>0.00</td>
<td>0.06</td>
<td>-0.11</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>0.16</td>
<td>0.15</td>
<td>-0.13</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>Orthography:Instructions</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.07</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Orthography:Consistency</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.07</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Note. Model for both semantic and orthographic post-test outcomes:

\[
\text{score} \sim \text{orthography} + \text{instructions} + \text{consistency} + \text{orthography:instructions} + \text{orthography:consistency} + [\text{random effects associated with}]
\]

(orthography + consistency + 1 | participant ) + (orthography + instructions + 1 | word)
Figure 1. Experimental procedure
Figure 2. Marginal effects plots for Study 1. The top panel shows semantic post-test main effects (3 = full definition, 2 = partial definition, 1 = definition recognised, 0 = incorrect/no response) and the bottom panel shows orthographic post-test main effects (0 = accurate, otherwise higher scores correspond to less accurate responses).
Figure 3. Marginal effects plots for Study 2. The top panel shows semantic post-test main effects (3 = full definition, 2 = partial definition, 1 = definition recognised, 0 = incorrect/no response) and the bottom panel shows orthographic post-test main effects (0 = accurate, higher responses correspond to less accurate responses).
6. Appendix. Stimuli, definitions, sentence contexts and values for H consistency

<table>
<thead>
<tr>
<th>Stimuli</th>
<th>Definitions</th>
<th>Sentence contexts</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>accolade</td>
<td>a strong compliment</td>
<td>Based on their exam results, the school deserved the accolade of being the best in England.</td>
<td>1.91</td>
</tr>
<tr>
<td>cataclysm</td>
<td>a violent event</td>
<td>The village didn’t survive the cataclysm of war, but it was re-built after the war ended.</td>
<td>3.51</td>
</tr>
<tr>
<td>contrition</td>
<td>a sorry feeling</td>
<td>Ted felt bad for upsetting his parents, and was full of contrition as he apologised.</td>
<td>1.75</td>
</tr>
<tr>
<td>debacle</td>
<td>a sudden failure</td>
<td>The England team apologised to their unhappy fans following the debacle of the World Cup.</td>
<td>2.90</td>
</tr>
<tr>
<td>dormancy</td>
<td>a sleepy state</td>
<td>During the winter, earwigs go through a long period of dormancy until the warm weather returns.</td>
<td>1.63</td>
</tr>
<tr>
<td>epigram</td>
<td>a witty remark</td>
<td>Ed knew how to use a good epigram to keep his friends entertained over dinner.</td>
<td>1.38</td>
</tr>
<tr>
<td>Stimuli</td>
<td>Definitions</td>
<td>Sentence contexts</td>
<td>H</td>
</tr>
<tr>
<td>----------</td>
<td>-----------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>----</td>
</tr>
<tr>
<td>foible</td>
<td>a personality weakness</td>
<td>Eve’s only foible was that she tended to ignore problems and hope they would go away.</td>
<td>2.71</td>
</tr>
<tr>
<td>fracas</td>
<td>a noisy argument</td>
<td>What started out as a small disagreement ended up as an embarrassing fracs at the park.</td>
<td>3.14</td>
</tr>
<tr>
<td>lassitude</td>
<td>a tired mood</td>
<td>George was overcome with lassitude, and didn’t feel like doing anything other than staying in bed.</td>
<td>0.90</td>
</tr>
<tr>
<td>luminary</td>
<td>an inspirational person</td>
<td>Simon was a luminary scientist, and was influential in encouraging people to follow his lead.</td>
<td>1.10</td>
</tr>
<tr>
<td>nonentity</td>
<td>an unimportant character</td>
<td>The man was a complete nonentity to Sue; she had never heard of him before.</td>
<td>3.97</td>
</tr>
<tr>
<td>platitude</td>
<td>a meaningless comment</td>
<td>Sally begged the new politician to be honest, and not to utter yet another platitude.</td>
<td>0.90</td>
</tr>
<tr>
<td><strong>Stimuli</strong></td>
<td><strong>Definitions</strong></td>
<td><strong>Sentence contexts</strong></td>
<td><strong>$H$</strong></td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>----------------------</td>
<td>--------</td>
</tr>
<tr>
<td>propensity</td>
<td>a predictable behaviour</td>
<td>He had a propensity to lunge into tackles, and as a result received many yellow cards.</td>
<td>1.69</td>
</tr>
<tr>
<td>raconteur</td>
<td>a good storyteller</td>
<td>The children sat round and listened eagerly as the raconteur brought the story to life.</td>
<td>3.82</td>
</tr>
<tr>
<td>syncopation</td>
<td>a musical pattern</td>
<td>The syncopation of the music made Ryan want to get up and dance to the rhythm.</td>
<td>3.04</td>
</tr>
<tr>
<td>veracity</td>
<td>a truthful situation</td>
<td>Lin doubted the veracity of the claim because it seemed too good to be true.</td>
<td>2.87</td>
</tr>
</tbody>
</table>