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Abstract—In this paper, a novel self-evolving data cloud-
based PID-like controller (SEDCPID) is proposed for uncer-
tain nonlinear systems. The proposed SEDCPID controller
is constructed by using fuzzy rules with non-parametric
data cloud-based antecedence and PID-like consequence.
The antecedent data clouds adopt the relative data density
to represent the fuzzy firing strength of input variables
instead of the explicit design of the membership functions
in the classical sense. The proposed SEDCPID controller
has the advantages of evolving structure and adapting
parameter concurrently in an online manner. The density
and distance information of data clouds are proposed to
achieve the addition and deletion of data clouds and also
a stable recursive method is proposed to update the pa-
rameters of the PID-like sub-controllers for the fast con-
vergence performance. Based on the Lyapunov stability
theory, the stability of the proposed controller is proven
and the proof shows the tracking errors converge to a
small neighborhood. Numerical and experimental results
illustrate the effectiveness of the proposed controller in
handling the uncertain nonlinear dynamic systems.

Index Terms—Self-evolving, Data Clouds, PID, Stability

I. INTRODUCTION

THE intensive significant achievements have been con-
centrated on developing nonlinear control system via

fuzzy systems [1]-[3], which are represented as local linear
subsystems connected by IF-THEN rules. During the con-
troller design, fuzzy systems are generally utilized as fuzzy
approximators based on their function approximation capabil-
ities to approximate either the control law [4] or unknown
system dynamics [5]. A lot of research work [6],[7] have
demonstrated that fuzzy control systems provide promising
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control performance for the problems which are hardly ana-
lyzed and formulated in an accurate mathematical framework
due to non-stationary uncertainties. However, in most of the
existing fuzzy control approaches, the fuzzy approximators
usually assume a fixed fuzzy system structure and mainly
adjust its parameters to achieve the learning goal [8],[9].
Nonlinear systems generally appear dynamic changes due to
nonstationary environments and external disturbances, which
results in drifts and shifts of system states or new operating
conditions and modes. From a practical point of view, there is
no guarantee that a fixed controller structure has a satisfactory
performance in online applications when the environment
or the object of the controller changes. Once the system
dynamics is prone to rapid and abrupt variations, the fixed
controller structure makes the control schemes hard to follow
the unexpected variations, even suffer from control failure after
the variation.

In order to rapidly capture unexpected dynamic variations,
some studies have developed evolving fuzzy system (EFS)
for online learning and controller modeling [10]-[12]. The
main advantage of these evolving fuzzy rule based controllers
is that the function approximation capability is performed
by the structure and parameter learning concurrently which
relies on the data stream from the system input-output and
states. Therefore, the controller design is converted into an
approximation problem in terms of variable structure and
adaptive parameters [13]. A fuzzy model reference adaptive
control approach with evolving antecedent part is proposed in
[14],[15] which uses an eFuMo method for the fuzzy-model
identification. A fuzzy model reference adaptive control with
leakage terms in the adaptive law is presented in [16] to
guarantee the global stability. A fuzzy controller of Takagi-
Sugeno (T-S) type with gradually evolving structure is de-
signed in [17] and the controller parameters are trained in a
non-iterative, recursive way. In [18], an online self-evolving
fuzzy controller with global learning capabilities is proposed
by utilizing the proper addition of membership functions to
reach a desired accuracy level. In the self-evolution control
method in [19], the error surface is analyzed to determine
which cluster/rule produces the worst performance and needs
to be further split. An evolving granular fuzzy control ap-
proach is proposed in [20], where the structure and parameters
of the process model and controller are adapted according
to the information extracted from uncertain data streams.
In [21], a self-evolving probabilistic fuzzy neural controller
with asymmetric membership function is presented to handle
vagueness, randomness, and time-varying uncertainties of the



servo drive system during the control process. In [22],[23], the
self-learning fuzzy controllers with adaptive structure and pa-
rameter learning are proposed to solve the control problems of
back-to-turn missiles and hypersonic vehicles. These existing
evolving fuzzy control approaches can effectively solve the
unknown and time varying nonlinear system control problems
by dynamically recruiting and modifying the rules. However,
in these approaches specified types of membership functions
are required to calculate the firing strength representing the
antecedences of the rules. It is known that the membership
functions depend on some design parameters that have to
be properly defined/adjusted for better control performance,
which could increase the online controller design complexity.

The novel type of evolving fuzzy rule based controller
with Data Clouds offers a new way to construct the fuzzy
rules without predefining the parameters in the antecedence.
Defining the ‘IF’ part of rules without explicit membership
functions and any fuzzy operators, the antecedences of fuzzy
rules are formed upon the data clouds, which are the sets of
samples attracted around the focal points [24]. In this case,
the antecedences of fuzzy rules are presented in a parameter-
free manner, while the consequence still remains the same T-S
type. Regarding as a multi-model technique for modeling and
approximation, the fuzzy systems, especially with T-S type
consequence, is to decompose the process into linear sub-
models in a state space correlated by membership functions
or the above data clouds. This provides the possibility for
developing an accumulated PID controller instead of utilizing
a constant or a linear combination of input variables as
consequence.

Recently, considerable efforts have contributed to the prob-
lem of designing fuzzy PID controllers. A hybrid fuzzy-PID
controller is proposed by combining a fuzzy logic controller
and a PID controller under a switching condition [25]. An-
other hybrid fuzzy P+ID controller is constructed in [26] by
replacing the proportional term in the conventional PID con-
troller with an incremental fuzzy P controller to improve the
transient response and adapt to load variations. In [27], a fuzzy
self-tuning algorithm with a semi-global asymptotic stability
proof is proposed to determine the proportional, integral, and
derivative gains according to the actual states. In these fuzzy
PID control schemes, the fuzzy systems mainly act as either
an alternative controller, or PID controller components, or a
PID parameter optimizer. Different from those studies, some
data cloud based control schemes utilizing PID-like controllers
as the consequence of rules have been proposed in recent
years, along with the data clouds as the antecedence of rules.
A fuzzy controller RECCo (Robust Evolving Cloud-based
Controller) with normalized data space is presented in [28]
which transforms the cloud-space into the space of the constant
size. An improved adaptation law with absolute values in the
starting phase is proposed in [29],[30], which speeds up con-
vergence and reduces large transients when the initials are far
away from the unknown parameters. These approaches offer
the possibility of implementing subsets of PID-like control
consequences such as PD [31] and PID-R [32]. The PID-like
consequence in the above approaches can be regarded as a
series of sub-PID controllers and then an accumulated PID-

like controller weighted by the firing strength of fuzzy rules
is achieved accordingly. Based on non-parametric data cloud
antecedence and PID-like consequence, these controllers have
the advantages of real time evolvable structure and parameter
adaption using online data streams. However, these control
approaches still possess the following shortcomings: 1) fuzzy
rules represented by data clouds only can be added without
considering pruning of insignificant rules; 2) similar to most
of the existing fuzzy control approaches [33], the dominating
adaptation laws of the PID-like consequence parameters are
gradient-based learning method [30],[34] and its improved
method [35] with an inherent poor convergence performance
caused by the learning rate; 3) a thorough stability analysis of
the controlled system is lacked.

Although the stability proof presented in [36] is elaborated
for the evolving fuzzy system based on data clouds, it is only
applicable to the identification and prediction problems under
the consideration of convergence of the adaptive parameters
and the identification errors. In this case, the tracking error
of the general controller exists the likelihood of divergence,
i.e., it is difficult to ensure the controller stability. In this
paper, a novel self-evolving data cloud-based PID-like control
approach (SEDCPID) is proposed to solve the above draw-
backs. First, the familiarity of data clouds represented by the
normalization distance between local densities of two data
clouds is introduced as the pruning criterion to remove some
redundant data clouds and obtain a compact controller struc-
ture. Next, different from gradient-based learning algorithm, a
recursion based algorithm with fast convergence performance
is proposed to update the PID-like consequence parameters.
Finally, the stability of the proposed controller is proven
according to the Lyapunov theorem.

The rest of the paper is organized as follows. Section
II introduces the considered dynamic nonlinear system. The
proposed controller is described in Section III-A. The learning
process of controller structure and parameters are given in Sec-
tion III-B. Section IV illustrates the stability and convergence
analysis. Section V shows the application results. Finally, the
conclusions are made in Section VI.

II. PROBLEM FORMULATION

Without loss of generality, as in [37]-[40], we consider a
class of n-order nonlinear system as follows,

ẋi = xi+1, i = 1, . . . , n− 1

ẋn = F (x̄n, u) + ψ(x̄n)
(1)

where x̄n = [x1, . . . , xn]T ∈ Rn. xi ∈ R with i = 1, . . . , n,
and u ∈ R are system state variables and system control
input, respectively. The system output is denoted as y = x1.
F (·) : Rn+1 → R with F (0, 0) = 0 is unknown non-
linear function. ψ(·) : Rn → R with ψi(0) = 0 can be
viewed as model uncertainties which include system parameter
variations, external disturbance, manufacturing and assembly
errors, measurement errors, et al. For instance, the friction is
a kind of typical parameter variation. It is included in ψ(x̄n).
We can illustrate this by the inverted pendulum example. The
angular acceleration of the pole in the inverted pendulum



system is driven by system actuating torque coupled with
the friction torque. The friction torque is zero in ideal state.
However, the loading condition of the moving contact of
rotating components is difficult to obtain accurately when the
friction interface suffers from complicated contact motion,
which further causes the decline of modeling accuracy and
control performance. It is hard to get the complicated friction
model and thus it is defined in the unknown function ψ(x̄n)
to present the model uncertainties in this work, which is also
one of major motivations of this work to overcome dependency
of certain accurate model in control applications. By Euler’s
polygonal arc method, systems (1) can be expressed as,

xi,k+1 = xi,k + xi+1,k, i = 1, . . . , n− 1

xn,k+1 = F(xn,k, uk+1)
(2)

where xj,k ∈ Rp with j = 1, . . . , n, uk ∈ Rq and yk = x1,k ∈
Rp denote state variables, control input and the system output,
respectively. F(·) is an unknown nonlinear function due to the
modeling errors, external disturbance, modeling simplification
and parameter variations. Subscript k ∈ ℵ is the discrete time
index.

Using the non-affine Nonlinear Auto Regressive Moving
Average with eXogenous input (NARMAX) model [41],[42],
the system in (1) can be written as follows

yk = f(yk−1,uk−1, uk) (3)

where yk−1 = [yk−1, . . . , yk−m] with m past key outputs, and
uk−1 = [uk−1, . . . , uk−n] with n past key inputs.

Remark 1: x1,k and x2,k in (1) generally represent the
positional variable and velocity variable in kinematic systems,
respectively. The other orders, by analogy, also have certain
physical meaning, with x3,k denoting acceleration variable.
The magnetic bearing systems and inverted pendulum system
discussed in the study can be described by system (1). Many
practical systems, for instance, automotive semi-active suspen-
sion system, belong to this form.

Assumption 1: System output yk can be measured and its
initial values y0 are assumed to remain in a compact set Ωy0 .

Assumption 2: There exists a positive constant ε such that
ε < |∂f/∂uk|.

Defining the pre-arranged desired trajectory yrk as the first-
order reference, we have the tracking error as ek = x1,k− yrk,
corresponding to the position tracking error. Here, the virtual
second-order reference vrk, which can generally be regarded
as the velocity reference trajectory, is constructed by

vrk = −x1,k + c(x1,k − yrk) + yrk+1 (4)

where c > 1 is an appropriate gain. Defining the second-order
tracking error as εk = x2,k − vrk, we obtain

ek+1 = x1,k+1 − yrk+1 = x1,k + x2,k − yrk+1 = cek + εk (5)

The virtual reference is determined to meet the stability
requirements which is illustrated later.

Assumption 3: The ideal control input is bounded, with
|uk| < P , P > 0.

The control objective is to design control signal uk to drive
x1,k, x2,k to follow yrk, vrk, respectively. If the stability of

the uncertain dynamic together with well-defined past key
memorization ensures the existence of a control input u∗k that
can make the system follow any arbitrary yrk, such that

f(yk−1,uk−1, u
∗
k)− yrk = 0 (6)

Based on implicit function theorem, we have the following
lemma to establish the ideal controller u∗k.

Lemma 1 [43]: If the partial derivative |∂f/∂uk| is bounded
below with positive lower bound which is stated in Assump-
tion 2, there exists a unique and discrete function

u∗k = G(yk−1,uk−1, y
r
k) (7)

such that (6) holds.
By substituting (7) into itself and repeating the process until

the superscript of variables becomes zero, the control input u∗k
in (7) can link to the sequences of system outputs and desired
trajectories. If the system is able to track any reference, we
can further express (7) with the preceding variables by

χk = [ek−1, . . . , ek−j ] (8)

with j past key errors as

u∗k = G(χk) (9)

It is noteworthy that the tracking errors are acted as the
characterization factor among the outputs and reference. Here
j ≥ 2 is an integer which could be chosen as large as possible.
In this paper, j is set to 6 for all the cases.

(9) demonstrates that u∗k is expressed as a NARMAX model
with an appropriate j past tacking errors. Exact estimation of
the controller G(·) is the core goal of our work while the
prior knowledge is sorely lacking under the demands of self-
learning and model-free adaption. To achieve this, the control
law (9) is implemented by the following self-evolving data
cloud-based fuzzy system with PID-like consequence.

III. SELF-EVOLVING DATA CLOUD-BASED PID-LIKE
CONTROLLER

A. Controller Structure

The proposed SEDCPID controller framework is depicted
in Fig. 1, where the data clouds and PID-like controllers are
used as the antecedence and the consequence, respectively.
The proposed SEDCPID controller diagram consists of six
submodules. It is expressed in the following form:

Rule i: IF (χk ∼ ξik) THEN (ûk is ûik)
where ∼ denotes that the fuzzy membership is expressed
linguistically as “is associated with”, ξik is the focal point of
the ith data cloud in the input space. The density includes the
information of all previous data samples directly and exactly.
Each data sample belongs to certain data cloud with a different
degree of density, described as γik ∈ [0, 1]. ûik(i = 1, 2, · · · )
represents the crisp consequence of the ith rule that can be
a constant or a linear combination of input variables. The
proposed controller is required to bring the process output to
the desired reference value as soon as possible. The scheme
of extracting knowledge from the data stream of the tacking
errors implies a great potential for constructing the controller.
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Fig. 1. Block diagram of the proposed controller

In our study, the PID-like consequence is utilized and denoted
as

ûik = P ikek−1 + IikΣek−1 +Di
k∆e

k−1 +Rik (10)

where P ik, Iik, Di
k are the controller gains, Rik is the com-

pensation of the operating point for each rule. The approach
offers the possibility of implementing several subsets of PID-
like controllers such as PI, PD, P, via setting either Iik, or
Di
k, or both of them as zero. Σek and ∆e

k denote the discrete-
time integral and derivative of the tracking error, which are
described as follows,

Σek =

k−1∑
κ=k−j

eκ (11)

∆e
k = ek − ek−1 (12)

What we call PID-like consequence is that the integral term
contains only a finite number j of tracking errors which is
different from that of the conventional discrete PID controller
with all past errors.

The antecedence of the controller is represented by a data
cloud that describes a certain sub-set of the entire data set.
Thus, the proposed approach replaces the scalar membership
functions with a nonparametric function that is represented by
the local densities. Considering Euclidean type of distance, in
this paper, the local density of the ith data cloud is defined as
follows [44]:

γik =
1

1 +
‖χk − Γik‖2

Ξik − ‖Γik‖2

(13)

Here Γik and Ξik are the mean and scalar product of the data
samples within the ith data cloud.

Assuming there are N data clouds, the normalization value
of the local density for each data cloud is equal to

λik =
γik∑N
i=1 γ

i
k

, i = 1, 2, · · · , N (14)

Substituting (11) and (12) into (10), we can get

ûik = [ 1 ek−1 ek−2 ek−3 . . . ek−j ][
Rik P

i
k+Iik+Di

k I
i
k−Di

k I
i
k . . . Iik

]T (15)

Then the controller output is obtained as follows:

ûk =

N∑
i=1

λikû
i
k; ûik = χTe q̂

i
k (16)

where χe = [1,χTk ]T(j+1)×1 is extended input vector by
appending the input vector χk with 1. q̂ik is the vector
representing the consequent parameters of the kth rule and
given by q̂ik = [Rik P

i
k+Iik+Di

k I
i
k−Di

k I
i
k . . . Iik]T(j+1)×1.

The output ûk in (16) is further rewritten in a compact
matrix form as,

ûk = HT
k Q̂k (17)

where Q̂k is the consequent parameter vector of all N rules
and Hk is the inputs weighted by the normalized local density.
They are reformulated as Q̂k = [q̂1

k, · · · , q̂Nk ]T(j+1)N×1 and
Hk = [χTe λ

1
k, · · · ,χTe λNk ]T(j+1)N×1.

Remark 2: Different from the existing data cloud-based con-
trol approaches inspired by the PID-type control consequence
[44] which suffer from the duplicated counting of integral and
derivative of the tracking error at each executing step, the
proposed SEDCPID with PID-like consequence is represented
as finite historical tracking errors and corresponding variations
of the three classical parameters in a concise form. This can be
nearly expressed by a linear polynomial which can relatively
reduce the computational complexity.

Remark 3: Although the final controller is rewritten in a
compact matrix form of (17) that looks like a linear controller,
the control system is nonlinear, in which the antecedent
parameter is calculated via the concept of the nonlinear relative
data density between the current data sample and the data
cloud. The controller inherits the practicability and simplicity
of the typical PID controller, and is further strengthened with
the multiple parallel operating PID-like consequence. With
the self-learning ability of the structure and parameters, the



significant changed system dynamics can be captured well
by integrating new knowledge brought by the new system
behavior and operating conditions. The better adaptability
is achieved via the combination of structure adjustment and
parameter updating instead of self-tuning PID controller with
only parameter tuning mechanism. This can be explained
from the viewpoint of machine learning that (9) constitutes a
nonlinear function approximation problem. A typical approach
for approximating complex nonlinear functions is to compose
them out of basis functions in order to reduce complexity [45]
as shown in (16). The same idea can be applied to generalize
learning policies that a complicated policy could be learned
from the combination of some simple (ideal, global and valid)
policies. Indeed, similar ideas have been suggested in various
fields of researches, for instance in behavior-based or reactive
mobile robots [46].

B. Self-Evolving Learning Process
The self-evolving learning process of the proposed SED-

CPID controller includes the mechanism to evolve the struc-
ture via forming the new data cloud and deleting redundant
data clouds, and update the consequent parameters utilizing the
least-square method. The former employs the global density
and distance information as criteria to trigger whether a
data cloud needs to be formed or deleted. Instead of the
gradient-based learning method adopted generally in most of
fuzzy control approaches, a modified recursive least square
parameter update law is proposed to further guarantee the fast
convergence.

1) Formation of Data Clouds: The proposed SEDCPID
controller starts with zero data clouds and forms its data
clouds from the online data stream. The first data sample is
used to construct the first data cloud and assigned as its focal
point ξ1 that is the center of the data cloud. With more data
samples coming, more data clouds are formed based on the
following criteria. The first criterion is the global densities that
are calculated at the focal points of the existing data clouds
according to empirical data analysis [44]. The global density
of the ith data cloud at the kth time instance is given by

γ
i(G)
k =

1

1 +
‖Γik − ΓGk ‖2

ΞGk − ‖ΓGk ‖2

(18)

where ΓGk and ΞGk are the global mean and the global scalar
product of the observed data samples. The global density γi(G)

k

is similar to the local density, but ΓGk and ΞGk consider all the
samples including χk at the current time instant, k and all the
previously observed samples χj , j = 1, 2, · · · , k − 1.

When the new data sample comes, the global density
produced by the new observation χk is given as,

Υk =
1

1 +
‖χk − ΓGk ‖2

ΞGk − ‖ΓGk ‖2

(19)

Then the global density of the new data sample is compared
to the global densities of the existing data clouds to determine
if a new data cloud needs to be formed, which is expressed as

(Υk − γi(G)
k > 0)OR(Υk − γi(G)

k < 0); ∀i ∈ 1, · · · , N (20)

The second criterion is the distance information denoted as,

ζki > ρik;∀i ∈ 1, · · · , N (21)

This indicates that the new data χk is required to be suffi-
ciently far from the focal points of the existing data clouds.
Here ζki denotes the distance between the current input data
χk and the focal point ξi, that is ‖χk− ξi‖. ρik represents the
radius describing the spread of the data cloud. It is updated as
ρik = 1

2 (ρik−1 +%ik), where ρi0 = 1, and %ik represents the local
scatter of the ith data cloud over the input data space at the
kth time instance and is expressed as %ik =

√
Ξik − ‖Γik‖2.

When the criteria (20) and (21) are both satisfied, a new
data cloud is formed and the new data is assigned as the focal
point, ξN+1 = χk. If they are not satisfied, the focal point
of the nearest data cloud is updated by the new data, that is
ξf = χk; f = arg minNi=1 ‖χk − ξi‖.

2) Deletion of Data Clouds: During learning, the distance
between two local densities of data clouds may become low,
which is denoted as

Dij
k = ‖Γik − Γjk‖ (22)

In this case, the redundant rule need to be removed promptly
which has a familiar summarization power with duplicate
narration. The duplicated data cloud is generated according
to the following condition

cloud label = arg
N

min
i=1

N,i6=j
min
j=1
‖Γik − Γjk‖ (23)

The normalization distance of the proposed duplicated data
cloud is expressed as

dik = Dij
k /

N∑
j=1

Dij
k (24)

The ithe data cloud is pruned if the normalization distance dik
falls below a threshold value de.

3) Parameter Learning: Based on the universal approxima-
tion property of fuzzy systems, optimal parameters Q∗ exist
for approximating the control law by satisfying

u∗k = HT
kQ
∗ + υk (25)

Here υk is the inherent approximation error. With the number
of data clouds increasing, the inherent approximation error can
be reduced arbitrarily. Therefore, based on Assumption 3, it
is reasonable to assume that the inherent approximation error
vk is bounded with the constant δ, which is given by

|υk| ≤ δ (26)

According to (17) and (25), the controller approximation
error becomes

$k = u∗k − ûk = HT
k Q̃k + υk (27)

where Q̃k(= Q∗ − Q̂k) is the parameter error. In our work,
the error $k is represented with a linear combination of the
tracking errors of each order, that is $k = σ(cek+εk), where
σ > 0 is chosen as an estimated proportional operator.

Without any antecedent parameters to be adjusted, the
parameter optimization of this proposed controller is simply



equivalent to finding a least-squares solution of the consequent
parameters Q̂k which can be denoted as a linear regression
model. To ensure fast convergence and stability of the pro-
posed controller, a stable recursive least squares algorithm is
proposed to update the parameters (Q̂k), which is defined as

Q̂k+1 = Q̂k + σαkΣkHkEk (28a)

Σk+1 = Σk − αkΣkHkH
T
k Σk (28b)

where Ek = cek + εk(= ek+1), and αk is the time-varying
learning rate defined as αk = 1

η+HT
k ΣkHk

, η ≥ 1.

When a data cloud is added, the consequent parameters Q̂k

becomes Q̂k = [Q̂K−1, q̂N+1]T with the parameters of the
new data cloud determined by q̂(N+1)i = 0, i = 0, 1, 2, . . . , j.
The added diagonal elements of the covariance matrix Σk are
p0I(j+1)×(j+1), where p0 is an initial value of the uncertainty
assigned to the newly allocated rule.

Remark 4: Different from the existing work where only the
first-order tracking error is applied, the proposed SEDCPID
controller adopts the linear combination of the first-order
and second-order tracking errors in the parameter update
laws, which can ensure the good learning performance and
also the stability of the controlled system to be described
below. Besides, compared with the existing fuzzy control
approaches, especially the existing data cloud based controllers
with gradient-based learning methods, the proposed SEDCPID
control approach utilizes a stable recursive least square param-
eter update method with fast convergence performance.

IV. STABILITY AND CONVERGENCE ANALYSIS

The stability of the proposed SEDCPID controller is inves-
tigated based on the Lyapunov stability theory with the con-
sideration of the stable adaptation law. The uniform stability
analysis result is summarized in the following theorem.

Theorem 1: Consider the SEDCPID controller described
by (17) with the evolving data cloud as the antecedent and
the PID-like control action as the consequence. The updating
equations for the parameters Q̂k are described by (28a). Then,
the uniform stability of the controller described by (17) is en-
sured. The error between the system output and the reference
output converges to a small neighborhood in which the average
identification error satisfies limT→∞

1
T

∑T
k=1 e

2
k ≤ 1

η (δ/τ)2.
Here, τ is the lower bound of

√
σ2αk − 1, and δ is the upper

bound of the uncertainty υk satisfying |υk| ≤ δ.
To prove the theorem, the following Lemma is required.
Lemma 2 [36]: Define V (sk) : Rn → R ≥ 0 as a Lyapunov

function. If there exists K∞ functions δ1(·), δ2(·) and K
function δ3(·), and for any sk ∈ Rn, σ ∈ R satisfies

δ1(‖sk‖) ≤ Vk(s) ≤ δ2(‖sk‖) (29a)

Vk+1 − Vk = ∆Vk ≤ −δ3(‖sk‖) + δ3(σ) (29b)

then the nonlinear system is uniform stable.
Proof of Theorem 1: Define the following Lyapunov candi-

date function,
Vk = Q̃T

k Σ−1
k Q̃k + e2

k (30)

According to the matrix inversion lemma [47], one can get

Σ−1
k+1 = Σ−1

k +
1

η
HkH

T
k (31)

Substituting (31) to (30), we get

Vk+1 =Q̃T
k+1Σ−1

k+1Q̃k+1+e2
k+1

=Q̃T
k+1Σ−1

k Q̃k+1+
1

η
(Q̃T

k+1Hk)2+(cek+εk)2
(32)

From (28a), we can easily obtain

Q̃k+1 = Q̃k − σαkΣkHkEk (33)

Then, substituting (33) to (32), we get

Vk+1 = Vk + σ2α2
kE

2
kH

T
k ΣkHk − 2σαkEkQ̃

T
kHk

+
1

η
(Q̃T

k+1Hk)2 + E2
k − E2

k−1

(34)

Due to Q̃k = Q̃k+1 + σαkΣkHkEk transformed by (33),

Vk+1 =Vk − σ2α2
kE

2
kH

T
k ΣkHk − 2σαkEkQ̃

T
k+1Hk

+
1

η
(Q̃T

k+1Hk)2 + E2
k − E2

k−1

(35)

From (27) and (33), the following is obtained as

HT
k Q̃k+1 + υk = $k − σαkHT

k ΣkHkEk = σηαkEk (36)

Substituting (36) obtains

4Vk≤−σ2α2
kE

2
kH

T
k ΣkHk+

1

η
υ2
k−σ2η(αkEk)2+E2

k

≤(1− σ2αk)E2
k +

1

η
υ2
k

(37)

Then (37) becomes 4Vk ≤ −ψkE2
k + 1

η δ
2, where ψk =

σ2αk − 1. For the K∞ functions δ1(·) and δ2(·)

δ1(·) = N(j + 1) min(‖Q̃k‖2) + e2
k

δ2(·) = N(j + 1) max(‖Q̃k‖2) + e2
k

(38)

the following inequality holds

N(j+1) min(‖Q̃k‖2)+e2
k ≤Vk≤ N(j+1) max(‖Q̃k‖2)+e2

k

By choosing σ ≥
√
η + HT

k ΣkHk, ψkE2
k is a K∞ func-

tion. υ2
k is a K function. According to Lemma 2, the uniform

stability of the proposed controller is ensured. Summing up
both sides of inequality from 1 up to T yields

T∑
k=1

(ψkE
2
k −

1

η
δ2) ≤ V1 − VT (39)

Since VT > 0 is bounded, (39) is rewritten as,

1

T

T∑
k=1

ψkE
2
k ≤

1

T
V1 +

1

η
δ2 (40)

As T →∞, we obtain

lim
T→∞

1

T

T∑
k=1

ψkE
2
k ≤

1

η
δ2 (41)



Taking τ = min(ψk), one can get

lim
T→∞

1

T

T∑
k=1

E2
k ≤

1

η
(δ/τ)2 (42)

Since Ek = ek+1, we can obtain that the average tracking
error is bounded as follow,

lim
T→∞

1

T

T∑
k=1

e2
k+1 = lim

T→∞

1

T

T∑
k=1

e2
k ≤

1

η
(δ/τ)2 (43)

When the square of tracking error e2
k is bigger than the

uncertainty 1
η (δ/τ)2, the parameter approximation error is

discussed as follows.
According to (33), we have

Q̃T
k+1Σ−1

k+1Q̃k+1 − Q̃T
k Σ−1

k Q̃k

=− σ2α2
kE

2
kH

T
k ΣkHk − 2σαkEkQ̃

T
k+1Hk

+
1

η
(Q̃T

k+1Hk)2

(44)

and further obtain that

Q̃T
k+1Σ−1

k+1Q̃k+1 − Q̃T
k Σ−1

k Q̃k

≤− 2σαkEkQ̃
T
k+1Hk +

1

η
(Q̃T

k+1Hk)2
(45)

Substituting (34) obtains

Q̃T
k+1Σ−1

k+1Q̃k+1 − Q̃T
k Σ−1

k Q̃k

≤− 2σαkEk(σηαkEk − υk) +
1

η
(σηαkEk − υk)2

=− η(σαkEk)2 +
1

η
υ2
k

(46)

By choosing σ ≤
√

1
1−αkη

(
η + HT

k ΣkHk

)
− η(σαkEk)2 +

1

η
υ2
k ≤ −η(σαk)2 1

η
(δ/τ)2 +

1

η
δ2
k

=
1

η
δ2
k

(
1− η(σα)2

τ2

)
≤ 1

η
δ2
k

(
1− η(σαk)2

σ2αk − 1

)
≤ 0

(47)

Considering that e2
k′+1 ≥ 1

η (δ/τ)2 for k′ ∈ [1, k] is true, it
gives

Q̃T
k+1Σ−1

k+1Q̃k+1 ≤ Q̃T
k Σ−1

k Q̃k . . . ≤ Q̃T
1 Σ−1

1 Q̃1 (48)

From (43), the the average tracking error is bounded, and
from (48), the parameter approximation error is bound, i.e.,
the proposed controller to train a fuzzy rule based system is
uniform stable.

V. SIMULATION AND EXPERIMENTAL RESULTS

A. Example 1
Consider the control of the inverted pendulum system, x1

and x2 are denoted as the angular displacement and velocity
of the pendulum, respectively. Due to the page limit, the
detailed model description in [48] is not presented here. The
uncertainty (d = 0.2sin(4πt)) is inserted in the system to
verify the validity under uncertain dynamics. The proposed
SEDCPID control approach is compared with other fuzzy

control methods based on the RECCo, decomposed fuzzy
system (DFS), simplified DFS (SDFS) [48], and the traditional
fuzzy system (FS), in which the same uncertainty dynamic is
utilized. For the inverted pendulum, the control performance
is usually tested by the set-point signal, square wave signal,
and sinusoidal signal. It is noteworthy that the sinusoidal
signal is valuable in engineering applications. As described
in [49], the sinusoidal desired trajectory is used to present
the stepping and walking motion of the inverted pendulum of
humanoid robots. Therefore, the tracking trajectory is designed
as xd = sin(t) whose cyclic time is about 6.28s and thus
the time of one cycle is Tf = 6.28s. The simulation time is
120s and there are about 19 adaption cycles. The simulation
results from different control approaches are listed in Table I
for comparison. In the table, ‖ei‖2L2

=
∫ iT

(i−1)T
|e|2dt is the

L2-norm of the error vector at the ith adaption cycle in order
to depict the learning speed and the tracking performance.
‖ui‖2L2

=
∫ t

0
|u|2dτ is the L2-norm of control input u and

represents the magnitude of the control input. Table I shows
that the proposed SEDCPID controller achieves the smallest
tracking error, root mean square error, and standard deviation
of error. The tracking results of angular displacement and
velocity of SEDCPID are illustrated in Fig. 2(a), Fig. 2(b)
and the control inputs and achieved rule evolution are shown
in Fig. 2(c) and Fig. 2(d).
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Fig. 2. Tracking results of inverted pendulum system of SEDCPID

TABLE I
PERFORMANCE COMPARISON FOR EXAMPLE 1.

Performance Index FS DFS SDFS RECCo SEDCPID

Rule Number 25 81 27 16 10
Final ‖ei‖2L2

(×10−4) 8.98 1.94 2.53 3.03 0.16
Cycle ] when error < 10−3 6 4 4 4 6
Final ‖ui‖2L2

1464 723 733 818 971
Root mean square error (×10−2) 7.55 2.13 2.52 0.13 0.052
Standard deviation of error (×10−2) 2.68 0.76 0.21 0.13 0.051



B. Example 2
Consider the tracking control problem of a thrust active

magnetic bearing system (TAMB), the control current, axial
position and velocity of the rotor are denoted as u, z and ż,
respectively. The considered TAMB system [50] is given by
the following continuous form

z̈(t) = a(z; t)ż(t) + b(z; t)z(t) + g(z; t)u(t) + d(z; t) (49)

where a(z; t) = −(c(t)/m), b(z; t) = Qz(t)/m, g(z; t) =
Qi(t)/m, d(z; t) = fdz(t)/m, z = [z ż]. System distur-
bance setting as a combination of a small sinusoidal term
0.01 sin(2t) + 0.01 and a random value in the range of
[−0.001, 0.001] are considered. These parameters are time-
varying during real applications. Also, the system parameter
perturbations, c(t) = c0(1 + 0.3 sin(2t)), Qz(t) = Qz0(1 +
0.2 sin(2t)), and Qi(t) = QI0(1 + 0.3 cos(t)) are consid-
ered, where the parameters of the TAMB system are set as
m = 7.35kg, c0 = 3.5 × 104, Qi0 = 212.82N/A and
Qz0 = 7.3 × 105N/m. Here a periodic sinusoidal command
with two operating frequencies is applied as the reference
tracking trajectory and given as zd = 0 t ≤ 1

zd = 0.001 sin(2π/5(t− 1)) 1 < t ≤ 6
zd = 0.001 sin(2π/2(t− 6)) 1 < t ≤ 12

(50)

In this example, a conventional PID controller and neural
controllers based on the recurrent neural network (RNN)
and hermite polynomial-based recurrent neural network (HP-
BRNN) [50] are used for comparison. The average tracking er-
ror and the standard deviation of the tracking error are utilized
as the performance comparison indexes. Table II gives the
comparison results. It can be seen that the proposed SEDCPID
controller obtains better control performance as compared with
the PID, RNN and HPBRNN, in which the same uncertainty
and distance conditions are applied. Although the standard
deviation and root mean square error of the proposed controller
is not the lowest, the average of the tracking error achieves one
order lower than the other controllers. Figs. 3(a)-3(d) show
the simulation results achieved by the proposed SEDCPID
controller in terms of position and velocity trajectory, control
input and rule evolution. From these figures, one can observe
that the proposed SEDCPID controller can achieve superior
control performance by capturing different control conditions
via the online self-evolving learning capability.

TABLE II
PERFORMANCE COMPARISON FOR EXAMPLE 2.

Tracking errors (×10−5m) PID RNN HPBRNN SEDCPID

Average 4.51 4.36 2.49 0.23
Standard deviation 5.29 5.00 2.99 4.90
Root mean square error 4.52 4.12 3.99 4.21

C. Example 3
To experimentally exam the merit of the SEDCPID con-

troller, a practical sprung mass and unsprung mass system of
a quarter car is considered [51], which is shown in Fig.4,
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Fig. 3. Tracking results of TAMB of SEDCPID

where ms and mu denote the sprung mass and unsprung
mass, respectively; ks and cs are the spring stiffness and initial
damping coefficient of the damper, respectively; kt stands for
the tire stiffness; zs, zu and zr represent the displacement
of sprung mass, unsprung mass and road disturbance, respec-
tively; and u(t) is the control damping force. The system is
known as the semi-active suspension system. The experimental
setup consists of a quarter car test rig(QCTR) and a stepper
motor driven hydraulic adjustable damper(SMDHAD). The
damping force of the SMDHAD is adjusted by rotating an
internal valve, so that the opening area of the oil passage
inside the damper can be regulated. The rotation of the valve
is achieved by the stepper motor which is driven by the
controller. As for the QCTR part, a road excitation is generated
via a LabVIEW program. The controller is also implemented
in the LabVIEW program. Then the road excitation and the
desired motor angle calculated in the computational part are
entered into the QCTR and the nonlinear hydraulic adjustable
damper(HAD) driven by a stepper motor to generate desired
damping force, respectively. At the same time, the piston
displacement and piston speed of HAD are measured by
sensors and fed back to the computational part.
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Fig. 4. Experimental setup of a semi-active suspension system

An online hardware-in-the-loop (HIL) test as shown in Fig.4
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(c) Sprung mass acceleration
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(d) Suspension deflection
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(e) Tire deformation
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Fig. 5. Results of HIL test

TABLE III
COMPARISON OF PEAK VALUES IN HIL TEST

Evaluation indices Passive Suspension SEDCPID Comparison

Sprung mass acceleration (m/s2) 1.1961 0.8583 reduced by 28.15%
Suspension deflection (mm) 27.8939 61.2127 increased by 119.45%
Tire deformation (mm) 39.3169 29.4294 reduced by 25.15%

is carried out on the QCTR so as to test the proposed controller
in a practical manner. The HIL test is implemented on an
ISO profile for C-class road excitation which is commonly
used criterion of evaluating the car, as shown in Fig.5(a). The
tire suffers from a rough road with parametric uncertainty and
external disturbances. The C-class road represents a poor road
condition of soil and gravel with the time-varying operating
points in the test process. Here the passive suspension is ap-
plied for comparison. Fig.5(b) shows the sprung mass position
under the proposed SEDCPID control system and passive
suspension, respectively. The vibration of the suspension is
suppressed quickly under the bumps of the road surface.
Figs.5(c)-5(e), Tables III and IV depict that both the sprung
mass acceleration and tire deformation are decreased in the
proposed control system compared with the passive suspen-
sion. Fig. 5(f) shows the control input in the operation process.
The results illustrate that the ride comfort and road holding
ability are improved by changing the damping force when
passing the uneven road. In Fig.5(f), the damping force as
control input is generated automatically along with the change

of the road profile. At the beginning of the testing process, the
damping force is relative small, and then becomes more acute
with higher amplitude since more bumps in the predefined
road profile occur. When the road becomes smooth from 45s,
the road displacement is zero, while the damping force is also
zero. This means that the proposed controller is stable and the
divergence of damping force has never happened. Therefore,
the HIL test depicts that the proposed SEDCPID controller can
be applied to the practical semi-active suspension with good
vibration control performance.

TABLE IV
COMPARISON OF RMSE ERRORS IN HIL TEST

Evaluation indices Passive SEDCPID Comparison

Sprung mass acceleration (m/s2) 0.1398 0.1243 reduced by 11.13%
Suspension deflection (mm) 6.6357 12.9773 increased by 95.57%
Tire deformation (mm) 10.2834 6.4238 reduced by 37.53%

VI. CONCLUSION

In this paper, a novel self-evolving data cloud PID-like
control framework is proposed to model the direct controller
with the ability to self-adapt both structure and parameters
online. By employing data clouds, the traditional way of
defining membership functions for each input variable in
an explicit manner is omitted and the learning process is
entirely data-driven. The consequence in this case is given
in the form of PID-like sub-controller. It has been shown that
the proposed SEDCPID controller can work simultaneously
together with the self-evolving algorithm without any prior
information about the data clouds. The consequence param-
eters are updated online with a stable adaptation mechanism
and the stability is proven through Lyapunov theorem which
ensures the convergence of the whole system concurrently. The
simulation results illustrate that good tracking performance
can be achieved in the essence of external disturbance. The
experimental result in a semi-active suspension system further
verifies the feasibility in practical applications.

REFERENCES

[1] N. Wang and M. J. Er, “Direct adaptive fuzzy tracking control of marine
vehicles with fully unknown parametric dynamics and uncertainties,”
IEEE Transactions on Control System Technology, vol. 24, no. 5, pp.
1845–1852, 2016.

[2] A. A. Kalat, “A robust direct adaptive fuzzy control for a class of
uncertain nonlinear mimo systems,” Soft Computing, 2018.

[3] X. Jin, Z. Yu, G. Yin, and J. Wang, “Improving vehicle handling
stability based on combined afs and dyc system via robust takagi-sugeno
fuzzy control,” IEEE Transactions on Intelligent Transportation System,
vol. 19, no. 8, pp. 2696–2707, 2018.

[4] Y. Wang, H. R. Karimi, H.-K. Lam, and H. Shen, “An improved
result on exponential stabilization of sampled-data fuzzy systems,” IEEE
Transactions on Fuzzy Systems, vol. 26, no. 6, pp. 3875–3883, 2018.

[5] X. Zhao, X. Wang, G. Zong, and H. Li, “Fuzzy-approximation-based
adaptive output-feedback control for uncertain nonsmooth nonlinear
systems,” IEEE Transactions on Fuzzy Systems, vol. 26, no. 6, pp. 3847–
3859, 2018.

[6] Y.-J. Liu, M. Gong, S. Tong, C. L. P. Chen, and D.-J. Li, “Adaptive
fuzzy output feedback control for a class of nonlinear systems with full
state constraints,” IEEE Transactions on Fuzzy Systems, vol. 26, no. 5,
pp. 2607–2617, 2018.



[7] Y. Yu, H.-K. Lam, and K. Y. Chan, “T-s fuzzy-model-based output feed-
back tracking control with control input saturation,” IEEE Transactions
on Fuzzy Systems, vol. 26, no. 6, pp. 3514–3523, 2018.

[8] J.-S. R. Jang, “ANFIS: adaptive-network-based fuzzy inference system,”
IEEE Transactions on Systems, Man, and Cybernetics, vol. 23, no. 3,
pp. 665–685, 1993.

[9] W. Yu and X. Li, “Fuzzy identification using fuzzy neural networks
with stable learning algorithms,” IEEE Transactions on Fuzzy Systems,
vol. 12, no. 3, pp. 411–420, 2004.

[10] A. Kumar and V. Kumar, “Evolving an interval type-2 fuzzy PID
controller for the redundant robotic manipulator,” Expert Systems With
Applications, vol. 73, pp. 161–177, 2017.

[11] J. Li, Q. Xiong, K. Wang, X. Shi, and S. Liang, “A recurrent self-
evolving fuzzy neural network predictive control for microwave drying
process,” Drying Technology, vol. 32, no. 12, pp. 1434–1444, 2016.

[12] F. F. M. El-Sousy, “Adaptive hybrid control system using are cur-
rent RBFN-based self-evolving fuzzy-neural-network for PMSM servo
drives,” Applied Soft Computing, vol. 21, pp. 509–532, 2014.

[13] Y.-Y. Lin, J.-Y. Chang, N. R. Pal, and C.-T. Lin, “A mutually recurrent
interval type-2 neural fuzzy system (MRIT2NFS) with self-evolving
structure and parameters,” IEEE Transactions on Fuzzy Systems, vol. 21,
no. 3, pp. 492–509, 2013.
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