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Abstract: The Terra/Aqua MODerate resolution Imaging Spectroradiometer (MODIS) data have been used 10 

widely for global monitoring of the Earth’s surface due to their daily fine temporal resolution. The spatial 11 

resolution of MODIS time-series (i.e., 500 m), however, is too coarse for local monitoring. A feasible solution 12 

to this problem is to downscale the coarse MODIS images, thus creating time-series images with both fine 13 

spatial and temporal resolutions. Generally, the downscaling of MODIS images can be achieved by fusing 14 

them with fine spatial resolution images (e.g., Landsat images) using spatio-temporal fusion methods. Among 15 

the families of spatio-temporal fusion methods, spatial unmixing-based methods have been applied widely 16 

owing to their lighter dependence on the available fine spatial resolution images. However, all techniques 17 

within this class of method suffer from the same serious problem, that is, the block effect, which reduces the 18 

prediction accuracy of spatio-temporal fusion. To our knowledge, almost no solution has been developed to 19 

tackle this issue directly. To address this need, this paper proposes a blocks-removed spatial unmixing (SU-BR) 20 

method, which removes the blocky artifacts by including a new constraint constructed based on spatial 21 

continuity. SU-BR provides a flexible framework suitable for any existing spatial unmixing-based 22 

spatio-temporal fusion method. Experimental results on a heterogeneous region, a homogeneous region and a 23 

region experiencing land cover changes show that SU-BR removes the blocks effectively and increases the 24 

prediction accuracy obviously in all three regions. SU-BR also outperforms two popular spatio-temporal 25 
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fusion methods. SU-BR, thus, provides a crucial solution to overcome one of the longest standing challenges 26 

in spatio-temporal fusion. 27 
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1. Introduction 33 

 34 

Remote sensing technology has shown increasing importance for land cover change detection (Zhang et al., 35 

2018) and environmental monitoring; for example, crop growth (Johnson et al., 2016), agricultural (Hansen et 36 

al., 2000) and carbon sequestration monitoring (Lees et al., 2018). Effective monitoring of land surface 37 

dynamics places great demands on the quality of remote sensing data, especially in terms of the spatial and 38 

temporal resolutions. Due to technical and budget limitations, however, remote sensing satellite sensors trade 39 

spatial resolution and temporal resolution. As a result, almost no satellite sensor can meet the demand for both 40 

fine spatial and temporal resolutions. For example, the MODIS sensor can acquire images for the same scene 41 

at least once per day, but the images are at a coarse spatial resolution of 500 m (250 m for the red and NIR 42 

bands). In contrast, Landsat sensors (e.g., Thematic Mapper (TM), Enhanced Thematic Mapper (ETM+) and 43 

Operational Land Imager (OLI)) can acquire images at a fine spatial resolution of 30 m, but they have a revisit 44 

period of up to 16 days. Also, the impact of cloud and shadow contamination can further limit the number of 45 

high-quality Landsat images (i.e., it generally requires more than 16 days to acquire an effective Landsat 46 

image) (Ju et al., 2008). 47 

In recent years, spatio-temporal fusion approaches have been developed to create images with both fine 48 

spatial and temporal resolutions by blending the available temporally sparse, but fine spatial resolution images 49 
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with temporally dense, but coarse spatial resolution images (Belgiu et al., 2019; Chen et al., 2015; Zhu et al., 50 

2018). Spatio-temporal fusion has been used widely in various applications, including prediction of fine 51 

spatial and temporal resolution land surface temperature (LST) (Huang et al., 2013; Wang et al., 2020a; Weng 52 

et al., 2014; Wu et al., 2015), normalized difference vegetation index (NDVI) (Meng et al., 2013; Tewes et al., 53 

2015) and leaf area index (Houborg et al., 2016; Zhang et al., 2014). Generally, five types of spatio-temporal 54 

fusion approaches can be identified: spatial weighting-based (Gao et al., 2016; Hilker et al., 2009; Wang and 55 

Atkinson, 2018; Zhu et al., 2010), spatial unmixing-based (Busetto et al., 2008; Wu et al., 2012; Xu et al., 2015; 56 

Zhukov et al., 1999; Zurita-Milla et al., 2009), Bayesian-based (Li et al., 2013; Shen et al., 2016; Xue et al., 57 

2017), learning-based (Das et al., 2016; Huang et al., 2012; Liu et al., 2016; Song et al., 2013; Wang et al., 58 

2020b) and hybrid methods (Li et al., 2020a; Liu et al., 2019; Zhu et al., 2016). The spatial weighting-based 59 

model is a common spatio-temporal fusion method. The spatial and temporal adaptive reflectance fusion 60 

model (STARFM) proposed by Gao et al. (2006) is perhaps the earliest and the most widely-used spatial 61 

weighting-based method. The basic assumption of STARFM is that the temporal changes in the coarse and 62 

fine spatial resolution images are consistent, in which case the prediction can be seen simply as a combination 63 

of the known fine spatial resolution image and the fine spatial resolution temporal change image predicted 64 

from the coarse version. Based on STARFM, several approaches have been developed to enhance the 65 

performance of spatio-temporal fusion for heterogeneous areas and areas which include land cover changes 66 

(Hilker et al., 2009; Luo et al., 2018; Tang et al., 2020; Wang and Atkinson, 2018; Zhu et al., 2010). 67 

Another main category of spatio-temporal fusion model is spatial unmixing. The basic principle of spatial 68 

unmixing-based methods is to predict the value (reflectance hereafter) of fine spatial resolution pixels (fine 69 

pixels hereafter) by applying unmixing algorithms to each coarse pixel (Gevaert and García-Haro, 2015). The 70 

multisensor multiresolution technique (MMT) proposed by Zhukov et al. (1999) is one of the first spatial 71 

unmixing-based methods, and it underpins most existing spatial unmixing-based methods. The algorithm 72 

includes four operations: 1) classification of the available fine spatial resolution images to produce the 73 
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thematic land cover map; 2) calculation of the proportions of each land cover class in each coarse pixel by 74 

upscaling the thematic map produced in 1); 3) spatial unmixing of each coarse pixel to obtain the reflectance of 75 

each land cover type within it; 4) reconstruction of the fine spatial resolution image by assigning the predicted 76 

reflectance according to the land cover type of the fine pixel (Zhukov et al., 1999). Based on the MMT 77 

algorithm, increasing efforts have been made to develop spatial unmixing-based methods in recent years. 78 

Busetto et al. (2008) considered both the spatial distance and the spectral similarity between the neighboring 79 

coarse pixel and the target pixel when unmixing coarse pixels, where the spectral similarity is quantified using 80 

the spectral information of the known fine spatial resolution image. Zurita-Milla et al. (2008) applied the 81 

unmixing-based data fusion (UBDF) model to fuse Landsat TM and MERIS images for vegetation monitoring 82 

over heterogeneous landscapes. As an alternative to the use of the known fine spatial resolution image, 83 

Zurita-Milla et al. (2009) introduced the LGN5 land use database to derive the fractional composition of land 84 

cover classes within each coarse pixel. The Spatial Temporal Data Fusion Approach (STDFA) proposed by 85 

Wu et al. (2012) made fuller use of the known fine resolution image, which predicts the fine spatial resolution 86 

temporal change image from the coarse temporal change image by spatial unmixing. Amorós-López et al. 87 

(2013) utilized a regularization term in the cost function of the unmixing model to restrict the solution of the 88 

reflectance of each class using a pre-defined spectrum extracted from pure pixels in the coarse image. Gevaert 89 

and García-Haro (2015) introduced a Bayesian approach to constrain the unmixing process using the available 90 

prior spectral information. Xu et al. (2015) proposed an approach to reduce unmixing error by incorporating 91 

the class spectra predicted by other reliable spatial and temporal data fusion approaches such as STARFM. 92 

The linear spectral unmixing-based spatiotemporal data fusion model proposed by Liu et al. (2020) predicts a 93 

fine spatial resolution proportion image for each class (rather than the hard class labels in the methods 94 

mentioned above) by implementing linear spectral unmixing on the known fine spatial resolution image. Then, 95 

the fine spatial resolution proportion image is degraded to produce coarse proportions in the spatial unmixing 96 

model. 97 
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The spatial unmixing-based methods have several unique advantages. On the one hand, they have a light 98 

dependence on the number of available images. More specifically, most of the spatial unmixing-based 99 

methods require only one fine spatial resolution image at the known time to produce the land cover 100 

classification map, together with a coarse image at the prediction time for unmixing. Therefore, this type of 101 

method has limited data-dependence and is, thus, more flexible. This is different from spatial weighting-based 102 

methods, where at least one pair of coarse-fine spatial resolution images is required. On the other hand, the 103 

spatial unmixing-based methods do not require the coarse and fine spatial resolution images to have 104 

corresponding spectral bands (i.e., the same wavelength) (Gevaert and García-Haro, 2015), while the spatial 105 

weighting-based methods place a strict requirement for the correspondence of spectral bands. This 106 

characteristic brings two benefits. First, spatial unmixing can be performed on coarse bands whose 107 

wavelengths are not available in the observed fine spatial resolution images, resulting in an increase in the 108 

spectral resolution of the fine spatial resolution images (Gevaert and García-Haro, 2015). Second, auxiliary 109 

datasets such as fine (or even finer) spatial resolution land cover maps can be treated as a supplement or even 110 

replacement of the classification map produced from the fine spatial resolution multispectral images (e.g., 111 

Landsat images in most cases) to further increase the accuracy (Zurita-Milla et al., 2011). 112 

Despite the above advantages, there exists a widely acknowledged problem in spatial unmixing-based 113 

methods: the block effect (Ma et al., 2018; Wang et al., 2020c), which means pixels of the same land cover 114 

class present different reflectances in spatially adjacent coarse pixels, resulting in visually obvious blocky 115 

artifacts within an object. The block effect exists commonly in spatial unmixing predictions. The reason for 116 

this phenomenon is that unmixing of different coarse pixels is implemented using different local windows. 117 

This means that different coarse pixels containing different spectral properties of land cover (even for the same 118 

class) are involved in unmixing spatially adjacent center pixels. As a result, the same land cover class in the 119 

spatially adjacent coarse pixels may be assigned different reflectances, which leads to blocky artifacts. Also, 120 

intra-class spectral variation, which caused mainly by heterogeneous spatial patterns and temporal changes in 121 
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land cover (especially for the same class), is responsible for blocky artifacts, as only one reflectance value is 122 

predicted for each land cover class in spatial unmixing. Thus, for the same class, the prediction of reflectance 123 

may have multiple equal realizations, and it always differs in the unmixing model for each coarse pixel. 124 

Generally, blocky artifacts occur most obviously at the boundary between neighboring coarse pixels in the 125 

prediction. 126 

The block effect has been a main obstacle in spatial unmixing, which greatly influences the visual 127 

appearance of the predictions and, more importantly, the accuracy of spatio-temporal fusion. Several studies 128 

attempted to enhance the performance of spatial unmixing-based methods, such as by making fuller use of the 129 

known fine spatial resolution image and performing unmixing on temporal change image (Wu et al., 2012), 130 

exerting additional constraints to the prediction of reflectances (Xu et al., 2015) and combining with spatial 131 

weighting-based predictions (Zhu et al., 2016). Nevertheless, these approaches are not designed for tackling 132 

the blocky artifacts, which remain in the predictions. 133 

This paper proposes a blocks-removed spatial unmixing (SU-BR) method to remove the blocky artifacts in 134 

spatial unmixing-based methods, and further, increase the accuracy of spatio-temporal fusion. SU-BR 135 

considers both the residual errors in the unmixing model and the difference in reflectances between the same 136 

land cover class in the neighboring pixels. It is an optimization method requiring a number of iterations to 137 

approach the optimal solution. There are two main advantages of SU-BR:  138 

1) SU-BR can remove the blocky artifacts and increase the prediction accuracy simultaneously. SU-BR 139 

removes the blocks in spatial unmixing by exerting a new constraint according to the spatial continuity 140 

of land cover. The information (i.e., reflectance prediction) provided by neighboring pixels further 141 

enhances the reflectance predicted by the original spatial unmixing, thus, ensuring the spatial continuity 142 

and increasing the prediction accuracy. This method is performed by deeper spatial information mining 143 

of the observed data, and it does not require any additional data or prior knowledge. 144 
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2) SU-BR provides a general model for removing the blocky artifacts in spatial unmixing-based methods. 145 

It is a strategy applicable to any spatial unmixing-based methods, such as UBDF and STDFA. 146 

Furthermore, it is also compatible with other existing enhanced versions using different constraints (e.g., 147 

the class reflectance extracted from pure coarse pixels (Xu et al., 2015)). That is, the constraint of spatial 148 

continuity in SU-BR can potentially be jointly considered with many other constraints. 149 

The remainder of this paper is organized into four sections. Section 2 summarizes the mechanisms of three 150 

typical spatial unmixing-based methods, explores the block effect problem and introduces explicitly the 151 

proposed SU-BR method. Section 3 implements experiments on three datasets to compare the performance of 152 

SU-BR with other blocks-removed methods. SU-BR is also compared with several popular spatio-temporal 153 

fusion methods. Section 4 further discusses the findings from the experiments and potential future research, 154 

followed by a conclusion in Section 5. 155 

 156 

 157 

2. Methods 158 

 159 

2.1. Existing spatial unmixing-based methods 160 

 161 

This section illustrates briefly the common principle of three typical spatial unmixing-based methods, 162 

including UBDF, STDFA and the virtual image pair-based spatio-temporal fusion (VIPSTF) with spatial 163 

unmixing (VIPSTF-SU) recently proposed by Wang et al. (2020c). Two key assumptions can be summarized 164 

for spatial unmixing-based methods. The first is that the observed reflectance of a mixed pixel can be treated as 165 

the weighted sum of the sub-pixel level reflectances of different land cover classes within the pixel (i.e., the 166 

linear mixture model). The second is that the distribution of land cover remains stable between the known and 167 

prediction times. To predict the fine spatial resolution reflectance of land cover classes conveniently, we 168 
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usually solve a set of linear equations using the mixed reflectance of coarse pixels in a local window, by 169 

assuming that the neighboring coarse pixels share the same reflectance for the same land cover class. The 170 

calculation is performed for each band sequentially. For convenience, we illustrate the principles of the spatial 171 

unmixing-based methods based on a unified model for a single band. Specifically, the general linear mixture 172 

model can be written as 173 

 Q PE ε                                                                           (1) 174 

where ε  is the residual error term. Q is an 1N   vector composed of the observed reflectances of the coarse 175 

pixels, where N  is the number of coarse pixels in the local window. E is a 1C  vector composed of 176 

reflectances for all land cover classes (class reflectance hereafter) that needs to be solved and C  is the number 177 

of land cover classes. P is an N C  matrix composed of the coarse proportions of the C  classes in the N  178 

coarse pixels. E in Eq. (1) can be solved by the least squares method based on the objective function 179 

2

2
ˆ arg min R  

E

E PE Q                                                              (2) 180 

where R is the object quantifying the residual error of the linear mixture model. Spatial unmixing-based 181 

methods utilize a fine spatial resolution thematic map temporally close to the prediction time to synthesize the 182 

coarse proportions in P. For Q and E, however, they have different meanings in the three spatial 183 

unmixing-based methods, which are explained in detail in Appendix A. Note that for simplicity, E is called 184 

class reflectance hereafter, but its specific meaning for different spatial unmixing-based methods should be 185 

borne in mind. 186 

 187 

2.2. The block effect in spatial unmixing-based methods 188 

 189 

In spatial unmixing, the observed reflectances in the local window are used to predict the class reflectance E 190 

in Eq. (2). It is performed on each coarse pixel independently and the predicted class reflectance will be 191 

assigned only to the center coarse pixel in the moving window. For neighboring pixels containing the same 192 
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class, the predicted class reflectance may be different, rendering obvious regular blocky artifacts with a spatial 193 

size of the coarse pixel. This phenomenon is called the block effect as introduced above. It is produced mainly 194 

due to intra-class spectral variation (caused by heterogeneity of spatial pattern and gradual temporal changes 195 

in land cover) and differences in the coarse data involved in the spatial unmixing models (i.e., the observed 196 

coarse data vector Q and coarse proportion matrix P in Eq. (2)) for neighboring coarse pixels. More precisely, 197 

for neighboring coarse pixels, there are two adjacent cases (i.e., side- and vertex-adjacent), where the 198 

proportions of different observed coarse data in the unmixing models need to be distinguished. 199 

Fig. 1 shows an example to illustrate the two adjacent cases. In fact, if two coarse pixels are contiguous on 200 

one side, for the window size of w w  pixels, the different coarse pixels between the two windows account for 201 

a proportion of 202 

2

1 1 1F w w w   .                                                                 (3) 203 

In the other case where two neighboring coarse pixels are connected by a vertex, the proportion of different 204 

pixels is  205 

2 2 2

2 1 ( 1) (2 1)F w w w w     .                                                      (4) 206 

These distinct coarse pixels are the essential reason for the block effect. Specifically, they correspond to 207 

different elements in Q and P in Eq. (2). Due to the intra-class spectral variation, these distinct pixels are 208 

essentially mixed with different class reflectances, even for the same class. Thus, the calculation based on Eq. 209 

(2) can lead to different solutions of class reflectances in E for the two adjacent pixels. The blocky artifacts 210 

reflect the intra-class spectral variation in fusion predictions at a coarse resolution, which is neglected within a 211 

coarse pixel. 212 

An example is exhibited in Fig. 2 to illustrate the block effect, where w=3 is considered and the trapezoid 213 

represents an object shared by six neighboring coarse pixels. Fig. 2(a) is a spatial unmixing prediction with 214 

blocky artifacts, while Fig. 2(b) is the reference for the trapezoid object (i.e., the object is characterized by a 215 

constant gray value). For spatial unmixing of the center pixel Ⅰ in Fig. 2(a), the nine pixels in the 3 3  window 216 
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marked in red are used. For coarse pixel II, it utilizes the six pixels in the red box and another three pixels in the 217 

blue box that represent the local window for pixel II. The three different coarse pixels in the adjacent regions 218 

contribute to different predictions of the values for the trapezoid object in pixels I and II. 219 

As seen from Eqs. (3) and (4), the intensity of the block effect is related to the size of the moving window. 220 

When the window size w is larger, for both adjacent cases, the proportion of different coarse pixels between the 221 

two windows becomes smaller. That is, the larger window size, the less obvious is the phenomenon. A larger 222 

the window size, however, means more distant pixels are involved in the unmixing process, where all pixels 223 

are assumed to share the same class reflectance. According to Tobler’s First Law of Geography (Tobler, 1970), 224 

the relation between two observations decreases gradually as the distance increases. The inclusion of more 225 

distant pixels will, thus, reduce the inherent intra-class spectral variation in the fusion results, and exacerbate 226 

the performances of spatial unmixing. 227 

The block effect reduces the spatial continuity and dramatically affects the visual presentation. It limits the 228 

application of spatial unmixing-based methods in the field of spatio-temporal fusion. There is, therefore, a 229 

great need for a solution to remove the blocks to enhance spatial unmixing-based methods. 230 

 231 

         232 
(a)                                                 (b) 233 

Fig. 1. An example for illustration of two adjacent cases (w=3). (a) and (b) represent the side- and vertex-adjacent cases, respectively. 234 

The pixels covered by diagonals at minus 45° represent distinct coarse pixels in a 3 3  window centered at the pixel marked by the 235 

red solid star. The pixels covered by diagonals at 45° represent distinct coarse pixels in a 3 3  window centered at the pixel marked 236 

by the red hollow star. The pixels covered by checks represent shared coarse pixels of the two local widows. 237 

 238 
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         239 
(a)                                           (b) 240 

Fig. 2. An example for illustration of the block effect. The trapezoid represents an object shared by neighboring coarse pixels. (a) is 241 

a prediction in which each part displays different colors. (b) is the reference image with fixed color. 242 

 243 

2.3. The proposed constraint for removing blocks 244 

 245 

In this section, a new constraint is proposed for removing blocks in spatial unmixing. The block effect 246 

essentially represents the difference in class reflectances between adjacent pixels. According to the spatial 247 

continuity of land cover, however, it can be assumed that the reflectances for the pixels belonging to the same 248 

class should be similar when the pixels are spatially adjacent (see, for example, the object in Fig. 2(b)). Based 249 

on this assumption, we can define a constraint by minimizing the difference between the reflectances for the 250 

same class in a local window for each coarse pixel, as shown in Eq. (5) 251 

0
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                                                           (5) 252 

where 
iD  is the mean of the differences in reflectances for all classes in the local window centered at location 253 

iX , 0N  is the number of the neighbors in the local window ( 0N =8 is considered in this paper). ,i cE  and ,j cE  254 

are the reflectances of class c  for the center pixel at 
iX  and its neighboring pixel at jX , respectively. , ,i j cI  is 255 

an indicator function describing the relationship between the target coarse pixel at 
iX  and its neighboring 256 

pixel at jX  257 
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, ,

1, if pixelsat and both contain class 

0, otherwise

i j

i j c

c
I


 


X X
.                                      (6) 258 

iD  can be considered as the mean deviation of class reflectance between the target coarse pixel at 
iX  and its 259 

neighboring pixels, which is divided by the total number of deviations. The larger 
iD , the more severe the 260 

spatial discontinuity in the window. To reduce the blocks, we need to minimize 
iD  for each window centered 261 

at 
iX . Thus, an objective function with the new constraint is proposed in the next section. 262 

 263 

2.4. The proposed blocks-removed spatial unmixing (SU-BR) method 264 

 265 

The main objective of the proposed blocks-removed spatial unmixing (SU-BR) method is also to minimize 266 

the residual error in the spatial unmixing model, as shown in Eq. (2). However, the constraint introduced in 267 

Section 2.3 is exerted on the new objective function to ensure the spatial continuity of class reflectance, thus, 268 

removing the blocks. Based on these two aspects, the new objective function for the proposed SU-BR method 269 

is provided below 270 
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                                     (7) 271 

where   is a balancing parameter taking a value between 0 and 1, A is a magnitude regularization parameter 272 

and t  is the iteration number. The value of indicator function , ,i j cI  is calculated based on the degraded 273 

thematic map at the known time. 274 

SU-BR is performed for each coarse pixel in turn. Moreover, it is an optimization process based on iteration, 275 

as the class reflectance of the neighboring pixel is updated one-by-one in the visit, changing the constraint 276 

dynamically. The prediction based on the original spatial unmixing method is used directly for initialization 277 
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(i.e., the case of 0t  ). The optimization process terminates when one of the convergence conditions is 278 

satisfied: 1) the number of iterations reaches the pre-defined maximum number; 2) the difference between 279 

three consecutive realizations is smaller than a pre-defined threshold. With the iterative scheme in Eq. (7), the 280 

difference in reflectance for the same class can be reduced gradually to alleviate the block effect. Note that for 281 

heterogeneous areas, even though there may be several classes in the whole image, only a very small number 282 

of classes will cover a small region in a local window (e.g., with a size of 3 3  pixels in this paper), and the 283 

model in Eq. (7) is constructed adaptively for each coarse pixel centered at the local window. Therefore, the 284 

convergence for the model constructed in Eq. (7) can be guaranteed in this case. 285 

It is necessary to determine appropriately the magnitude regularization parameter A, due to the difference in 286 

magnitudes of the two terms of R and D in the objective function. In this paper, it is proposed to be calculated 287 

by comparing the statistical information of R and D for all coarse pixels in the prediction of the original 288 

method. Specifically, the parameter A is determined by comparing the modes of the values of D and R. 289 

To further understand Eq. (7), the first term R reflects the ability to preserve the original coarse spatial 290 

resolution image at the prediction time, which is called the data fidelity term. The second term D reflects the 291 

deviation in reflectance of the same class between the target coarse pixel and adjacent coarse pixels, which is 292 

the spatial continuity constraint term. The proposed SU-BR method makes a balance between maintaining the 293 

original coarse image and reducing the influence of the block effect. By changing the balancing parameter  , 294 

the influence of the two terms on the solution can be adjusted. With a larger balancing parameter  , the 295 

solution guarantees greater data fidelity, but may fail to remove blocky artifacts to the largest extent. A smaller 296 

balancing parameter may be able to remove the blocky artifacts satisfactorily, but may lead to a larger bias 297 

relative to the original data, resulting in lower accuracy of spatio-temporal fusion. 298 

A flowchart describing the whole process of the SU-BR method is given in Fig. 3. The method is applicable 299 

to any spatial unmixing-based methods (e.g., UBDF, STDFA, and VIPSTF-SU investigated in this paper), 300 

based on the explicit definition of Q and E, as illustrated in Appendix A. For UBDF, the predicted E is exactly 301 
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the final prediction for the method. For STDFA and VIPSTF-SU, the prediction represents temporal changes 302 

of the reflectances for classes and need to be added to the known fine spatial resolution image and virtual fine 303 

spatial resolution image, respectively, to achieve the final prediction of spatio-temporal fusion. 304 

 305 

 306 

Fig. 3. Flowchart of the proposed SU-BR method. All bands of the image follow this scheme one by one. 307 

 308 

 309 

2.5. Benchmark methods 310 

 311 

This section focuses on two potential blocks-removed algorithms: neighbor mean (SU-NM) and spatial 312 

filtering (SU-SF). To the best of our knowledge, they have not been applied to remove blocks in spatial 313 

unmixing to-date. They can be implemented straightforwardly on fusion predictions of three typical spatial 314 

unmixing methods. The principles are introduced briefly below. 315 
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1) SU-NM 316 

In the SU-NM method, the mean of the reflectances of the same class in a moving window will be assigned 317 

to this class in the target coarse pixel. This process also needs , ,i j cI  in Eq. (6) to define the pixels containing 318 

the same class. Its mechanism is similar to mean filtering in digital image processing, but it needs to identify 319 

effective neighbors that cover the same class. 320 

2) SU-SF 321 

We apply the spatial filtering model in STARFM and enhanced STARFM (ESTARFM) to remove the 322 

blocky artifacts by acknowledging the similarity of fine spatial resolution pixels and enabling similar pixels 323 

(e.g., pixels belonging to the same class) to have close reflectance. This model was investigated in our 324 

previous research (Wang and Atkinson, 2018) to remove the blocky artifacts produced from the local fitting 325 

process (substantially different from the spatial unmixing process in this paper) and was shown to be a 326 

satisfactory solution. The prediction of SU-SF is a linear combination of the reflectances of spectrally similar 327 

neighboring pixels found in a moving window, weighted by the inverse spatial distance. However, it is 328 

inappropriate to use the images with blocky artifacts to search for spectrally similar neighboring pixels. 329 

Alternatively, the fine spatial resolution image at the known time is used, based on the assumption of stable 330 

land cover boundaries during the period. 331 

These two methods for removing blocks are applied in our experiments to provide a comparison with the 332 

proposed SU-BR method and to validate its effectiveness. 333 

 334 

 335 

3. Experiments 336 

 337 

3.1. Data and experimental setup 338 

 339 
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To examine the performance of the proposed SU-BR method in areas with various spatial patterns, three 340 

datasets covering different spatial landscapes were used. The first region is located in southern New South 341 

Wales, Australia, and two Landsat 7 ETM+ images and two corresponding MODIS images were used. The 342 

spatial extent is 2 km by 2 km. The acquisition times of the two image pairs are 5 January 2002 and 13 343 

February 2002. The second region is located in northern New South Wales, Australia, and has the same spatial 344 

size as the first region. The two image pairs were acquired on 14 February 2005 and 3 April 2005. As for the 345 

third region located in southern New South Wales, Australia, two MODIS and Landsat ETM+ image pairs 346 

covering a spatial extent of 1.8 km by 1.8 km were used. The acquisition times are 4 December 2001 and 5 347 

January 2002. False color composites of the Landsat images and their corresponding MODIS images for the 348 

three regions are displayed in Fig. 4. The objective of the experiments is to predict the latter Landsat image, 349 

using the former MODIS-Landsat image pair and the latter MODIS image, and the known latter Landsat 350 

image is used as reference to evaluate the prediction. The former and latter times in this case are also called the 351 

known and prediction times hereafter. 352 

It can be noticed that the first region shows obvious heterogeneity while the third region presents greater 353 

homogeneity. For the second region, due to the difference in acquisition seasons, many changes exist between 354 

the images acquired at the two times. Table 1 lists the correlation coefficients (CC) between the Landsat 355 

images at the two times for the three regions. It is obvious that the homogeneous region provides the greatest 356 

CC of 0.8593 between the dates, while the region with a greater number of land cover changes has the smallest 357 

CC of 0.6059. The CC of the heterogeneous region lies between the other two regions. Generally, the small CC 358 

between the known and prediction times will bring great challenges to the prediction. Three sub-sections 359 

(Sections 2.2-2.4) are included in the remainder of Section 3. Section 3.2 provides the results of the different 360 

blocks-removed methods based on existing UBDF, STDFA and VIPSTF-SU for the three regions. The 361 

blocks-removed methods for testing include the SU-BR, SU-SF and SU-NM methods. Section 3.3 compares 362 



 

 

 

 

17 

the performances of the proposed SU-BR method with the popular STARFM and FSDAF methods. Section 363 

3.4 analyzes the impact of two parameters in SU-BR on the accuracy of the predictions.  364 

 365 

   366 
(a)                         (b)                         (c)                         (d)                          (e)                         (f) 367 

Fig. 4. Landsat (first line) and MODIS (second line) images for the heterogeneous region acquired on (a) 5 January 2002 and (b) 13 368 

February 2002, for the region with land cover changes acquired on (c) 14 February 2005 and (d) 3 April 2005, and for the 369 

homogeneous region acquired on (e) 4 December 2001 and (f) 5 January 2002. All images use NIR-red-green as RGB. 370 

 371 

Table 1 CCs between the Landsat images at the known and prediction times 372 

 Heterogeneous region Region with land cover changes Homogeneous region 

CC 0.7392 0.6059 0.8593 

3.2. Comparison between different blocks-removed methods 373 

 374 

3.2.1. Results for the heterogenous region 375 

 376 

Figs. 5, 6 and 7 display the predictions of the three different blocks-removed methods (i.e., SU-BR, SU-NM 377 

and SU-SF) based on the three spatial unmixing methods (i.e., UBDF, STDFA and VIPSTF-SU). For clearer 378 

visual comparison between the results, three sub-areas covering 60 by 60 Landsat pixels are shown for each 379 

case. In Fig. 5, the UBDF-NM, UBDF-SF and UBDF-BR methods can all remove the blocks to some extent. 380 

Moreover, the UBDF-BR prediction is visually much closer to the reference than the other two 381 

blocks-removed methods, especially in the restoration of spectral properties; for example, the land cover in the 382 
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second sub-area which should appear as green, but is inappropriately a light green or black color in the UBDF, 383 

UBDF-NM and UBDF-SF predictions. It is also worth noting that the UBDF-based predictions cannot 384 

reproduce spatial variance within each object as UBDF assumes that the pixels for the same class in a coarse 385 

pixel share the same reflectance and assign the predicted class reflectance directly to the fine pixels. In the 386 

predictions of STDFA-based blocks-removed methods in Fig. 6, it is seen that all three methods can remove 387 

the blocks satisfactorily and STDFA-BR outperforms STDFA-NM and STDFA-SF. Meanwhile, the spectral 388 

distortion of STDFA-NM and STDFA-SF is also more noticeable than STDFA-BR when referring to the 389 

reference (e.g., the restoration of the green patch in the bottom of the second sub-area). Compared with the 390 

predictions in Figs. 5 and 6, the predictions in Fig. 7 are visually more satisfactory in preserving both the 391 

spatial and spectral information, especially for VIPSTF-SU-BR (e.g., the green patch in the third sub-area in 392 

Fig. 7(d), which is inappropriately predicted as blue in Fig. 7(a), Fig. 7(b) and Fig. 7(c)). Specifically, the color 393 

of the VIPSTF-SU-based predictions in Fig. 7 are closer to the reference than the STDFA-based predictions in 394 

Fig. 6, and the VIPSTF-SU-based predictions present more spatial variance and detail than the UBDF-based 395 

predictions in Fig. 5. Furthermore, comparison of the predictions in Fig. 7 reveals that VIPSTF-SU-BR is also 396 

more accurate than VIPSTF-SU-NM and VIPSTF-SU-SF. 397 

For STDFA and VIPSTF-SU, the spatial unmixing process is essentially performed on the temporal change 398 

images. Thus, to further show the effectiveness of the proposed SU-BR method for STDFA and VIPSTF-SU, 399 

the temporal change images of STDFA, STDFA-BR, VIPSTF-SU and VIPSTF-SU-BR are shown in Fig. 8, 400 

where the results for the red band are provided, with one sub-area zoomed for convenience of visual 401 

comparison. It is clear that the blocky artifacts are removed considerably and most of the object boundaries are 402 

preserved. 403 

 404 
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 405 
(a)                                     (b)                                      (c)                                     (d)                                      (e) 406 

Fig. 5. Predictions for the heterogeneous region based on UBDF coupled with different blocks-removed methods. (a) UBDF. (b) 407 

UBDF-NM. (c) UBDF-SF. (d) UBDF-BR. (e) Reference. The images in the second-to-fourth lines are the corresponding predictions 408 

for the three sub-areas marked in yellow in the first line. 409 

 410 

 411 
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 412 
(a)                                     (b)                                      (c)                                     (d)                                      (e) 413 

Fig. 6. Predictions for the heterogeneous region based on STDFA coupled with different blocks-removed methods. (a) STDFA. (b) 414 

STDFA-NM. (c) STDFA-SF. (d) STDFA-BR. (e) Reference. The images in the second-to-fourth lines are the corresponding 415 

predictions for the three sub-areas marked in yellow in the first line. 416 

 417 
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 418 
(a)                                     (b)                                      (c)                                     (d)                                      (e) 419 

Fig. 7. Predictions for the heterogeneous region based on VIPSTF-SU coupled with different blocks-removed methods. (a) 420 

VIPSTF-SU. (b) VIPSTF-SU-NM. (c) VIPSTF-SU-SF. (d) VIPSTF-SU-BR. (e) Reference. The images in the second-to-fourth lines 421 

are the corresponding predictions for the three sub-areas marked in yellow in the first line. 422 

 423 
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                 424 

(a)                                                                                              (b) 425 

Fig. 8. Blocks-removed temporal change images for the original spatial unmixing and SU-BR methods. (a) STDFA (left) and 426 

STDFA-BR (right) predictions for the red band. (b) VIPSTF-SU (left) and VIPSTF-SU-BR (right) predictions for the red band. The 427 

images in the second line are the corresponding predictions for the sub-area marked in black in the first line. 428 

 429 

Table 2 Accuracy for the heterogeneous region 430 

 431 

The results of quantitative assessment for the methods are listed in Table 2, where five indices were used, 432 

including CC, root mean square error (RMSE), relative global-dimensional synthesis error (ERGAS) (Ranchin 433 

and Wald, 2000), universal image quality index (UIQI) (Wang and Bovik, 2002) and spectral angle mapper 434 

(SAM). These five indices have been applied widely for quantitative evaluation of image fusion methods 435 

  Ideal Original SU-NM SU-SF SU-BR 
CC UBDF 1 0.7220 0.7675 0.7656 0.7874 

STDFA 1 0.8007 0.8151 0.8154 0.8186 
VIPSTF-SU 1 0.8181 0.8400 0.8398 0.8446 

RMSE UBDF 0 0.0418 0.0399 0.0401 0.0394 
STDFA 0 0.0403 0.0380 0.0385 0.0372 

VIPSTF-SU 0 0.0343 0.0324 0.0325 0.0321 
ERGAS UBDF 0 1.6030 1.5356 1.5384 1.5133 

STDFA 0 1.5985 1.5163 1.5416 1.4868 
VIPSTF-SU 0 1.2963 1.2291 1.2359 1.2175 

UIQI UBDF 1 0.6474 0.6614 0.6642 0.6610 
STDFA 1 0.7833 0.7988 0.7974 0.8026 

VIPSTF-SU 1 0.8005 0.8125 0.8144 0.8120 
SAM UBDF 0 0.2244 0.2157 0.2139 0.2103 

STDFA 0 0.1722 0.1590 0.1661 0.1552 
VIPSTF-SU 0 0.1615 0.1518 0.1504 0.1494 
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(Amorós-López et al., 2013; Chiman et al., 2018; Wang et al., 2020d). The results in Table 2 support the 436 

findings of visual inspection. More precisely, for all the three blocks-removed methods, greater accuracies are 437 

produced compared with the original spatial unmixing methods. For example, in comparison with STDFA, the 438 

CC values of STDFA-NM and STDFA-SF increase by 0.0144 and 0.0147, respectively. Using the SU-BR 439 

method, the gains in CCs are 0.0654, 0.0179 and 0.0265 for UBDF, STDFA, and VIPSTF-SU, respectively. 440 

For the other four indices, the gains for SU-BR are also noticeable. Moreover, the SU-BR method can produce 441 

fusion results with larger CC and UIQI values, and smaller RMSE, ERGAS and SAM values than the SU-NM 442 

and SU-SF methods, indicating SU-BR is more accurate than SU-NM and SU-SF. 443 

 444 

3.2.2. Results for the region with land cover changes 445 

 446 

The predictions of the proposed SU-BR method as well as of SU-NM and SU-SF for the region with land 447 

cover changes are displayed in Figs. 9, 10 and 11, where a sub-area experiencing noticeable land cover 448 

changes is marked in yellow and zoomed for analysis. There exist new artifacts around the boundaries of 449 

objects in the SU-SF predictions, presenting noise, especially in the sub-area in Fig. 10(d). With respect to 450 

predictions based on SU-NM, the blocky artifacts can still be observed to some extent. Using SU-BR, the 451 

blocky artifacts are more satisfactorily removed than with SU-NM, and compared to SU-SF, the SU-BR 452 

results contain less noise and are closer to the reference. It should be noted, however, the SU-BR results still 453 

present some blocky artifacts, although not very noticeable. This is because our proposed method is 454 

implemented based on the assumption of no land cover changes (as for all existing spatial unmixing-based 455 

methods), which means if the neighboring pixels do not share the same land cover class with the center pixel at 456 

the known time, they also do not participate in constraining the solution of the center pixel at the prediction 457 

time, even if some neighbors actually change to share the same class and need to be considered in the 458 

constraint. The neglect of these changed pixels can lead to remaining blocky artifacts. Thus, it is challenging to 459 
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remove blocky artifacts completely in regions with land cover changes. From the results of quantitative 460 

assessment in Table 3, it is clear that all three blocks-removed methods produce greater accuracies than the 461 

original spatial unmixing methods, and further, the SU-BR method is more accurate than the other two 462 

blocks-removed methods in terms of all five indices, which supports the conclusions from the qualitative 463 

assessment. Using SU-BR, the increases in CCs are 0.0704, 0.0481, 0.0589 for the original UBDF, STDFA 464 

and VIPSTF-SU methods, respectively. The increases in UIQI and decreases in RMSE, ERGAS and SAM are 465 

also substantial. 466 

 467 

 468 
(a)                               (b)                             (c)                               (d)                              (e)                             (f) 469 

Fig. 9. Predictions for the region with land cover changes based on UBDF coupled with different blocks-removed methods. (a) 470 

Landsat at the known time. (b) UBDF. (c) UBDF-NM. (d) UBDF-SF. (e) UBDF-BR. (f) Reference. The images in the second line 471 

are the corresponding predictions for the sub-area marked in yellow in the first line. 472 

 473 
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 474 
(a)                               (b)                              (c)                                (d)                            (e)                               (f) 475 

Fig. 10. Predictions for the region with land cover changes based on STDFA coupled with different blocks-removed methods. (a) 476 

Landsat at the known time. (b) STDFA. (c) STDFA-NM. (d) STDFA-SF. (e) STDFA-BR. (f) Reference. The images in the second 477 

line are the corresponding predictions for the sub-area marked in yellow in the first line. 478 

 479 

 480 
(a)                               (b)                             (c)                              (d)                              (e)                              (f) 481 

Fig. 11. Predictions for the region with land cover changes based on VIPSTF-SU coupled with different blocks-removed methods. (a) 482 

Landsat at the known time. (b) VIPSTF-SU. (c) VIPSTF-SU-NM. (d) VIPSTF-SU-SF. (e) VIPSTF-SU-BR. (f) Reference. The 483 

images in the second line are the corresponding predictions for the sub-area marked in yellow in the first line. 484 

 485 

 486 

 487 

 488 

 489 
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Table 3 Accuracy for the region with land cover changes 490 

 491 

3.2.3. Results for the homogeneous region 492 

 493 

Fig. 12 shows the predictions based on UBDF for the homogeneous region. The results of one sub-area are 494 

zoomed to facilitate visual comparison. It should be noted that the block effect for this region is not as obvious 495 

as that for the previous two regions. This is because the intra-class spectral variation for the homogeneous 496 

region is not great, leading to smaller differences in class reflectance between adjacent pixels. Checking the 497 

results, the ability to remove blocky artifacts of our proposed method is also demonstrated. The result 498 

predicted by UBDF-SF presents ambiguous artifacts, which may be helpful for reproducing more spatial 499 

variation. The results of quantitative assessment for all three blocks-removed methods are listed in Table 4. It 500 

is seen that all three SU-BR methods outperform the original spatial unmixing methods. Furthermore, SU-BR 501 

has a comparable performance with SU-SF and both produce greater accuracy than SU-NM. 502 

 503 

  Ideal Original SU-NM SU-SF SU-BR 
CC UBDF 1 0.6306 0.6829 0.6947 0.7010 

STDFA 1 0.6937 0.7229 0.7321 0.7418 
VIPSTF-SU 1 0.7124 0.7508 0.7534 0.7713 

RMSE UBDF 0 0.0372 0.0352 0.0349 0.0346 
STDFA 0 0.0358 0.0335 0.0332 0.0320 

VIPSTF-SU 0 0.0331 0.0313 0.0312 0.0305 
ERGAS UBDF 0 1.2493 1.1895 1.1791 1.1709 

STDFA 0 1.1373 1.0606 1.0466 1.0092 
VIPSTF-SU 0 1.0906 1.0341 1.0323 1.0090 

UIQI UBDF 1 0.6040 0.6332 0.6441 0.6448 
STDFA 1 0.6840 0.7158 0.7253 0.7359 

VIPSTF-SU 1 0.6991 0.7269 0.7317 0.7406 
SAM UBDF 0 0.1365 0.1246 0.1247 0.1208 

STDFA 0 0.1551 0.1441 0.1493 0.1351 
VIPSTF-SU 0 0.1189 0.1068 0.1104 0.1023 
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 504 
(a)                                  (b)                                     (c)                                   (d)                                    (e) 505 

Fig. 12. Predictions for the homogeneous region based on UBDF coupled with different blocks-removed methods. (a) UBDF. (b) 506 

UBDF-NM. (c) UBDF-SF. (d) UBDF-BR. (e) Reference. The images in the second line are the corresponding predictions for the 507 

sub-area marked in yellow in the first line. 508 

 509 

Table 4 Accuracy for the homogeneous region 510 

 511 

3.3. Comparison with other methods 512 

 513 

As demonstrated in Section 3.2, the SU-BR method increases the accuracy of the original spatial 514 

unmixing-based methods by reducing the blocky artifacts effectively. Also, it presents greater prediction 515 

  Ideal Original SU-NM SU-SF SU-BR 
CC UBDF 1 0.7383 0.7565 0.7838 0.7684 

STDFA 1 0.8888 0.8947 0.8965 0.8971 
VIPSTF-SU 1 0.8850 0.8911 0.8954 0.8930 

RMSE UBDF 0 0.0287 0.0274 0.0268 0.0266 
STDFA 0 0.0176 0.0171 0.0170 0.0168 

VIPSTF-SU 0 0.0177 0.0171 0.0169 0.0169 
ERGAS UBDF 0 0.6662 0.6417 0.6240 0.6293 

STDFA 0 0.4227 0.4101 0.4071 0.4053 
VIPSTF-SU 0 0.4250 0.4116 0.4049 0.4083 

UIQI UBDF 1 0.6822 0.6969 0.7100 0.6943 
STDFA 1 0.8859 0.8907 0.8930 0.8913 

VIPSTF-SU 1 0.8767 0.8811 0.8855 0.8804 
SAM UBDF 0 0.0987 0.0967 0.0950 0.0944 

STDFA 0 0.0518 0.0507 0.0516 0.0499 
VIPSTF-SU 0 0.0541 0.0531 0.0524 0.0528 
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accuracy than other simple blocks-removed algorithms (i.e., SU-SF and SU-NM). Admittedly, the original 516 

spatial unmixing-based methods are sometimes inferior to spatial weighting-based methods (e.g., STARFM) 517 

and hybrids methods (e.g., FSDAF) due to the effect of blocky artifacts. Since the SU-BR method can remove 518 

the blocks effectively, a comparison is warranted between SU-BR and other types of methods. In this paper, 519 

two popular methods, including STARFM of the spatial weighting-based method and FSDAF of the hybrid 520 

methods were used for comparison. Note that we did not consider ESTARFM as it requires two 521 

MODIS-Landsat image pairs for implementation, but the spatial unmixing methods investigated in this paper 522 

are all based on a single image pair. For fair comparison, we therefore considered the methods that can also be 523 

performed using a single image pair (i.e., STARFM and FSDAF). The SU-BR predictions based on all three 524 

choices (UBDF, STDFA and VIPSTF-SU) are included in the comparison. The predictions for the 525 

heterogeneous region, the region with land cover changes and the homogeneous region are shown in Figs. 13, 526 

14 and 15, respectively. 527 

As shown in Fig. 13, the predictions of UBDF-BR, STDFA-BR and VIPSTF-SU-BR are visually more 528 

similar to the reference (see, for example, the bright red vegetation in these methods). Furthermore, 529 

VIPSTF-SU-BR predicts the reflectance of the patches most accurately. On the contrary, the hue as a whole is 530 

darker in STARFM and FSDAF compared to the reference. With respect to the region with land cover changes 531 

shown in Fig. 14, the prediction is visually less accurate than that for the heterogeneous region due to the great 532 

temporal changes between the images at the known and prediction times. Although STARFM and FSDAF 533 

seem to predict well the dark blue patch, there exist unexpected red patches when focusing on the left part of 534 

the sub-area. The prediction of VIPSTF-SU-BR is more similar to the reference image as a whole, which can 535 

be validated by the restoration of the brown patches in the sub-area. Focusing on the predictions for the 536 

homogeneous region in Fig. 15, it is obvious that the predictions of STDFA-BR, VIPSTF-SU-BR and FSDAF 537 

are closer to the reference image. Moreover, the curved line object in the middle of the sub-area predicted by 538 

VIPSTF-SU-BR is the closest to the reference. 539 
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 540 
(a)                              (b)                               (c)                             (d)                               (e)                             (f) 541 

Fig. 13. Predictions for the heterogeneous region using different methods. (a) STARFM. (b) FSDAF. (c) UBDF-BR. (d) STDFA-BR. 542 

(e) VIPSTF-SU-BR. (f) Reference. The images in the second line are the corresponding predictions for the sub-area marked in 543 

yellow in the first line. 544 

 545 

 546 
(a)                             (b)                                (c)                               (d)                             (e)                               (f) 547 

Fig. 14. Predictions for the region with land cover changes using different methods. (a) STARFM. (b) FSDAF. (c) UBDF-BR. (d) 548 

STDFA-BR. (e) VIPSTF-SU-BR. (f) Reference. The images in the second line are the corresponding predictions for the sub-area 549 

marked in yellow in the first line. 550 

 551 
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 552 
(a)                               (b)                            (c)                                (d)                             (e)                               (f) 553 

Fig. 15. Predictions for the homogeneous region using different methods. (a) STARFM. (b) FSDAF. (c) UBDF-BR. (d) STDFA-BR. 554 

(e) VIPSTF-SU-BR. (f) Reference. The images in the second line are the corresponding predictions for the sub-area marked in 555 

yellow in the first line. 556 

 557 

Table 5 Accuracy of different methods for the three regions 558 

 
 Ideal 

Heterogeneous 

region 

Region with land 

cover changes 

Homogeneous 

region 

CC STARFM 1 0.8043 0.7643 0.8897 

FSDAF 1 0.8314 0.7705 0.8946 

UBDF-BR 1 0.7874 0.7010 0.7684 

STDFA-BR 1 0.8186 0.7418 0.8971 

VIPSTF-SU-BR 1 0.8446 0.7713 0.8930 

RMSE STARFM 0 0.0411 0.0323 0.0180 

FSDAF 0 0.0357 0.0297 0.0171 

UBDF-BR 0 0.0394 0.0346 0.0266 

STDFA-BR 0 0.0372 0.0320 0.0168 

VIPSTF-SU-BR 0 0.0321 0.0305 0.0169 

ERGAS STARFM 0 1.6696 1.0154 0.4228 

FSDAF 0 1.4137 0.9366 0.4112 

UBDF-BR 0 1.5133 1.1709 0.6293 

STDFA-BR 0 1.4868 1.0092 0.4053 

VIPSTF-SU-BR 0 1.2175 1.0090 0.4083 

UIQI STARFM 1 0.7753 0.7544 0.8876 

FSDAF 1 0.8169 0.7653 0.8881 

UBDF-BR 1 0.6610 0.6448 0.6943 

STDFA-BR 1 0.8026 0.7359 0.8913 

VIPSTF-SU-BR 1 0.8120 0.7406 0.8804 

SAM STARFM 0 0.1758 0.1494 0.0676 

FSDAF 0 0.1552 0.1244 0.0573 

UBDF-BR 0 0.2103 0.1208 0.0944 

STDFA-BR 0 0.1552 0.1351 0.0499 

VIPSTF-SU-BR 0 0.1494 0.1023 0.0528 

 559 
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Table 5 shows the results of quantitative assessment of the different methods for the three regions together. 560 

Overall, the predictions for the homogeneous region have the greatest accuracy while the predictions for the 561 

region with land cover changes are the least accurate. Checking the results for the heterogeneous region, 562 

VIPSTF-SU-BR produces the greatest CC and the smallest RMSE, ERGAS and SAM. More precisely, the CC 563 

for VIPSTF-SU-BR is 0.8446, with an increase of 0.0403 and 0.0132 compared to STARFM and FSDAF. 564 

Also, the CC of VIPSTF-SU-BR is 0.0572 and 0.0260 larger than for UBDF-BR and STDFA-BR. 565 

VIPSTF-SU-BR produces the smallest ERGAS of 1.2175, which is 0.4521 and 0.1962 smaller than for 566 

STARFM and FSDAF. For the region with land cover changes, VIPSTF-SU-BR also produces the greatest CC 567 

of 0.7713 and the smallest SAM of 0.1023, which is 0.0471 and 0.0221 smaller than for STARFM and FSDAF. 568 

For the homogeneous region, STDFA-BR has the greatest prediction accuracy and VIPSTF-SU-BR has very 569 

close accuracy to STDFA-BR. The RMSE of STDFA-BR is 0.0168, which is 0.0012 and 0.0003 smaller than 570 

for STARFM and FSDAF. 571 

 572 

3.4. Analysis of parameters 573 

 574 

3.4.1. The magnitude regularization parameter A 575 

 576 

The aim of using A as a coefficient of the spatial continuity constraint term D is to match its magnitude with 577 

that of the data fidelity term R. As mentioned earlier in Section 2.4, we utilized statistical information of D and 578 

R in predictions of the original spatial unmixing methods to estimate the magnitude regularization parameter A. 579 

The histograms of D and R in the original STDFA predictions for the three regions are shown as examples for 580 

illustration in Fig. 16. From the histograms, the values of the magnitude regularization parameter A were 581 

determined as 100, 10 and 1000 for the heterogeneous region, the region with land cover changes and the 582 

homogeneous region, respectively. The value of A for the homogeneous region is the largest, as the original 583 
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predictions (e.g., STDFA predictions illustrated here) of reflectances of the same class in neighboring pixels 584 

are most similar (i.e., the term of D is very small). Thus, A tends to be larger to match the magnitude of D with 585 

R. Note that the smallest value of D also suggests that the block effect is the weakest for the homogeneous 586 

region. 587 

 588 
(a)                                                                          (b) 589 

 590 
(c)                                                                          (d) 591 

  592 
(e)                                                                          (f) 593 
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Fig. 16. Histograms of the data fidelity term R (left) and the spatial continuity constraint term D (right) produced based on the 594 

predictions of the original STDFA method. (a) and (b) heterogeneous region. (c) and (d) region with land cover changes. (e) and (f) 595 

homogeneous region. 596 

 597 

3.4.2. The balancing parameter   598 

 599 

The balancing parameter   is used to control the contributions of the spatial continuity constraint term and 600 

the data fidelity term. The CCs of STDFA-BR and VIPSTF-SU-BR in relation to different balancing 601 

parameters are shown in Fig. 17, where the accuracies of the corresponding SU-SF and SU-NM versions are 602 

also provided for comparison. It is clear that for all three regions, SU-BR is more accurate than SU-SF and 603 

SU-NM when   takes a value between 0.2 and 0.8. For the heterogeneous region and region with land cover 604 

changes, the CCs are maximum when the balancing parameter is around 0.5, suggesting that the influences of 605 

the two terms are comparable after the magnitude adjustment by the magnitude regularization parameter A. 606 

Thus, for these two types of regions, the median is suggested as a preferable choice for  , as was done in the 607 

experiments in Sections 3.2 and 3.3. With respect to the homogeneous region, with an increase in  , the CC 608 

decreases very slightly (by only around 0.002 when   increases from 0.1 to 0.9). This is attributed mainly to 609 

the weak block effect for the homogeneous region. Therefore, since the magnitude of the data has been 610 

adjusted by the parameter A, the selection of   generally will not exert much influence on the prediction 611 

accuracy and the median could be a preferable choice in most cases. 612 

 613 
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   614 
(a)                                                              (b)                                                               (c) 615 

 616 
Fig. 17. The impact of   on the accuracy of STDFA-BR and VIPSTF-SU-BR. (a) Heterogeneous region. (b) Region with land 617 

cover changes. (c) Homogeneous region. The dotted line and dashed line represent the accuracies of SU-NM and SU-SF, 618 

respectively. 619 

 620 

 621 

4. Discussion 622 

 623 

4.1. Comparison between SU-NM, SU-SF and SU-BR 624 

 625 

In the proposed SU-BR method, two terms are considered: the residual error in the unmixing model and the 626 

spatial continuity of class reflectance. The residual error term represents the data fidelity, which measures the 627 

ability to preserve the original coarse spatial resolution image at the prediction time. Meanwhile, the spatial 628 

continuity constraint is the key to removing blocks. For conventional spatial unmixing-based methods (i.e., 629 

UBDF, STDFA and VIPSTF-SU), the class reflectances are predicted by simply minimizing the residual error 630 

to ensure the greatest data fidelity. Due to the differences in sensors and acquisition conditions, however, a 631 

bias always exists in the coarse reflectance compared to the fine spatial resolution data (i.e., when the fine 632 

spatial resolution data are upscaled to the coarse spatial resolution, they are different from the observed coarse 633 

data) (Chen et al., 2020; Li et al., 2020b; Xie et al., 2018). It is obvious in Fig. 5 that the reflectance predicted 634 
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by UBDF (Fig. 5(a)) varies greatly from that of the reference (Fig. 5(e)). Thus, to consider merely the residual 635 

error may not result in an accurate prediction. To investigate the relation between the residual error and the 636 

fusion accuracy, the results of different blocks-removed methods based on UBDF for the heterogeneous 637 

region are listed in Table 6. Note that the residual error here is the average of errors of all coarse pixels in all 638 

bands. 639 

 640 

Table 6 The prediction accuracy (in terms of CC) and the residual error of the spatial unmixing methods for the heterogeneous region 641 

 UBDF UBDF-NM UBDF-BR 

Prediction accuracy 0.7220 0.7675 0.7874 

Residual error 0.0196 0.0211 0.0229 

 642 

It can be noticed that UBDF has the smallest residual error of 0.0196, but produces the smallest CC of 643 

0.7220. On the contrary, although the residual error of UBDF-BR is the largest, it provides the greatest 644 

prediction accuracy. The residual error of UBDF-NM is smaller than that for UBDF-BR, but its performance 645 

in spatio-temporal fusion is inferior to UBDF-BR. This phenomenon is related to the mechanisms of the two 646 

types of blocks-removed methods. The original UBDF, STDFA and VIPSTF-SU methods simply consider 647 

minimizing the residual error as the objective, so that they are most likely to be influenced by the bias 648 

originating from the observed coarse data. As for the two blocks-removed methods used as benchmarks in this 649 

paper, SU-SF and SU-NM, they both apply a simple post-processing to the results of the original methods. The 650 

separate post-processing means that SU-SF and SU-NM are heavily dependent on the previous estimation. As 651 

a result, although the blocky artifacts can be removed by adapting these two methods, their ability to correct 652 

the reflectance misestimated by the original methods is limited. For the proposed SU-BR method, however, 653 

simultaneously the blocky artifacts are removed obviously and the prediction is closer to the reference (see Fig. 654 

5(d)). The reason is that SU-BR performs unmixing by considering jointly the objective of minimizing the 655 

residual error and the constraint of the spatial continuity of land cover, and a balance is found between these 656 

two aspects through the iterative process. The constraint of spatial continuity allows the predicted reflectance 657 

to approach that of neighboring pixels gradually, producing greater possibility to reduce the influence of the 658 
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data fidelity where bias in the original observed coarse data can adversely affect the final prediction. Therefore, 659 

the prediction of SU-BR varies noticeably compared to the original method, SU-SF and SU-NM, and is closer 660 

to the reference. 661 

In fact, SU-BR sacrifices data fidelity to a certain extent for a more accurate prediction. If the difference 662 

between the coarse and fine data is very small and the observed coarse data are sufficiently reliable (i.e., the 663 

data fidelity is sufficient reliable), the sacrifice of data fidelity may not necessarily lead to an increase in 664 

accuracy. In this case, post-processing such as the residual compensation strategy in Fit-FC (Wang and 665 

Atkinson, 2018) may be considered. In future research, it would be of great interest to consider a 666 

pre-processing step to reduce the difference between the coarse and fine data for more reliable spatio-temporal 667 

fusion. 668 

 669 

4.2. Comparison between UBDF, STDFA and VIPSTF-SU and their BR versions 670 

 671 

Three spatial unmixing-based spatio-temporal fusion methods, UBDF, STDFA and VIPSTF-SU, are 672 

considered in the application of SU-BR. For UBDF, only the classification map produced from the fine spatial 673 

resolution multispectral images at the known time is used instead of the original multispectral image. The 674 

classification map preserves the thematic class information, but ignores the intra-class spectral variation. Thus, 675 

UBDF fails to recover the intra-class spectral variation which is important to characterize the texture 676 

information in the fine spatial resolution image. STDFA and VIPSTF-SU are performed based on image pairs, 677 

which utilize one more input image (i.e., the coarse image at the known time) than UBDF. STDFA calculates 678 

the fine spatial resolution class reflectance change based on the changes between the coarse spatial resolution 679 

images at known and prediction times. VIPSTF-SU extends STDFA based on the virtual image pair 680 

constructed from the original image pair, which is closer to the images at the prediction time (Wang et al., 681 

2020c). The application of virtual image pair decreases the uncertainty in unmixing and recovers the fine 682 
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spatial resolution information more accurately. Among the three methods, VIPSTF-SU has the greatest 683 

prediction accuracy. Inheriting this advantage, the corresponding SU-BR version of VIPSTF-SU (i.e., 684 

VIPSTF-SU-BR) is more accurate than the other two versions (UBDF-BR and STDFA-BR), as seen in the 685 

experiments. 686 

 687 

4.3. The performance of SU-BR in different regions 688 

 689 

In this paper, the blocks-removed method was performed for three regions, including the heterogenous 690 

region, the region with land cover changes and the homogeneous region. It can be noted that the performance 691 

of SU-BR varies for different regions. Generally, SU-BR presents greater advantages in removing blocks and 692 

recovering the reflectances in the heterogeneous region and the region with land cover changes. For the 693 

homogeneous region, the prediction of the original methods does not present obvious blocky artifacts because 694 

of the large similarity between neighboring pixels and the very small land cover change. Thus, the effect of 695 

SU-BR is not obviously observed. For the other two regions, there exists great variation between neighboring 696 

pixels, resulting in severe blocky artifacts, where there is a great need for SU-BR, as seen in the experiments. 697 

 698 

4.4. The applicability of SU-BR 699 

 700 

For the SU-BR method proposed in this paper, two aspects can be considered in regard to its applicability. 701 

On the one hand, as validated in the experiments, SU-BR is applicable to different spatial unmixing methods, 702 

including UBDF, STDFA and VIPSTF-SU. Therefore, SU-BR has the potential to solve effectively the 703 

common problem of blocky artifacts in almost all spatial unmixing-based methods. On the other hand, SU-BR 704 

provides a general framework for enhancing spatial unmixing-based methods, which can be summarized as 705 

J G C                                                                            (8) 706 
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where G represents the goal (i.e., minimizing residual error) and C represents the constraint. The proposed 707 

SU-BR is fully compliant with this general framework, where the constraint C denotes the differences in 708 

reflectances of the same land cover class in spatially adjacent pixels. In some existing works, class reflectance 709 

of pure coarse pixels (e.g., MODIS pixels) (Xu et al., 2015) and prediction of some other spatio-temporal 710 

fusion methods such as STARFM (Gao et al., 2006) are used as constraints. The proposed SU-BR provides a 711 

flexible constraint that is compatible with any existing constraints. For example, the constraint provided by the 712 

pure coarse pixels can be added to the term C in Eq. (8) for possible enhancement, if such pure pixels exist 713 

widely in the observed coarse image at the prediction time. In future research, more potential constraints can 714 

be included in SU-BR to further enhance the performance of removing blocks and further, increase the 715 

accuracy of spatio-temporal fusion. The common choice for blending the multiple constraints would be linear 716 

combination. It would be a critical issue to determine reasonably the contributions of each constraint term. 717 

 718 

4.5. The computational cost of SU-BR 719 

 720 

As SU-BR requires a number of iterations, it is more time-consuming compared to the original spatial 721 

unmixing-based methods. Table 7 shows the computational cost of the three SU-BR versions and the 722 

corresponding original methods for the three regions. All experiments were carried out using MATLAB 723 

(R2019a) based on a laptop with an Intel(R) Core(TM) i7-8750H CPU at 2.20 GHz. The Landsat ETM+ 724 

images used in the heterogeneous region and the region with land cover changes have the same spatial size of 725 

800 by 800 pixels, while the homogeneous region covers an area of 600 by 600 Landsat pixels. For the 726 

heterogeneous region and the region with land cover changes, by adopting SU-BR, the computing time 727 

increases from around 2 minutes to more than 44 minutes. As for the homogeneous region, the computational 728 

cost also increases significantly from less than 1 minute to more than 12 minutes. 729 
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It can be noted that the terminal condition of SU-BR involves two cases: 1) the pre-defined maximum 730 

number of iterations is achieved; 2) the difference between three consecutive realizations is smaller than the 731 

pre-defined threshold. Since the spatial unmixing is applied to each coarse pixel in each iteration, the 732 

computational cost is expensive when either the number of iterations or coarse pixels is large. Actually, the 733 

solution of some pixels remains stable after several iterations, especially for pixels located at the center of a 734 

large object or even in a homogeneous area. To reduce the redundant operation on these pixels, a pixel level 735 

terminal condition can be defined potentially. For example, when the change of predicted reflectance of a pixel 736 

reaches a threshold, this pixel will be marked and the result in this iteration will be recorded. Meanwhile, this 737 

pixel will not be updated in the next iterations, while its neighbors can be updated conditionally upon its static 738 

value. By adopting this strategy, the computational cost may be saved dramatically, especially for the 739 

homogeneous region where the block effect is relatively weak. 740 

 741 

Table 7 The computational cost (in units of seconds) 742 

 Heterogeneous region  Region with land cover change  Homogeneous region 

Spatial size 800×800 Landsat pixels  800×800 Landsat pixels  600×600 Landsat pixels 

 Original SU-BR  Original SU-BR  Original SU-BR 

UBDF 68.0 3117.0  245.8 7638.0  58.3 1764.0 

STDFA 72.9 2678.1  120.6 3829.4  44.3 1127.0 

VIPSTF-SU 62.6 2640.4  98.2 3975.3  50.1 767.7 

 743 

4.6. The limitation of SU-BR 744 

 745 

This paper aims at removing blocks in spatial unmixing-based spatio-temporal fusion methods. However, it 746 

can be seen from the visual presentation of the SU-BR prediction that the blocks still exist to a limited extent. 747 

Considering the mechanism of SU-BR, two main reasons may result in the incomplete removal of the blocky 748 

artifacts. First, it should be stressed that the implementation of SU-BR is based on the assumption that no land 749 

cover change occurs between images at the known and prediction times whereas, in fact, land cover change is 750 
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inevitable. In SU-BR, if neighboring pixels belonging to different land cover classes with the center pixel at 751 

the known time change to share the same land cover class at the prediction time, they will still be assumed to 752 

belong to different classes and allocated with different reflectances in spatial unmixing. As a result, the blocky 753 

artifacts will remain because these changed pixels are ignored. Second, the intra-class spectral variation can 754 

also be an obstacle for complete elimination of blocky artifacts. As analyzed explicitly in Section 2.2, the 755 

blocky artifacts reflect the intra-class spectral variation in fusion predictions at the coarse spatial resolution. It 756 

means the block effect will exist as long as there is intra-class spectral variation for the observed data. No 757 

matter how many iterations are taken in the SU-BR model, the difference between the estimated reflectance 758 

for pixels of the same class remains, presenting the blocky artifacts. Except for the method to remove blocks 759 

based on the spatial continuity of class reflectance, other post-processing strategies may be considered to 760 

further eliminate the blocks. The application of these strategies may potentially enhance the performance in 761 

removing the blocky artifacts. Nevertheless, it should be emphasized that the ultimate purpose of removing 762 

blocks is to increase the accuracy of spatio-temporal fusion. It is still unclear whether the further removal of 763 

blocks will necessarily benefit the prediction or increase the prediction accuracy. 764 

 765 

 766 

5. Conclusion 767 

 768 

The block effect is a long-standing issue in spatial unmixing-based spatio-temporal fusion, which influences 769 

the prediction accuracy greatly. This paper proposed a SU-BR method to cope with the problem of blocky 770 

artifacts in spatial unmixing predictions. Based on the assumption of spatial continuity, SU-BR removes the 771 

blocky artifacts by minimizing the difference in reflectances of the same land cover class in spatially adjacent 772 

pixels. SU-BR was applied to three typical spatial unmixing-based methods (i.e., UBDF, STDFA and 773 

VIPSTF-SU), and was examined using datasets covering three different landscapes (one heterogeneous region, 774 
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one region experiencing land cover changes and one homogeneous region) in the experiments. The main 775 

findings of this paper are summarized as follows. 776 

1) SU-BR can remove the blocky artifacts effectively in spatial unmixing-based spatio-temporal fusion. 777 

The blocky artifacts in the original UBDF, STDFA and VIPSTF-SU predictions are removed obviously 778 

by applying SU-BR. 779 

2) SU-BR can increase the prediction accuracy of spatio-temporal fusion. For the heterogeneous region, 780 

the CCs of UBDF-BR, STDFA-SU-BR and VIPSTF-SU-BR are 0.0654, 0.0179 and 0.0265 larger than 781 

the original methods. 782 

3) SU-BR is more accurate than the other two potential benchmark methods for removing blocks, (i.e., 783 

SU-NM and SU-SF). For the region with land cover changes, the UIQI of STDFA-BR is 0.0201 and 784 

0.0106 larger than STDFA-NM, STDFA-SF, respectively. 785 

4) SU-BR also outperforms two state-of-the-art methods, that is, STARFM and FSDAF. STARFM and 786 

FSDAF produce CCs of 0.8043 and 0.8314 in the heterogeneous region, while VIPSTF-SU-BR 787 

produces a larger CC of 0.8446. 788 

5) VIPSTF-SU-BR is a preferable choice in all three SU-BR versions. For the heterogeneous region, the 789 

CC of VIPSTF-SU-BR is 0.0572 and 0.0260 larger than that of UBDF-BR and STDFA-BR. The UIQI 790 

of VIPSTF-SU-BR is 0.7406 in the region with land cover change, which is 0.0958 and 0.0047 larger 791 

than for UBDF-BR and STDFA-BR. 792 

6) SU-BR is applicable to various regions dominated by different landscapes, and is more advantageous in 793 

removing blocks for the heterogeneous region and the region experiencing land cover changes. 794 

 795 
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 803 

Appendix A 804 

 805 

1) UBDF 806 

For UBDF, E in Eqs. (1) and (2) denotes the sub-pixel level reflectances of all C  classes. The reflectances 807 

of all N coarse pixels in the local window are arranged in an 1N   vector Q. The predicted fine spatial 808 

resolution reflectance of each class in E is assigned directly to the fine spatial resolution pixels in the center 809 

coarse pixel according to their class labels in the known fine resolution image. 810 

2) STDFA 811 

STDFA is performed on the changes in the coarse spatial resolution images between the known and 812 

prediction times, on the condition that the two coarse images can be observed. Accordingly, E represents the 813 

temporal change of the reflectances of land cover classes at the target fine spatial resolution and Q represents 814 

the temporal change of the reflectances of the coarse pixels in the local window. The predicted change of 815 

reflectance for each fine spatial resolution pixel is added to the known fine spatial resolution image to produce 816 

the final prediction. Compared to UBDF, STDFA makes fuller use of the fine spatial resolution image. 817 

3) VIPSTF-SU 818 

The VIPSTF approach proposed by Wang et al. (2020c) creates a virtual image pair to reduce the difference 819 

between the images at the known and prediction times to increase accuracy. VIPSTF-SU is performed by 820 

applying VIPSTF to the existing spatial unmixing-based STDFA method. Different from STDFA, VIPSTF-SU 821 

utilizes the virtual fine spatial resolution image to acquire the thematic map before upscaling it to synthesize 822 
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the coarse proportions. Moreover, E represents the temporal change of the reflectances of land cover classes 823 

between the virtual coarse image and the coarse image at the prediction time, and Q represents the 824 

corresponding temporal change of the reflectances of the coarse pixels in a local window. The final prediction 825 

is acquired by combining the predicted temporal change of the reflectance of land cover classes with the 826 

virtual fine spatial resolution image. 827 
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Fig. 1. An example for illustration of two adjacent cases (w=3). (a) and (b) represent the side- and vertex-adjacent cases, respectively. 938 

The pixels covered by diagonals at minus 45° represent distinct coarse pixels in a 3 3  window centered at the pixel marked by the 939 

red solid star. The pixels covered by diagonals at 45° represent distinct coarse pixels in a 3 3  window centered at the pixel marked 940 

by the red hollow star. The pixels covered by checks represent shared coarse pixels of the two local widows. 941 

 942 

Fig. 2. An example for illustration of the block effect. The trapezoid represents an object shared by neighboring coarse pixels. (a) is 943 

a prediction in which each part displays different colors. (b) is the reference image with fixed color. 944 

 945 

Fig. 3. Flowchart of the proposed SU-BR method. All bands of the image follow this scheme one by one. 946 

 947 

Fig. 4. Landsat (first line) and MODIS (second line) images for the heterogeneous region acquired on (a) 5 January 2002 and (b) 13 948 

February 2002, for the region with land cover changes acquired on (c) 14 February 2005 and (d) 3 April 2005, and for the 949 

homogeneous region acquired on (e) 4 December 2001 and (f) 5 January 2002. All images use NIR-red-green as RGB. 950 

 951 

Fig. 5. Predictions for the heterogeneous region based on UBDF coupled with different blocks-removed methods. (a) UBDF. (b) 952 

UBDF-NM. (c) UBDF-SF. (d) UBDF-BR. (e) Reference. The images in the second-to-fourth lines are the corresponding predictions 953 

for the three sub-areas marked in yellow in the first line. 954 

 955 

Fig. 6. Predictions for the heterogeneous region based on STDFA coupled with different blocks-removed methods. (a) STDFA. (b) 956 

STDFA-NM. (c) STDFA-SF. (d) STDFA-BR. (e) Reference. The images in the second-to-fourth lines are the corresponding 957 

predictions for the three sub-areas marked in yellow in the first line. 958 

 959 

Fig. 7. Predictions for the heterogeneous region based on VIPSTF-SU coupled with different blocks-removed methods. (a) 960 

VIPSTF-SU. (b) VIPSTF-SU-NM. (c) VIPSTF-SU-SF. (d) VIPSTF-SU-BR. (e) Reference. The images in the second-to-fourth lines 961 

are the corresponding predictions for the three sub-areas marked in yellow in the first line. 962 

 963 

Fig. 8. Blocks-removed temporal change images for the original spatial unmixing and SU-BR methods. (a) STDFA (left) and 964 

STDFA-BR (right) predictions for the red band. (b) VIPSTF-SU (left) and VIPSTF-SU-BR (right) predictions for the red band. The 965 

images in the second line are the corresponding predictions for the sub-area marked in black in the first line. 966 
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 967 

Fig. 9. Predictions for the region with land cover changes based on UBDF coupled with different blocks-removed methods. (a) 968 

Landsat at the known time. (b) UBDF. (c) UBDF-NM. (d) UBDF-SF. (e) UBDF-BR. (f) Reference. The images in the second line 969 

are the corresponding predictions for the sub-area marked in yellow in the first line. 970 

 971 

Fig. 10. Predictions for the region with land cover changes based on STDFA coupled with different blocks-removed methods. (a) 972 

Landsat at the known time. (b) STDFA. (c) STDFA-NM. (d) STDFA-SF. (e) STDFA-BR. (f) Reference. The images in the second 973 

line are the corresponding predictions for the sub-area marked in yellow in the first line. 974 

 975 

Fig. 11. Predictions for the region with land cover changes based on VIPSTF-SU coupled with different blocks-removed methods. (a) 976 

Landsat at the known time. (b) VIPSTF-SU. (c) VIPSTF-SU-NM. (d) VIPSTF-SU-SF. (e) VIPSTF-SU-BR. (f) Reference. The 977 

images in the second line are the corresponding predictions for the sub-area marked in yellow in the first line. 978 

 979 

Fig. 12. Predictions for the homogeneous region based on UBDF coupled with different blocks-removed methods. (a) UBDF. (b) 980 

UBDF-NM. (c) UBDF-SF. (d) UBDF-BR. (e) Reference. The images in the second line are the corresponding predictions for the 981 

sub-area marked in yellow in the first line. 982 

 983 

Fig. 13. Predictions for the heterogeneous region using different methods. (a) STARFM. (b) FSDAF. (c) UBDF-BR. (d) STDFA-BR. 984 

(e) VIPSTF-SU-BR. (f) Reference. The images in the second line are the corresponding predictions for the sub-area marked in 985 

yellow in the first line. 986 

 987 

Fig. 14. Predictions for the region with land cover changes using different methods. (a) STARFM. (b) FSDAF. (c) UBDF-BR. (d) 988 

STDFA-BR. (e) VIPSTF-SU-BR. (f) Reference. The images in the second line are the corresponding predictions for the sub-area 989 

marked in yellow in the first line. 990 

 991 

Fig. 15. Predictions for the homogeneous region using different methods. (a) STARFM. (b) FSDAF. (c) UBDF-BR. (d) STDFA-BR. 992 

(e) VIPSTF-SU-BR. (f) Reference. The images in the second line are the corresponding predictions for the sub-area marked in 993 

yellow in the first line. 994 

 995 
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Fig. 16. Histograms of the data fidelity term R (left) and the spatial continuity constraint term D (right) produced based on the 996 

predictions of the original STDFA method. (a) and (b) heterogeneous region. (c) and (d) region with land cover changes. (e) and (f) 997 

homogeneous region. 998 

 999 

Fig. 17. The impact of   on the accuracy of STDFA-BR and VIPSTF-SU-BR. (a) Heterogeneous region. (b) Region with land 1000 

cover changes. (c) Homogeneous region. The dotted line and dashed line represent the accuracies of SU-NM and SU-SF, 1001 

respectively. 1002 

 1003 


