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Research Highlights

- We tested word learning with varying referential ambiguity in a computational model and experimental study of caregiver-child dyads (18–24-month-olds).
- The model predicted gesture would be more useful with more referential ambiguity, and that learning might be more robust in the presence of variability.
- The behavioural study confirmed that the use of deictic gesture by caregivers increased in the presence of referential ambiguity.
- Both the computational model and child participants learnt best according to the presence, rather than degree, of referential ambiguity.
Abstract

Children learn words in environments where there is considerable variability, both in terms of the number of possible referents for novel words, and the availability of cues to support word-referent mappings. How caregivers adapt their gestural cues to referential uncertainty has not yet been explored. We tested a computational model of cross-situational word learning that examined the value of a variable gesture cue during training across conditions of varying referential uncertainty. We found that gesture had a greater benefit for referential uncertainty, but unexpectedly also found that learning was best when there was variability in both the environment (number of referents) and gestural cue use. We demonstrated that these results are reflected behaviourally in an experimental word learning study involving children aged 18-24-month-olds and their caregivers. Under similar conditions to the computational model, caregivers not only used gesture more when there were more potential referents for novel words, but children also learned best when there was some referential ambiguity for words. Thus, caregivers are sensitive to referential uncertainty in the environment and adapt their gestures accordingly, and children are able to respond to environmental variability to learn more robustly. These results imply that training under variable circumstances may actually benefit learning, rather than hinder it.

Keywords: gestures, word learning, variability, child language acquisition, computational modelling
Introduction

Word learning is a complex process, requiring children to individuate words from continuous speech and pair them with intended referents in the environment. However, there are multiple possible references within multiword utterances (Monaghan & Mattock, 2012; Yu & Ballard, 2007) and multiple potential referents in the environment for each word (Quine, 1960; Siskind, 1996; L.B. Smith & Yu, 2008). Although internal constraints may aid special cases of language acquisition (Carey, 1988; Golinkoff et al., 1992; Markman & Wachtel, 1988; Mervis, 1987), alternative accounts have explored how constraints present in the environment can be utilised by more general purpose learning mechanisms.

The environment contains multiple sources of information that can help to constrain word-object mappings. This includes cross-situational statistics, where possible links between words and referents may be resolved by tracking co-occurrences between them across multiple situations (Siskind, 1996; L.B. Smith & Yu, 2008). Other cues include prosody, such as the referring word having the highest amplitude (Fernald & Mazzie, 1991), and distributional information from syntax, such as nouns and verbs being preceded by frequently-occurring articles (Fries, 1952; Mintz, 2003; Monaghan et al., 2007). Gestural cues also contribute vital information, forming an integral part of communication from early infancy (Iverson & Goldin-Meadow, 2005; Southgate et al., 2007), and helping caregivers delineate referents during word learning (Cartmill et al., 2013; Iverson et al., 1999).

Despite huge environmental variation across learning situations, word learning studies generally assume a relatively stable environment for children (McMurray et al., 2012; Yu et al., 2012). Importantly, this variability may actually be useful. In a computational model of word learning, Monaghan (2017) developed the multimodal integration model (MIM; A.C. Smith et al. 2017) to explore the role of multiple cues – distributional, prosodic, and gestural – in supporting language acquisition. The model was trained to learn word-object pairings.
when words and objects were presented among multiple possibilities and when cues were present or absent. Although learning benefited from all cues, learning was more efficient and more accurate when cues occurred 75% of the time, rather than when they were present 100% of the time (Monaghan, 2017). This was confirmed in behavioural studies with adults (Monaghan, Brand, Frost, & Taylor, 2017). The MIM showed that multiple cues support learning over single cues, and that the model learnt most robustly when the cues were individually variable. This prevented the model from relying too heavily on single cues in the environment, akin to dropout training, in which input units are stochastically dropped to improve model generalisation and avoid overfitting (Srivastava et al., 2014). In the MIM, the existence of variability within the environment itself circumvents the requirement for this to be incorporated into the learner, providing the necessary degree of dropout to maintain the learner’s sensitivity to multiple cues in the environment. These results indicate that although word learning occurs in noisy contexts with multiple, variable cues, learners are able to make use of this variability to benefit learning.

However, the MIM did not test the extent to which variability in cues may be contingent on the informational content of situations. For instance, when there is only one possible referent in the environment, gesture may be redundant. Alternatively, when there are many possible referents, gesture may be crucial. Thus, during learning situations, if the speaker is sensitive to this environmental ambiguity, we may see cues deployed differently according to the situation.

Speakers adjust their prosody, syntax, word selection, and phonology according to context and the listener’s perspective (Brown-Schmidt & Duff, 2016; Gorman et al., 2013), and children also adapt speech and gesture according to the perspective of adults (Bahtiyar & Küntay, 2009; Bannard et al., 2017; Nadig & Sedivy, 2002; Nilsen & Graham, 2009; O’Neill, 1996). In contrast, how caregivers adapt to the environment is less established. Caregivers
demonstrate patterns of behaviour when labelling objects that align with children’s internal constraints, such as naming whole objects rather than parts (Masur, 1997), or using one label per object, encouraging mutually exclusive labelling (Callanan & Sabbagh, 2004). Caregivers also adjust how they use labels according to their child’s knowledge (Luce & Callanan, 2010; Masur, 1997); for example, by placing unfamiliar nouns and verbs saliently in an utterance and physically presenting unfamiliar objects more clearly (Cleave & Bird, 2006). However, these adaptations depend on perceived levels of familiarity in the child, rather than perceived uncertainty in the environment when the level of familiarity is consistent (such as when all objects are novel). These studies show that caregivers are sensitive to the informational content of cues relative to their child, but whether this sensitivity exists when environmental variability itself is manipulated has not yet been tested.

Gesture offers a prime candidate for further exploration of how caregivers might adapt contingently during word learning. Not only is gesture facilitative of vocabulary development, with increased early child gesture use predicting larger future vocabulary size (Brooks & Meltzoff, 2008; Fenson et al., 1994; Kuhn et al., 2014), but caregiver gesture use can predict early child gesture use (Rowe et al., 2008) and offer highly valuable information for word-referent mapping (Cartmill et al. 2013). Caregivers also alter gestures according to whether an object is familiar to their child as well as present or absent (Vigliocco et al., 2019), and in response to increased task complexity when communicating with children with delayed language development (Wray & Norbury, 2018).

The types of gestures produced by caregivers and children are rich and varied (Capone & McGregor, 2004; Özçalışkan & Dimitrova, 2013). They may occur in isolation or combined with speech, providing information that may overlap, complement, or even mismatch speech content – all of which offer valuable communicative insight (Goldin-Meadow & Wagner, 2005). Yet, when faced with high referential ambiguity during word
learning, the most informative caregiver gestures may be those that clearly delineate the target of a novel label. Children follow deictic gestures such as pointing from approximately 12-months-old (Carpenter et al., 1998), and caregivers also use deictic gestures more than other gestures with children under 22-months-old (Özçalişkan & Goldin-Meadow, 2005). Whether caregivers alter these useful gestures based on the presence of environmental referential ambiguity remains unexplored.

In this paper, we examined how environmental variability might affect word learning by testing the contingency of caregiver gesture use to support word learning under referential uncertainty. We first adapted an established computational model of word learning (MIM; Monaghan, 2017) to test the benefit of contingent gestural cues for word learning when the number of possible referents for speech varies. We then conducted a behavioural study to determine whether caregivers varied in their gesture use when teaching novel words under different degrees of referential uncertainty, and whether the predictions of the computational model for optimal behaviour are exhibited in naturalistic exchanges. We thus considered the presence and interaction of two distinct aspects of variability: referential uncertainty, conferred by differing numbers of potential referents for a given word, and the availability of gestural cues, with their role determined firstly by altering the occurrence of such cues systematically in a computational model, and then by examination of naturally-occurring differences in caregiver cue use during a behavioural study.

**Computational model**

We adapted Monaghan’s (2017) implementation of the MIM by varying the number of possible referents in the visual field during training to test the effect of environmental indeterminacy on cue influence. Monaghan’s (2017) implementation is an adaptation of A.C. Smith et al. (2017), and simulates word learning via acquiring the correspondence between one of several words heard in an utterance and one of several objects in the environment. The
model is a neural network that learns through backpropagation, operating on principles of acquiring associations between representations. The MIM is similar in principle to other associative models of word learning (e.g. McMurray et al., 2012; Yu & L.B. Smith, 2012), but extends these to test multiple cues in the child’s immediate environment that provide information about the intended reference of speech. Our aim in this paper is to examine how such a simple associative learning system might respond to variation in environmental cues in terms of how associations between words and objects cohere.

We trained and tested the MIM (Monaghan, 2017) under three conditions that allowed us to investigate the effects of a gestural cue on learning during: 1) a condition with no referential ambiguity, where the object presented must be the target (one object); 2) a condition with some referential uncertainty, where one object was the target and one was the foil (two objects); and 3) a condition with a higher degree of referential uncertainty, where one object was the target and there were five foils (six objects). Enumeration tasks suggest that observers are able to rapidly report the numbers of objects in a visual display between one to four objects with ease; however, above four, they switch to slow counting of individual objects (Cowan, 2001; Xu & Chun, 2009). Thus, our aim was to crowd the visual display in the six-object condition.

An increase in potential referents for a given novel word has led to less reliable learning in behavioural studies (K. Smith et al., 2011; Trueswell et al., 2013). We therefore predicted that the model would learn more quickly from the one-object than the two-object condition, which in turn would be learned more quickly than the six-object condition. We also predicted that the effect of the gestural cue would be largest when there were two objects compared to one, and six objects compared to two: as indeterminacy of the intended referent increases, gesture may become more important to support and constrain word-referent mappings.
Method

Architecture

The model’s architecture is shown in Figure 1. The model had an auditory input, comprising 80 units, where sets of spoken words were presented, and an 80-unit visual input, where sets of objects were presented. Each unit in the auditory and visual inputs was capable of representing one piece of information (i.e. a phoneme feature within a word, or a visual feature of an object). Input from these auditory and visual inputs projected to a central integrative layer of 100 units, each of which combined and processed input from the set of auditory and visual inputs. This integrative layer was self-connected, and was also connected to a semantic output layer comprising 100 units, where the model had to generate the meaning representation of the target word-object pairing.

For the current simulation, we expanded the number of objects that could appear in the visual input from two (as in the original simulation; Monaghan, 2017) to six. For the one-object condition, the object could appear in any of the six possible object locations. For the two-object condition, any two of the six locations presented the objects. For the six-object condition, one object appeared in each of the six locations. The model was otherwise identical to the original simulations.

Representations

The auditory, visual, and semantic representations for each word-object mapping were identical to Monaghan (2017).

When the gestural cue was present, the activation of the target object’s location was doubled, enhancing the influence that the visual features of the object in that position had on the model’s learning. The role of gesture was thus implemented as increasing the salience of one position in the visual display of the model, and the effect of gesture is akin to increasing attention to a region of visual space, as implemented of visual processing in dynamic systems.
models (Samuelson et al., 2017). Across simulation runs, we varied the availability of the gestural cue by altering its presence across individual trials, where the cue was present 0%, 33%, 67% or 100% of the time. For example, in the 33% gesture cue availability condition, there was a 1/3 chance for each trial that the cue was present.

For each simulation, there were 100 word-object mappings to be learned, with the auditory and visual representation of each word-object mapping randomly generated for each simulation run.

**Training**

The model was trained to learn correspondences between 100 spoken words and 100 visual objects through cross-situational statistics.

For each training trial, the model was presented with two auditory words – one corresponded to a visual object appearing in the visual input, and the other was randomly selected from the other 99 words. The model was required to produce the semantic representation corresponding to the overlap between the target word and target object at the output.

For the one-object condition, only the target object corresponding to one of the spoken words was presented. For the two-object condition, two objects were presented – one corresponding to one of the spoken words and the other randomly selected from the other 99 objects (but not corresponding to the other, foil word). For the six-object condition, five foil objects were selected. In all conditions the positions of objects were randomised. For the one-object condition, the target object appeared in one of the six locations, and the other five locations were empty. For the two-object condition, the target and a foil object appeared in random locations across the six possible positions. For the six-object condition, the target object appeared randomly in one location, and five other foil objects filled the five remaining
locations. The gestural cue was present for either 0%, 33%, 67%, or 100% of the individual trials in each condition.

Activation in the model passed between layers for five time steps. At time 1, the auditory and visual input was presented to the model. At time 2, the activation from these input layers reached the integrative layer. At time steps 3 to 5, the model was required to produce the semantic representation for the word-object pairing, with recurrent activation cycling through the integrative layer’s self-connections and from the integrative layer to the semantic output layer. At the end of each training trial, the model’s error was calculated across the semantic output layer as the cross-entropy error of the difference between the model’s actual activation of units and the target activations. Connections were adjusted between units in the model according to the backpropagation through time learning algorithm (Pearlmutter, 1989). The model’s connections were initially randomised in the range [-0.1, 0.1], and the learning rate was set at 0.01.

After 1000 learning trials had been presented to the model, its performance on each of the 100 word-object mappings was tested. The model was judged to be accurate if it produced a semantic representation closer to the target than to any of the other 99 semantic representations. The point in training at which the model was able to identify 95% of the word-object mappings correctly in four consecutive tests was identified as reflecting the ease of the model’s ability to learn the words. If the model failed to learn by the end of training, then the end of training was taken to be the length of training time. Training finished after 100,000 learning trials had been presented to the model, and then the model was tested.

We formulated 10 different versions of the training patterns. For each training pattern, we ran 12 different versions of the model, with different randomised starting weights, different gesture cue availability, and a different number of objects during training. In total, there were 120 simulation runs: 10 versions of pattern x 4 gesture cue availability (0%, 33%, 67%, 100%).
67%, and 100%) x 3 numbers of objects (1, 2, and 6). We treated each of the 10 different versions of the training patterns as a separate subject during analysis, and treated gesture cue availability and number of objects as within-subject variables.

Testing

The model’s ability to accurately detect the word-object mapping for each of the 100 pairings was tested under different conditions than its training: the model was tested instead where the target object appeared along with two other foil objects (simulating a three-alternative forced choice test). To assess the robustness of learning, we also determined whether the model could identify the target pairing without any gestural cue being present. The model’s accuracy was determined in the same way as during training: if it produced a semantic representation closer to the target than to any of the other 99 semantic representations.

Data, code, and models run are available on the Open Science Framework (OSF) (http://osf.io/6frcw/?view_only=72344789a6294aa19d63a8bd93a628f3).

Results and discussion

Length of training

Figure 2A shows the time taken for the model to identify 95% or more of the word-object patterns in four consecutive tests. Additional simulations that were trained to a lower threshold of 90% correct criterion were also run, as some initial simulation runs failed to reach the 95% criterion by the end of training (Supporting Information, Figure S2).

We tested linear mixed effects (LME) models on length of training time (lmer and lme4; R [v3.6.3, 2020]), with number of objects during training (condition: 1, 2, or 6) as a categorical fixed effect (categorical so the difference between each of these contextual conditions on performance could be determined), gesture cue condition (0%, 33%, 67% and 100%) as a numeric fixed effect, and simulation run (1 to 10) as a random effect. We
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included number of objects during training and gesture condition as random slopes, but adding gesture cue condition, or the interaction between number of objects and gesture cue condition, resulted in the model not converging. The models were built including one fixed effect at a time, and using log-likelihood comparison to compare the contribution to model fit of each fixed effect (Barr et al., 2013).

Cues during training

Adding number of objects during training resulted in a significant improvement in fit, \( \chi^2(2) = 10.10, p = .006 \). Quicker word learning was achieved with one object than two objects \( (t(106.89) = 5.075, p < .001) \), and two objects than six objects \( (t(106.99) = 18.129, p < .001) \). Gesture cue also significantly improved fit \( \chi^2(1) = 45.70, p < .001 \), with greater cue availability resulting in quicker learning. The interaction also significantly improved fit \( \chi^2(2) = 14.23, p < .001 \), with increasing availability of gesture cue having a stronger effect on learning speed in the two- and six-object conditions compared to the one-object condition \( (t(114) = -3.572, p < .001; t(114) = -2.881, p = .005 \), respectively). The effect of gesture cue on the two- and six-object conditions was not significantly different \( (t(114) = 0.690, p = .491) \). The resulting model is shown in Table 1 and the mean learning times for each object condition is shown in Figure 2A.

The model could learn word-referent mappings using cross-situational statistics and performed better with a cue: the addition of gesture (enhancing input activation from one location in the visual input layer) increased the associative learning signal from this region of the visual input. The model learned more quickly when there was no referential uncertainty about the target object – the one object condition learned faster than when two or six objects were present, but as we predicted, the gesture cue had a larger influence on learning under conditions of referential uncertainty. This of course makes perfect sense: when there is only
one object, the model does not need support for disambiguating the referent. There was also a larger effect of gesture cue availability on the two-object than the six-object condition.

**Accuracy at test**

For testing performance, we constructed a series of generalised LME models in a similar way to the analyses of training length, with fixed effects of number of objects present during training and gesture cue condition, and random effects of simulation, but also an additional random effect of test item. Slopes for both fixed effects and their interaction were included for each random effect.

Number of objects present during training contributed significantly to fit ($\chi^2(2) = 18.43, p < .001$), with one object resulting in lower accuracy than two and six objects ($z = 18.77, z = 12.033$, both $p < .001$, respectively), and six objects resulting in lower accuracy than two objects ($z = -3.34, p < .001$). Adding gesture cue did not significantly improve fit ($\chi^2(1) = 0.936, p = .333$), but the interaction between gesture cue and number of objects during training was significant ($\chi^2(2) = 23.54, p < .001$). As with the training time analysis, the effect of gesture cue availability had a stronger facilitative effect on accuracy for the two- and six-object conditions compared to the one-object condition ($z = -8.64, z = -5.88$; both $p < .001$, respectively), and the effect of gesture cue availability on the two- and six-object conditions was not significantly different ($z = 1.30, p = .194$). The final model is shown in Table 1 and Figure 2B.

As there was a confound between training length and availability of gestural cues, additional simulations were run where the model was trained to the same amount of exposure for each of the different levels of availability of gestural cues, with similar accuracy results (Supporting Information, Table S1, Figure S2).

Unexpectedly, the model demonstrated more robust retention of the word-object mappings during testing when it had been trained under referential uncertainty; the two- and
six-object conditions achieved higher accuracy than the one-object condition. In Monaghan (2017), the MIM performed best when there was some variability in the cues (when present 33% or 67% of the time) rather than with no variability (present 0% of the time) or a large degree of variability (present 100% of the time). However, in the current simulations, the effect of altering the number of potential referents in the environment for a given word also affected learning – some, but not a great deal, of referential uncertainty resulted in better learning, with the model demonstrating the highest accuracy in the two-object condition.

Thus, the computational model confirms our expectations about gesture being more important in the presence of referential uncertainty. We predict that if caregivers are sensitive to the potential value of a cue, then they ought to use more gestures in word learning situations when two unfamiliar referents are present rather than one. We might also predict that gestural cue use increases when six potential referents are present, though the model learned under these conditions to a similar degree irrespective of gesture cue availability.

However, the model also generated additional predictions that were unexpected: that word learning could actually be more successful when learning takes place under conditions of referential uncertainty. These results imply that variability in the environment can support learning. These hypotheses generated by the MIM were then tested in a behavioural word learning study with children aged 18–24-months-old and their caregivers.

**Behavioural study**

This experiment examined gesture use when caregivers taught their children novel word-object mappings under different degrees of referential uncertainty, and also explored whether gesture use under referential uncertainty predicts word learning. During training, caregivers taught their child three novel word-object pairs across the same conditions of referential uncertainty as simulated in the computational model – one, two, or six novel
objects with a single target object per condition. Children were then tested on the novel word-object pairs taught by their caregiver during training.

**Method**

**Participants**

Forty-seven caregiver and child dyads, recruited through Lancaster Babylab, completed training ($M = 20.5$ months, $SD = 1.7$, male = 27; Table 2). All caregivers gave informed consent for the dyad. All dyads were from monolingual English homes, with no history of developmental or sensory disorders. The data from an additional six dyads were excluded due to child fussiness (Supporting Information, Table S9). Twenty-seven of the dyads that completed training also completed testing ($M = 20.8$ months, $SD = 1.6$, male = 13), with the remaining dyads excluded due to incomplete trials (16) or child fussiness (4). Dyads received a storybook for participation and reimbursement for travel expenses.

**Stimuli**

Three novel words were used: *darg*, *noop*, and *terb* (NOUN database; Horst & Hout, 2016). Nine similarly sized novel objects with different colours and shapes were used as stimuli (e.g. Figure 3). Three of these objects were randomly paired with the three novel words per participant. The remaining six objects then served as foils.

**Training**

Caregivers were familiarised with the three novel word-object pairs prior to the experiment without the child present. During training, the novel word and a three-word description of the target object were visible to the caregiver as a memory aid. Caregivers were told to imagine they were in an everyday setting, such as a shop with items on a shelf out of reach, and instructed to teach the novel words to their children as if they were real words for objects that the child had not seen before. Children then sat on their caregiver’s lap and were presented with stimuli on a tray 70 cm away for 30 seconds, during which
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caregivers taught their child the novel word-object mapping (three training trials; 30 seconds each; one per novel word-object mapping). During training, dyads could not reach or handle the objects.

Dyads began with a warm-up trial where a red ball was presented on the tray and caregivers practised teaching their child the word ‘ball’. All dyads were then administered all three conditions where target objects would appear alone (one-object condition), with another foil (two-object condition), or with five foils (six-object condition), reflecting the computational model’s learning conditions (Figure 3A). A Latin Square was used to counterbalance the order in which training conditions were administered, and the position of targets per condition was also randomised in the same way as the computational model’s training.

**Testing**

After training, children were tested by the experimenter on the three novel word-object mappings they had just learnt in a three alternative forced choice test, mirroring the computational model, with each word tested on separate trials (each word tested twice, six test trials in total; Figure 3B).

For each trial, the tray was arranged out of sight and then made visible. The then experimenter asked the child “Where is the [novel word]? Can you see the [novel word]? Point to the [novel word].” The tray was moved forward within the child’s reach, and the child pointing towards, reaching for, or touching an object was recorded as a response. If the child did not respond, this was repeated; if the child still did not respond, the experimenter advanced to the next test trial. A Latin Square was used to counterbalance the order of conditions during testing across participants.

**Coding**
CAREGIVER GESTURE USE IN WORD LEARNING

Training trials were video-recorded and coded per utterance for total gestures and speech co-occurring with gesture by a trained coder (see Supporting Information for details). An independent second rater coded 20% of the videos (randomly selected), with an inter-rater reliability of Cohen’s $\kappa = 0.78$ for categorisation of gesture into subtypes (deictic, representational, other; $N = 284$; 85.21% agreement) and Cohen’s $\kappa = 0.86$ for categorisation of speech with gesture into subtypes (complementary or supplementary; $N = 160$; 92.5% agreement).

An utterance was defined as a string of words or gestures preceded and followed by a pause or changes in conversation turn or intonation (Rowe et al., 2008). For gesture subtypes, we adapted Rowe et al.’s (2008) coding system: deictic gestures were intentional, clear movements that singled out the target, including pointing towards the target (e.g. finger points with the arm in extension) and reaches towards the target (e.g. extension of the arm with the palmar aspect of the hand exposed, or extension of the arm with the fingers in extension). Representational gestures included upper limb or body movements depicting object attributes such as shape or size (e.g. indicating a ball is round with two hands cupped and fingers flexed) and actions with the object (e.g. cupping the palmar aspect of one hand with fingers flexed, followed by arm movement forward from the shoulder joint, to indicate a ball rolling). Other gestures included all gestures not directed towards the referent; these included both deictic and representational gestures towards foils, to the experimenter, or caregiving-related gestures such as a parent hugging a child.

We adapted Iverson and Goldin-Meadow’s (2005) coding system for speech with gesture in order to account for the effect of combined gesture and speech on learning as either complementary, where speech contained the target label, or as supplementary, where speech contained related information about the target referent such as size, colour, or function. Deictic gestures and occurrences of complementary speech with gesture correspond to the
gestural cue conditions of the computational model. We also recorded the total number of times the referent label was used.

**Vocabulary measures**

Caregivers completed a demographics questionnaire that included socioeconomic status (SES; determined by parent education level). A parent-report measure of child vocabulary, the UK Communicative Development Inventories (CDI; Alcock, Meints, & Rowland, 2017) was also administered. The UK CDI measures expressive, receptive, and gesture vocabulary (communicative and symbolic). Communicative gestures include declarative and imperative gestures. Symbolic gestures are representational gestures that include actions, games, and pretend play.

Data, code, and models run are available on OSF (http://osf.io/6frcw/?view_only=72344789a6294aa19d63a8bd93a628f3).

**Results and discussion**

All dyads were from similar, mid-high SES backgrounds. Dyads that only completed training and those that completed both training and testing, did not yield any significant differences in demographics or CDI scores (Table 2).

To compare behavioural results to the computational model prediction that cue importance increased with referential ambiguity, we tested whether the number of objects during training affected caregiver behavioural cue use; in particular, deictic gesture use. LME models (lmer and lme4; R [v3.4.1, 2017]) were constructed to predict caregiver deictic gesture use, complementary speech with gesture, and referent label use separately. For each analysis, the number of objects during training (condition: 1, 2, or 6) was included as a categorical fixed effect, and child vocabulary was included as a numeric fixed effect. Due to high correlation between expressive and receptive vocabulary, separate linear mixed effects models were carried out – one with fixed effects of expressive, symbolic, and communicative
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gesture vocabulary, and one with receptive, symbolic, and communicative gesture vocabulary. Only the latter analysis is included here as the task required children to understand, rather than produce, novel words. Analyses with expressive vocabulary resulted in similar effects and are reported in the Supporting Information (Tables S3-S4). The models also contained random effects of participant, child age, target word, and target item. Slopes of condition per participant resulted in the model not converging. As for the computational model analysis, we included one fixed effect at a time, and used log-likelihood comparison to compare the contribution to model fit for each fixed effect (Barr et al., 2013). Separate LME models were also constructed in the same way to predict caregiver and child behaviour for each subtype described in our coding scheme to examine the range of caregiver communication with their children. We report here complementary speech with gesture and referent label use as these also highlight the referent in a similar manner to deictic gestures; all other subtypes can be found in Supporting Information (Tables S3-S4, Figure S4).

Cues during training

Caregiver data demonstrated a significant effect of condition on overall gesture use ($\chi^2(2) = 11.73, p = .003$). Consistent with the MIM results, this was largely due to deictic gesture cues ($\chi^2(2) = 9.48, p = .009$; Table 3, Figure 2C), with caregivers using more deictic gesture cues in the two-object ($t(90.24)= 2.32, p = .023$) and six-object ($t(91.79) = 3.08, p = .003$) conditions when compared to the one-object condition. Caregivers demonstrated no significant increase in deictic gesture use between two- and six-object conditions ($t(93.35) = 0.77, p = .445$). There were no significant fixed effects of child vocabulary or significant interactions found, and representative and other gestures did not yield any significant effects or interactions (Supporting Information, Figure S4A).

When examining caregiver complementary speech with gesture the addition of child symbolic gesture vocabulary improved model fit with a main effect of condition ($\chi^2(3) =$
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0.43, p < .001; Table 4). Caregivers used more complementary speech with gesture in the two-object than the one-object condition (t(80) = 2.58, p = .012), but there was no significant difference between the two-object and six-object conditions (t(80) = -0.89, p = .375). A significant effect of condition on their overall use of the novel label was also found (χ²(2) = 11.90, p = .003, Table 4). The novel label was uttered significantly more by caregivers in the two-object compared to the one-object condition (t(89.493) = 2.37, p = .020), but significantly less in the six-object compared to the two-object condition (t(89.658) = -3.52, p < .001). No other significant effects of child vocabulary or interactions were found.

Overall, these results were consistent with the MIM model showing the largest effect of gesture availability in the two- and six-object conditions.

Accuracy at test

We used Generalised Estimated Equations (GEE; geeglm and geepack; R[v3.4.1, 2017]) to examine the effect of condition, caregiver behaviour, and child behaviour during training on test trial accuracy.¹ Separate GEEs were constructed to examine child vocabulary variables, condition, and each training behaviour gesture subtype as independent variables; here we report the effect of caregiver deictic gesture use with child receptive vocabulary. For all other subtypes and child vocabulary variables, please see Supporting Information (Tables S5-S8).

In line with the computational model results, children performed most accurately in the two-object condition (Table 3, Figure 2D), although there was no significant difference in accuracy between the two-object and six-object condition (Wald = 0.01, p = .921). However, children responded significantly more accurately in the two-object than the one-object condition, even when child receptive vocabulary and caregiver deictic gesture use were accounted for (Wald = 4.36, p = .037).
Although the lack of referential ambiguity would suggest that word-object mapping should be easier in the one-object condition, a higher success of word learning in the two- and six-object conditions was consistent with the MIM computational results. Additionally, although children were offered the least amount of gesture information by caregivers in the one-object condition, adding caregiver behaviour subtypes during training to the analysis did not contribute any significant value to predicting accuracy during testing (Table 3; Supporting Information, Tables S5-S8).

**General Discussion**

Natural language learning environments are noisy and variable, and yet children still manage to accurately map words to objects. In this study, we predicted that a computational model of word learning (MIM) trained under conditions of varying referential uncertainty would learn faster with fewer potential referents. We also predicted that a gestural cue would be most helpful to word-referent mapping when there was an increase in potential referents.

Contrary to our first prediction, but consistent with literature highlighting the value of variability during word learning (e.g. Apfelbaum & McMurray, 2011; Monaghan, 2017), the computational model predicted the most robust learning when there were several potential referents, rather than just one. Although the MIM learnt quickest in the one-object condition, there was higher accuracy at test when it had been trained under referential uncertainty during the two- and six-object conditions. The addition of a gestural cue during training significantly improved learning when there were more potential referents as predicted, but the model also benefited from the presence of variability via the availability of gestural cues, learning most robustly when cues were presented 33% and 67% of the time.

This generated two hypotheses for testing in behavioural settings. Firstly, if caregivers are sensitive to the role of gestural cues in supporting word learning, they ought to use more gestures when there is referential uncertainty, and secondly, children might actually learn
best when trained under referentially uncertain conditions. The experimental study did identify that caregivers adapt their gestural cues to support learning in the face of referential uncertainty, but with significant increases only from the one-object to the two-object or six-object condition, and no significant increase from the two-object to the six-object condition. Finally, the experimental study also found that children learnt best under referential uncertainty, performing most accurately in the two- and six-object conditions, in line with the model’s surprising predictions.

These results were somewhat counterintuitive; one might expect the highest test accuracy in the behavioural study for words learnt in the one-object condition. This would be consistent with the fast-mapping literature, where children are able to identify a new word after a single exposure (Carey & Bartlett, 1978), and with cross-situational word learning in adults that indicates increasing the number of potential referents results in less accurate and slower learning (K. Smith et al., 2011; Trueswell et al., 2013; Yu & L.B. Smith, 2007). Despite this, our task differed in several ways that could have affected performance at test. Firstly, children were not tested on each word after the corresponding training trial as in referent selection trials during fast-mapping tasks (Horst & Samuelson, 2008) – they were tested after all training trials. Secondly, the co-occurring foils were novel, whereas fast-mapping tasks involve familiar objects alongside novel objects. Cross-situational word learning paradigms also usually offer the opportunity to learn from within- and across-trial competition as all objects are named (Yurovsky et al., 2013). In our study, there was no such opportunity, as different foils were used within-subject for each condition, and testing trials consisted of forced-choice between the three target objects.

Rather, it is possible that the presence of referential uncertainty in the two- and six-object conditions might have supported learning through enabling comparison. The role of two or more competing alternatives is well established in internal constraint accounts of
language learning, including mutual exclusivity (Halberda, 2006; Markman & Wachtel, 1988) and the novel name-nameless category principle (Golinkoff et al., 1992). Similarly, children’s learning of categories is aided by having an alternative, either by using comparison, where one object appears with others in the same category, or by contrast, where an object appears with a non-category object (Ankowski et al., 2013). Such a beneficial effect may also apply in our study where the referent is identified among a range of other unknown objects.

Few studies have examined cross-situational referential ambiguity in infants and children, with most limiting referential ambiguity to two potential referents per training trial (e.g. L.B. Smith & Yu, 2008; Yu & L.B. Smith, 2011). Those that have examined older children (5–7-years-old) suggest that they may struggle most when a specific foil, termed a high probability competitor, co-occurs with a target more often than other foils (Suanda et al., 2014). Bunce and Scott (2017) examined 2.5-year-old children with four potential referents per trial. Children could identify the correct target using cross-situational statistics with four potential referents without exhaustive labelling when all distractors were different (no across-trial competition), and even with a high probability competitor – but only if a different foil appeared by the last trial, allowing disambiguation at the end of training. This suggests that children are able to learn under certain circumstances with increased referential ambiguity, subject to limitations in cognitive and memory capacity.

Another potential explanation for performance in the one-object condition is that children were less interested compared to when there were several objects present. Future research could use an eye-tracker to measure attention more precisely and determine how foils are fixated on alongside targets. Testing immediately after training trials using both target and foil objects may also help illuminate whether children process all objects present.
The present computational model and experimental study also highlighted that some variability in both the environment and in the use of cues in communication may facilitate learning. We have demonstrated that the former influences the latter, establishing that caregiver gesture cue use when teaching their children novel words was contingent on the presence of referential uncertainty. This is consistent with the theory that gestures singling out target referents are particularly valuable during word-object mapping (Cartmill et al., 2013; Rader & Zukow-Goldring, 2012). However, although we expected gesture use during training to increase from the two- to the six-object condition, this was not the case. Hence, caregivers gestured and offered cues according to the presence, rather than the degree, of referential uncertainty, and did not offer significantly more cues when referential uncertainty was high.

Taken together, these results indicate that referential uncertainty is perhaps subject to some degree of cognitive management by both the caregiver and child, where high uncertainty can be reduced to a more tractable sense of ‘this, not that’. The use of gestural cues may reduce cognitive load for the infant (Goldin-Meadow, 2000; McGregor et al., 2009; McNeil et al., 2000); the key difference in our study seemed to be between having either one choice of word-object mapping, or more than one – beyond this, the benefits of gestural cues may begin to decline. Caregivers appeared to be sensitive to this lack of discrimination between the two- and six-object conditions, as there was no significant difference in their behaviour. A switch to laborious counting during the six-object condition, rather than being able to immediately perceive the number of items in the one- and two-object conditions (Cowan, 2001; Xu & Chun, 2009), may have affected how the caregiver then packaged information for their child. This could potentially lead to the treatment of the two- and six-objects as analogous by the caregiver, and thus the child. Similarly, gestural cues did not
have a large effect on speed of learning in the six-object condition in the computational model compared to the one- and two-object conditions.

Studies of how children acquire representations of number additionally indicate that children around 20-months-old are not able to comprehend more than three or four objects (Feigenson et al., 2004; Le Corre & Carey, 2007; Wynn, 1990), which could also render performance across the two- and six-object conditions in our study somewhat analogous. Despite this, being able to distinguish only a limited number of stimuli may also help constrain word-referent mappings. Head-mounted cameras during toy exploration laboratory studies show that, despite having multiple objects in front of them, 20-month-olds tend to hold single objects in view at a time (L.B. Smith et al., 2011) and learn the names of objects that dominate their view simultaneously with label utterance (Pereira et al., 2014).

However, we did not test incremental increases in referential uncertainty, opting instead for no ambiguity, some ambiguity, and high ambiguity. An interesting avenue for future research would be to investigate whether there is a precise ‘tipping point’ in the number of potential referents at which caregivers cease to offer more gestural cues to their children and whether this then affects children’s learning – although the similar performance between the two-object and six-object conditions may suggest that anomalies in behaviour and learning are unlikely to occur with intermediate ambiguity between two and six objects.

Although cues are useful for supporting learning, they are also individually highly variable within naturalistic environments. Caregivers may not gesture towards intended referents on 85% of occasions (Iverson et al., 1999), articles may precede adjectives rather than nouns (Monaghan et al., 2007), and prosodic cues also are not always consistent (Fernald, 1991). The computational MIM simulations also found that the most robust learning occurred when gestural cues were present some of the time, rather than when they were exclusively present or absent. Why is this? Firstly, it has been established that a system
that relies on perfectly reliable cues learns quickly, but learning is brittle when those cues are no longer reliable (Monaghan, 2017). Secondly, when identifying a target from amongst different competitors, the occasional lack of a cue may make the presence of one more salient, avoiding potential habituation effects (Veale et al., 2011) and preventing inhibition of other useful information (Kamin blocking effect; Shanks, 1985). A system where gestural cues vary may then have a higher degree of sensitivity to those cues than one where gestural cues are either always there, or always absent. Thus, variability of cues is not only more similar to real-world settings, but also benefits learning. This raises the intriguing possibility that the variability of cues when children are acquiring vocabulary may not be an accident of a noisy environment, but rather the stochasticity of adults’ use of cues may be by design.

In our experimental study, we did not find any effect of training response variables on testing data – inclusion of caregiver gesture and speech use did not predict child accuracy after controlling for condition. If referential uncertainty and the cues in response to it are so vital to learning, why did this not manifest in our data? This may be partly due to our sample of mid-to-high SES families who had actively expressed interest in developmental research. Families from higher SES backgrounds have been found to use gesture more than those from lower SES backgrounds, with an increase in parental gesture correlating with increased child gesture and later vocabulary skill (Rowe & Goldin-Meadow, 2009). Our participants may well have been at a ceiling level of caregiver input, resulting in gesture adding very little.

Gesture may be particularly beneficial to language development in environments with limited resources and a diminished quality of parental input (Kirk et al., 2013), and may be useful as part of language interventions in low income families (Vallotton, 2012). Consequently, we recommend that caution should be exercised when generalising our conclusions across different SES backgrounds.
Additionally, as our sample inclusion criteria precluded developmental delay, our findings may not extend to these populations (Hartley et al., 2019, 2020). Our results confirmed that caregivers appeared to be sensitive to task demands, and models predicting speech with gesture during training were improved with the addition of CDI subscales. Although these estimates were very small, the impact of child vocabulary could be more prominent in a language delayed sample (Wray and Norbury, 2018).

An alternative explanation concerning why caregiver behaviour did not predict children’s behaviour relates to our sample’s age (20-months-old on average). Previous literature links caregiver gesture and early child gesture use at 10–14-months-old (Liszkowski et al., 2012; Liszkowski & Tomasello, 2011) and caregiver gesture use in Rowe et al. (2008) predicted early child gesture use at 14-months-old, but not expressive vocabulary at 42-months-old. Caregiver gesture use appears relatively stable over time, whereas child gesture use may take a supportive role to speech once verbal ability is established (Goldin-Meadow, 2007; Iverson et al., 1999; Rowe et al., 2008). Subsequently, children in our study may have been at a stage where verbal input is weighted more heavily than gesture input. Although we examined some of these factors, our primary focus was deictic gestures. Future research could consider speech input in greater depth, including Mean Length of Utterance and temporal relations of naming events with gesture.

We also found a higher level of child dropout when testing trials commenced, reducing power for GEE analysis (which could also reduce the effect of caregiver gesture on child behaviour; Liszkowski et al., 2012; Liszkowski & Tomasello, 2011). Although we observed no significant differences between children that completed testing and those that did not, child fussiness may have been caused by objects being out of reach during training, resulting in frustration by the time testing commenced. This may mean that differences in temperament and attention could be present that were not accounted for. Additionally,
whereas previous studies enabled children to freely explore an environment, we constrained the objects in our study to be out of reach to control for exposure times and interaction with the objects. This could have resulted in less gesture, particularly by children, who had no immediate receipt of the objects to which they gestured. Studies that compare objects within reach across varying environmental referential uncertainty, and that measure broader child traits, will usefully address these points. To isolate any effect of referential uncertainty itself from caregiver behaviour, future studies could also test children’s word learning across referential uncertainty without caregiver interaction.

In conclusion, we found variability in gesture cue availability combined with referential ambiguity produced optimal learning in a computational model of word learning. This was supported by an experimental study that demonstrated that: (a) caregivers gestured according to the presence, rather than degree, of referential uncertainty, and (b) children learnt best in the presence, rather than absence, of referential uncertainty. These results advance understanding of communicative exchange during word learning, indicating that caregivers contingently adapt their gesture use according to the presence of referential uncertainty.
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Figure 1. Architecture of the multimodal integration model (MIM) for word-object mapping (example of two-object training condition with gesture cue present).
Figure 2. Mean and standard error bars for results of the MIM and behavioural study. Note that for testing accuracy, there were three objects present and no gesture cue. (A) MIM: Training length time by number of objects present during training (calculated across gesture cue condition);\(^\dagger\) (B) MIM: Testing accuracy proportion correct by number of objects present during training (calculated across gesture cue condition);\(^\dagger\) (C) Behavioural study: Count of caregiver deictic gesture use by number of objects present during training; (D) Behavioural study: Child testing accuracy proportion correct by number of objects present during training.\(^\dagger\) For MIM results by number of objects present during training and by individual gesture cue condition, please see Supporting Information, Figure S1.
Figure 3. Behavioural study: (A) Example of training trials; (B) Example of testing trials.
Table 1. Computational model: linear mixed effects model results of the MIM computational model’s performance, testing the effects of number of objects during training and gesture cue condition on length of training time and accuracy.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variables</th>
<th>Estimate</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of training time</td>
<td>(intercept – one object)</td>
<td>68.62</td>
<td>1.49</td>
<td>114</td>
<td>46.05</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>One v. two objects</td>
<td>13.21</td>
<td>2.11</td>
<td>114</td>
<td>6.267</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>One v. six objects</td>
<td>37.04</td>
<td>2.11</td>
<td>114</td>
<td>17.58</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Two vs. six objects</td>
<td>23.84</td>
<td>2.11</td>
<td>114</td>
<td>11.31</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>Gesture cue</td>
<td>-20.39</td>
<td>2.39</td>
<td>114</td>
<td>-8.54</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>One v. Two object x Gesture cue</td>
<td>-12.06</td>
<td>3.38</td>
<td>114</td>
<td>-3.57</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td>One v. Six object x Gesture cue</td>
<td>-9.73</td>
<td>3.38</td>
<td>114</td>
<td>-2.88</td>
<td>.005</td>
</tr>
<tr>
<td></td>
<td>Two v. Six object x Gesture cue</td>
<td>2.33</td>
<td>3.38</td>
<td>114</td>
<td>.690</td>
<td>.491</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Testing accuracy after training to criterion</th>
<th>Estimate</th>
<th>SE</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept – one object)</td>
<td>-0.532</td>
<td>0.16</td>
<td>-3.36</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. two objects</td>
<td>2.67</td>
<td>0.19</td>
<td>13.91</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. six objects</td>
<td>1.94</td>
<td>0.21</td>
<td>9.30</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Two vs. six objects</td>
<td>-0.66</td>
<td>0.20</td>
<td>-3.35</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Gesture cue</td>
<td>0.40</td>
<td>0.07</td>
<td>5.58</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. two objects x Gesture cue</td>
<td>-0.54</td>
<td>0.08</td>
<td>-6.80</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. six objects x Gesture cue</td>
<td>-0.45</td>
<td>0.09</td>
<td>-4.98</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Two v. six objects x Gesture cue</td>
<td>0.07</td>
<td>0.07</td>
<td>0.91</td>
<td>.365</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Testing accuracy after extended training</th>
<th>Estimate</th>
<th>SE</th>
<th>z</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept – one object)</td>
<td>-0.696</td>
<td>0.15</td>
<td>-4.51</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. two objects</td>
<td>2.945</td>
<td>0.18</td>
<td>16.20</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. six objects</td>
<td>2.107</td>
<td>0.21</td>
<td>9.93</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Two vs. six objects</td>
<td>-0.448</td>
<td>0.13</td>
<td>-3.50</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Gesture cue</td>
<td>0.484</td>
<td>0.07</td>
<td>6.68</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. two objects x Gesture cue</td>
<td>-0.657</td>
<td>0.08</td>
<td>-8.64</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>One v. six objects x Gesture cue</td>
<td>-0.547</td>
<td>0.09</td>
<td>-5.88</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Two v. six objects x Gesture cue</td>
<td>0.259</td>
<td>0.20</td>
<td>1.30</td>
<td>.194</td>
</tr>
</tbody>
</table>
Table 2. Behavioural study: demographics and child vocabulary scores as measured by the UK-Communicative Development Inventories with Welch Two Sample T-Tests comparing those that completed training only, and those that completed training and testing.

<table>
<thead>
<tr>
<th></th>
<th>Completed training (total sample; N = 47)</th>
<th>Completed training + testing trials (n = 27)</th>
<th>Completed training only (n = 20)</th>
<th>Welch Two Sample T-Tests (completed training + testing, v. completed training only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (m:f ratio)</td>
<td>27:20</td>
<td>14:13</td>
<td>13:7</td>
<td></td>
</tr>
<tr>
<td>mean (sd)</td>
<td>20.5 (1.7)</td>
<td>20.8 (1.6)</td>
<td>20 (1.8)</td>
<td>t (df) = -2 (38) 95% CI [-1.85, 0.22] p = .1</td>
</tr>
<tr>
<td>Age (months)</td>
<td>276 (91.5)</td>
<td>294 (87.9)</td>
<td>251 (92.9)</td>
<td>t (df) = -2 (40) 95% CI [-96.5, 11.7] p = .1</td>
</tr>
<tr>
<td>Receptive</td>
<td>146 (114)</td>
<td>159 (119)</td>
<td>129 (108)</td>
<td>t (df) = -0.9 (43) 95% CI [-97.2, 36.8] p = .4</td>
</tr>
<tr>
<td>Expressive</td>
<td>19.9 (3.79)</td>
<td>20.5 (3.9)</td>
<td>19.1 (3.6)</td>
<td>t (df) = -1 (43) 95% CI [-3.60, 0.83] p = .2</td>
</tr>
<tr>
<td>Comm. gesture</td>
<td>41.1 (6.9)</td>
<td>41.4 (7.4)</td>
<td>40.5 (6.4)</td>
<td>t (df) = -0.4 (33) 95% CI [-5.40, 3.58] p = .7</td>
</tr>
<tr>
<td>Symb. gesture</td>
<td>41.1 (6.9)</td>
<td>41.4 (7.4)</td>
<td>40.5 (6.4)</td>
<td>t (df) = -0.4 (33) 95% CI [-5.40, 3.58] p = .7</td>
</tr>
</tbody>
</table>
Table 3. Behavioural study: linear mixed effect model (LME) results testing the effects of number of objects during training and child vocabulary scores on caregiver deictic gesture use during training trials, and generalised estimated equation (GEE) results on the effects of number of objects during training and child vocabulary scores on child accuracy at test.

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Independent variables</th>
<th>Estimate</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caregiver deictic gestures during training (LME)</td>
<td>(intercept – one object)</td>
<td>2.99</td>
<td>0.31</td>
<td>12.58</td>
<td>9.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>One v. two objects</td>
<td>0.57</td>
<td>0.25</td>
<td>90.24</td>
<td>2.32</td>
<td>.023</td>
</tr>
<tr>
<td></td>
<td>One v. six objects</td>
<td>0.76</td>
<td>0.25</td>
<td>91.79</td>
<td>3.08</td>
<td>.003</td>
</tr>
<tr>
<td></td>
<td>Two v. six objects</td>
<td>0.19</td>
<td>0.25</td>
<td>93.35</td>
<td>0.77</td>
<td>.445</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Independent variables</th>
<th>Estimate</th>
<th>SE</th>
<th>Wald</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child testing accuracy (GEE)</td>
<td>(intercept – one object)</td>
<td>-1.76</td>
<td>0.66</td>
<td>7.05</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>One v. two objects</td>
<td>0.90</td>
<td>0.43</td>
<td>4.36</td>
<td>.037</td>
</tr>
<tr>
<td></td>
<td>One v. six objects</td>
<td>0.85</td>
<td>0.46</td>
<td>3.32</td>
<td>.068</td>
</tr>
<tr>
<td></td>
<td>Two v. six objects</td>
<td>-0.05</td>
<td>0.50</td>
<td>0.01</td>
<td>.921</td>
</tr>
<tr>
<td></td>
<td>Receptive vocabulary</td>
<td>0.002</td>
<td>0.002</td>
<td>1.24</td>
<td>.265</td>
</tr>
<tr>
<td></td>
<td>Caregiver deictic gesture</td>
<td>0.03</td>
<td>0.10</td>
<td>0.10</td>
<td>.749</td>
</tr>
</tbody>
</table>
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Table 4. Behavioural study: linear mixed effects model results testing the effects of number of objects during training and child vocabulary scores on caregiver gesture and speech with gesture subtypes during training trials.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variables</th>
<th>Estimate</th>
<th>SE</th>
<th>df</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Referent label use</td>
<td>(intercept – one object)</td>
<td>6.49</td>
<td>0.57</td>
<td>8.11</td>
<td>11.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>One v. two objects</td>
<td>0.77</td>
<td>0.33</td>
<td>89.49</td>
<td>2.37</td>
<td>.020</td>
</tr>
<tr>
<td></td>
<td>One v. six objects</td>
<td>-0.39</td>
<td>0.33</td>
<td>91.12</td>
<td>-1.18</td>
<td>.242</td>
</tr>
<tr>
<td></td>
<td>Two v. six objects</td>
<td>-1.16</td>
<td>0.33</td>
<td>89.66</td>
<td>-3.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Comp. speech with gesture</td>
<td>(intercept – one object)</td>
<td>0.43</td>
<td>1.04</td>
<td>41.57</td>
<td>0.41</td>
<td>.069</td>
</tr>
<tr>
<td></td>
<td>One v. two objects</td>
<td>0.65</td>
<td>0.25</td>
<td>80.00</td>
<td>2.58</td>
<td>.012</td>
</tr>
<tr>
<td></td>
<td>One v. six objects</td>
<td>0.43</td>
<td>0.25</td>
<td>80.00</td>
<td>1.68</td>
<td>.096</td>
</tr>
<tr>
<td></td>
<td>Two v. six objects</td>
<td>-0.23</td>
<td>0.25</td>
<td>80.00</td>
<td>-0.89</td>
<td>.375</td>
</tr>
<tr>
<td></td>
<td>Symb. gesture vocab</td>
<td>0.03</td>
<td>0.02</td>
<td>36.27</td>
<td>1.33</td>
<td>.193</td>
</tr>
</tbody>
</table>

comp. = complementary; symb. = symbolic; vocab = vocabulary
Endnotes

1. General linear mixed effects models (glmer package; lme4 in R [v3.4.1, 2017]) were originally used but failed to converge, so GEEs were employed.