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Abstract

Eye trackers have become an affordable and compelling input device for game interaction
that is targeting the PC gaming community. The number of games adopting gaze input
for in-game interaction has rapidly increased over the years with examples in mainstream
game franchises. However, games have focused on integrating gaze input on top of fully
functional games, utilising gaze as a pointing device and a tool for efficiency; e.g. for
the faster selection of game objects the player looks at to improve their performance.
We deem this is limiting because the use of gaze is obvious, it does not harvest the full
potential and richness of the eyes, and only considers that players look at game elements
to interact with them. Accordingly, this thesis investigates new opportunities for gaze
in games by exploring gaze concepts that challenge the interaction metaphor “what you
look at is what you get” to propose adopting “not looking” gaze interactions that reflect
what we can do with our eyes. Three playful concepts stem out from this principle: (1)
playing with tension; (2) playing with peripheral vision; and (3) playing without looking.
We operationalise each concept with game prototypes that pose different challenges based
on visual attention, perception in the wider visual field, and the ability to move the eyes
with the eyelids closed. These demonstrate that ideas tested playfully can lead to useful
solutions. Finally, we look across our work to distil guidelines to design with “not looking”
interactions, the use of dramatisation to support the integration of gaze interaction in
the game, and the exploration of interactive experiences only possible when taking input
from the eyes. We aim to inspire the future of gaze-enabled games with new directions
by proposing that there is more to the eyes than where players look.
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Introduction

Gaze interaction is coupled with looking. Intuitively, we look at the objects we want
to interact with [289]. Eye trackers provide information about where exactly the user
is looking to enable interaction following the metaphor "What you look at is what you
get" [118]. Therefore, the immediate - and obvious - use of gaze for interaction has been
to adopt it as a pointing device for explicit interaction or in combination with other
input modalities. Accordingly, the ability to interact with objects the user looks at has
emerged as a compelling tool for interaction in video games. Here, we are interested in
investigating the creative potential of gaze input for game interaction.

Gaze interaction has been explored in the emerging area of play with a commercial
potential by adopting gaze input for game control [263]. The main thrust of applications
has been to adopt gaze for accessibility by replacing the original game controls with
eyes-only hands-free interaction [112, 116, 113, 231], or to support the e ciency and
performance of existing game controllers, e.g. faster movement of the mouse towards the
gaze point [265]. Other work has embraced gaze as implicit input leveraging the natural
attention of the eyes, for example, to enable gaze-responsive storytelling to progress in the
narrative depending on what you look at [234]; control of the game camera viewpoint [231,
180], and the integration of social gaze behaviours to interact with avatars [271], e.g. look
down to show submission.

Accordingly, gaze interaction is becoming very popular with mainstream game fran-
chises embedding gaze-enabled game control. Players can automatically tag the enemies
they look at [255]; aim weapons to the centre of their gaze [231, 59]; re by just look-
ing [179]; select the objects they look at in the scene [29, 282], or make their character
move to their gaze point [231, 220]. However, the prevailing adoption of gaze interaction
in games is as a supporting feature or add-on and not a game-changing standalone tech-
nology. For instance, in game-streaming and eSports, eye tracking is used to show the

1



audience where in the game athletes are looking at to provide insights on their strategies.
In gameplay, gaze interaction is a utility for game e ciency, e.g. faster selection of the
targets you look at. In this thesis, we are motivated to explore how gaze input can be
adopted in games more creatively and provide engaging but challenging playful experi-
ences. We deem the adoption of gaze as a mere pointing device in games is an obvious
use of gaze input, and it removes the game challenge.

The prominent adoption of gaze as a pointing device resides in that the eyes are a
natural sensor, and we look at the objects we want to interact with. If gaze is simultane-
ously used for game control in games, we might involuntarily trigger unwanted outcomes
and create tension, for instance, the selection of an object that we are just looking at
with no further intention, known as the Midas Touch problem [262]. Therefore, designers
tend to avoid this con ict by adopting gaze in cases where it works hand-in-hand with
other game controllers. For instance, gaze directs the weapon, but a gamepad button
press triggers the ring. As a supporting feature, gaze interaction becomes unappealing
beyond eyes-only control for accessibility. This makes the use of eye trackers not essential
for broader gameplay - if we were to remove the eye tracker, the game could still be played
with another input modality.

We believe the problem is rooted in that mechanically, eye trackers transform the
input from the user's eyes into a single point on the interface, and this is used for in-
game interaction. The underlying principle is to leverage gaze as a pointer and selection
mechanism for virtual objects users align with their vision. However, gaze is something
that has a meaning, notably social and cultural [271]. For example in Im theory, gaze
refers to the camera perspective [214]. In game theory, to the player's perspective [279]. In
Virtual Reality applications, gaze is associated with the term "head-gaze", the direction of
the user's head and the response to represent gaze behaviour in the virtual environment.
In quotidian situations, gaze is rich, complex and could have di erent meanings. For
instance, we might look at the person we want to engage with; look at a location to draw
their attention; close our eyes to think or rest our sight; avoid eye contact to escape from
social situations, or focus on something to engage concentration.

Accordingly, gaze input has the potential to integrate a natural mapping for game
control, translating what the eyes can do in real life into actions happening in the virtual
world. If games embrace this use of gaze, gaze interaction could become a must-have and
provide more meaningful experiences. Moreover, game experiences could be designed
to feel as natural as possible, creating seamless interactions between the player and the
game that could lead to a greater feeling of immersion - the feeling the experience is real.
This has been widely explored in the Natural User Interfaces (NUI) research corpus. For
instance, work on voice interaction in games emphasised the importance of the relation-
ship between the users' game and real-world identity [26]: when it's your voice coming
out of the character, you feel more closely identi ed with them. Accordingly, there is a
need to investigate how what can be accomplished with the eyes can be integrated into
the game space to provide similar groundbreaking gameplay experiences.

The recent emergence of eye trackers in the consumer space has spurred research in-
terest in novel uses of gaze leveraging the richness and complexity of the visual system,
introducing more challenging game explorations [251, 263]. Compelling research-based
examples of gaze interfaces that are challenging by design are Ekman et dh\@sible
Eni and Vidal et al.'s Shynosaurs Invisible Eni [56] challenges players to control game
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elements with pupil dilation or by blinking, whereas inShynosaurq270] players face an at-
tention dilemma between staring down monsters and hand-eye coordination. In a similar
spirit, this thesis is motivated to join e orts and explore the creation of gaze interactions
that make games inherently more challenging. Accordingly, this thesis investigates the
potential of gaze interaction in games with the following research question:

How can gaze interaction be used more creatively, so it becomes essential to the
gameplay experience?

Based on this fundamental question, we re ect that gaze interaction is more than
pointing, which is limited to looking. In doing so, we unfold \looking" to open up a
distinct space of inquiry: \not looking" as an interaction metaphor.

1.1 Exploring Gaze Interaction Beyond Looking

As previously mentioned, gaze interaction is coupled with looking. It is important to
emphasise this to understand the adoption of gaze input as a pointing device and start
moving away from it. Eye tracking sensing technology enables interaction by providing
where precisely in the screen the user is looking at. Therefore, what is expected is that
interactions are designed based on looking, the same way a touchscreen is designed to
detect touch. The design of sensing-based interactions is often guided by considering
what the technology senses or what is expectedBenford et al. [16] de ned what is
sensed by the sensor is what it can measure. Accordingly, the expected interactions
are the natural actions the user performs to the interface. For example, touching a
touchpad; speaking into a microphone, or looking at a screen with an integrated eye
tracking system. If designers want to think about broader interactions, they must consider
what is unexpected, thinking of extremes and bizarre scenarios - the unusual interactions
often performed when the interface is used in an atypical way or context. If we think
of the extreme for gaze interaction, one could suggest \not looking”. However, it is not
obvious how to design gaze interactions in this unexpected space.

Interfaces using the space of unexpected actions are uncommon and underexplored in
Human-Computer Interaction (HCI) because they are ambiguous and create tension. For
instance, not touching a touchscreen to select makes no sense. It might create an incom-
patible context that disrupts preconceptions of how the sensing technology is used [77],
and yields unexpected interactions. Although ambiguity is seen as a problem in HCI,
it could be introduced as a resource for design [219Gaver et al.[77] see inAmbigu-
ity of Context an opportunity to enable designers to go beyond the limits of technology
and to craft interactive designs that are engaging and thought-provoking. The range of
applications using the contextual ambiguity of the sensor is less crowded but present in
examples like thePOUTs [184]. Usually, pins are designed so the user can attach them
to a pinboard, and it is unexpected for the pin to eject itself POUTs are pins designed
with this unexpected space of the interaction in mind: they pop out. This application
created the opportunity to link physical and digital documents [185], which is useful,
for instance, when removing a document in the digital space, theOUT will eject the
documents from the physical pinboard.



If we apply this analogy to gaze interaction, eye tracking applications use gaze as a
pointing device. Therefore, what is unexpected is that the user stops looking. However,
an eye tracker can sense when and where on the screen the user is looking at, but also
when they are not, and the gaze signal is absent. Nonetheleast looking could take
many forms, such as closing our eyes; a quick blink, or even looking elsewhere or away
with the eyes open. In general HCI applications,not looking" is mostly associated with
meditation apps in which users are asked to close their eyes, and they are guided through
di erent exercises. In gaze interaction applicationsjot lookingis an unexpected dynamic,
only used in accessibility contexts with eye blinks to indicate a gaze selection [133, 282]; or
to \look away" as an in-game gaze behaviour to avoilye contactwith game avatars [40].

In this thesis, our objective is to investigate novel playful game experiences that in-
troduce gaze mechanics aligned with the conceptiobt looking We use games as a safety
net to test challenging interactions that disrupt the preconceived context of interaction.
We explore unexpected and creative uses of gaze in games but will demonstrate how play-
ful exploration can create opportunities for the broader HCI design space. The research
presented in this thesis aims to provide insights into the future of gaze-enabled games
with the following objectives:

Exploring the design space of playful experiences that leveraging what we can do
with the eyes and move away from traditional gaze pointing.

Developing game prototype examples illustrating novel playful concepts that adopt
gaze input in their gameplay beyond \looking" metaphors that are engaging and
fun.

Investigating how games can adopt challenging gaze interaction based on metaphors
related to vision to support the interaction in play.

Investigate the usability, feasibility and bene ts of playing with the explored con-
cepts to identify opportunities for gaze interaction.

Identifying the \not looking" design space for gaze interaction in games. We aim to
develop design frameworks that support the design of novel playful gaze-based game
experiences based on the insights gained from the study of the game prototypes.

1.2 Moving Out From the Focus:

The research presented in this thesis aims to provide insights into the future of gaze-
enable games by identifying the design space of playful experiences that leverage what
we can do with the eyes (vision capabilities). We investigate di erent concepts that ex-
plore the creative potential of gaze, playing with narratives and metaphors related to
vision to support new gaze interaction mechanics for gameplay. We explicitly intend to
push the boundaries of what is knows as \expected" gaze interactions. As previously
mentioned, gaze interaction literature has focused on designing mechanics that are con-
sidered \natural" to use and of good usability. Moreover, the gaze pointer directs the
interaction, so interactions are based on looking directly at objects we want to interact
with and explicit attention of the eyes to the screen.
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Accordingly, we want to move away from this design focus. We explore the creative
potential of gaze by adopting a gaze point with poor usability (or tension), an unexpected
use, and considering that gaze is much more than the focus of attention, including the
broader eld of view or the actions we can perform with our eyes to direct gaze (with
open and closed eyes). Three new playful concepts emerge from this re ection of designing
\unexpected" gaze interactions. We propose: (1Playing with Tension; (2) Playing with
Peripheral Vision; and (3) Playing Without Looking These move away from traditional
eye pointing to propose novel, challenging, engaging, and fun ways to adapt gaze for game
control. Finally, we analyse the proposed concepts to discuss emerging design frameworks
aiming to aid the design of novel playful gaze-based game experiences.

In the following chapters, we unfold gaze interaction to open up a distinct inquiry space
into \looking" versus \not looking". Each chapter presents a game concept exploring the
use of gaze interaction. They re ect that looking can mean di erent things, e.g., not being
able to look because it is physically impossible; looking away or elsewhere; blinking, or
keeping the eyes shut. Each concept moves out from the \what you look at is what you
get" metaphor to explore the creative potential of gaze input in games.

(1) Playing with Tension:

We de ne tension as the strain added to the game experience that creates con icting
implications on how the game should be played or interaction happens. Tension has been
used as an asset to create original games with challenging controls. For instance, the
gameBrothers: A Tale of Two Sonschallenges the player to control two characters at
the same time coordinating both halves of a single game controller [238]. In gaze-enabled
games, we can nd examples introducing tension by triggering unexpected outcomes to
looking at the scene. In the gaze-enabled version of the gamging Light [243], the
player needs to pay attention to where they look at while they can aim rearms at
gaze or control a ashlight with their eyes. In this dystopian post-apocalyptic survival
adventure, zombies notice the player presence when they are looked at, making them
responsive to gaze interaction. In other examples, tension is presented as an attention
dilemma, requiring the player to juggle between looking at two parallel game events. In
the gameShynosaurs[270], the player needs to balance the time they spend looking at
the dinosaur-like enemies to intimidate them and paying attention to the game's drag-
and-drop task. These examples illustrate how gaze interaction can be challenging by
introducing di erent levels of tension. Chapter 4 goes a step further by exploring the
use of gaze \side e ects" in the gamdwileyed to challenge traditional gaze interactions
in games. The game introduces tension by imposing opposing rules, biasing the gaze
point mapping, or using gaze input against the player by spoiling their intention to the
game enemies. These side e ects add tension to the interaction because they demand an
ambiguous and straining use of gaze in the game context.

(2) Playing with Peripheral Vision:

The design of gaze interactions using gaze input as a pointing device are limited by
only considering what users align with their foveal (central) vision. This is inherited
from how eye trackers combine the input from both eyes into a single gaze point for
interaction. However, the visual eld is much more and covers approximately 135 degrees
of visual angle vertically and 210 degrees horizontally, with only 2 degrees dedicated to
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the foveal vision [87]. We propose to play with gaze involving what we can see with the
wider visual angle. Although visual acuity drops sharply outside of the foveal region,
peripheral vision is essential in helping to notice information or objects that pop out in
the scene without prior focus [213], e.g. when the user notices a noti cation appearing
on a corner of the interface without disrupting the task they are looking at [123]. In
games, gaze interactions are not designed accounting for the broader eld of view, but
peripheral vision remains an asset in the game. For instance, in the gaBigynosaurg270]
which presents tasks that are competing for visual attention, the player must rely on
peripheral vision to notice changes on the task they are not attending. Moreover, the
gameVirus Hunt [266] challenges the player by not allowing them to look at virus they
should remove by tapping on them, thence players must rely on peripheral vision to avoid
game penalisation. Chapter 5 investigates the use of peripheral vision in a collection of
three mini-games namedSuperVision In the games, players need to overcome mouse
manipulation tasks and perceptual challenges in peripheral vision of objects with di erent
size; colour; and form. When players look at the game objects, they are penalised, forcing
them to look away and work only with what they can see in their peripheral vision.

(3) Playing Without Looking:

Not looking is an unexpected use for an eye tracker, but it can be sensed as either the
absence of the user's presence when they are not in front of the tracking system, or when
the user closes their eyes, with a wink (one eye) or a blink (both eyes). In interaction,
blinks and winks have been used as a tool for accessibility [230], e.g. the user can look
at the object they want to select and blink to con rm its selection [133]. In gaze-enabled
games, winks have been used to integrate non-verbal social behaviours of the eyes such as
\winking to charm” characters in the game [40]. In other examples, closure of one eye has
been used to trigger sniper view [94], whereas blinks have been used to re-load guns [6],
and the closing of both eyes to pause the game automatically [171]. In the gamesible
Eni [56], the game character disappears into a pu of smoke to evade the monsters that
chase her when the player closes their eyes as a protection mechanism. Chapter 6 extends
this body of work to explore that the eyes can do much more when they are closed, and
leverage it for eyes-only game control. In the gamiéryptonEyed, players are required
to close their eyes and perform eye movements behind the eyelids before opening them
to aim the teleportation of the main character. Moreover, the insights gained through
exploring the concept through play allowed the creation of Gaze+Hold (Chapter 7): a
technique that leverages the eyes as two separate sources of input to support continuous
direct manipulations in multiple desktop interfaces, e.g. drag and drop or map navigation.

Each concept must not be viewed as a separate theme, but as it will become more
evident throughout every chapter in this thesis, they are intertwined. For instance,
concept (1) introduces tension to gaze interaction by adding a \side e ect" to how the gaze
point is used in the game. This game mechanic will require to rely on the broader visual
eld (and peripheral vision), requiring players to look away or playing without looking
at the game objects they control. Moreover, concept (2) focuses on the capabilities of
playing relying on peripheral vision, which can be understood as another type of tension
as the player's attention is moved from the focus to the periphery, and they must solve the
game puzzle without looking at objects of interest. Finally, without explicitly avoiding
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repetition, concept (3) introduces another type of tension by requiring players to close
their eyes to play the game. Accordingly, the game challenge is grounded in not looking
at objects that, nonetheless, can be perceived in peripheral vision.

1.3 Thesis Structure

The following chapters divide the work by presenting each of the proposed playful concepts
separately:

Chapter 2 introduces the Methodology followed in every relevant chapter highlighting
two main focuses on the core of this thesis: a Research-through-Design approach and the
further empirical evaluation of the game concepts presented.

Chapter 3 presents an overview of the current state of the art in the adoption of
gaze-based interaction in games. We provide a brief introduction on how gaze interaction
has been used in general HCI to expand this into how research has tried to understand
the use of gaze in play through di erent surveys. Moreover, we describe related work
providing insights on game dynamics and experiences that emerge when using gaze input,
and games that adopt di erent gaze behaviours in gameplay beyond using the eyes as a
pointing device.

Chapter 4 challenges state of the art by moving beyond the obvious ways of using
gaze interaction and proposing tdplay with tension". The chapter explores the limits
of designing gaze interactions in the gaméwileyed by twisting commonly used forms of
adapting gaze for interacting in games to create tension.

Chapter 5 re ects on the potential to extend gaze-enabled play by considering the
broader eld of view. We developedSuperVision a collection of three peripheral vision
games. The game designs are disruptive in requiring players to rely on peripheral vision
for tasks they would normally, and more easily, perform with foveal vision.

Chapter 6 introduces the use of eye movements behind the eyelids faay without
looking". In this chapter, we propose to play at a glance, using eye movements behind the
eyelids, and gaze pointing when the eyes are opened. We designed the gamptonEyed
to demonstrate the use of the technique in three playful scenarios, introducing the act of
closing and opening the eyes to control the character's powers to teleport.

Chapter 7 demonstrates how concepts that are tested playfully can lead to new
techniques for eyes-only interaction. We describe the Gaze+Hold interaction technique
emerging from the insights gained in the game exploration from the previous chapter.
Gaze+Hold interactions leverage the eyes as two separate sources of input by using ex-
plicit closing of one eye to modulate gaze input from the open eye. Finally, we explore the
use of the technique in tasks including drag and drop; menu navigation and selection; se-
lection of multiple objects; scrolling, zooming and panning; and navigation, teleportation
and view control.

Chapter 8 discusses the work included in this thesis by presenting three frameworks:
(1) Not Looking in Gaze Interaction (2) Gaze Roles and Metaphorg3) Gaze in Play
Each framework emerges from the analysis of state of the art games and the re ection
on our research work. In (1), we discuss a taxonomy tackling the core of this thesis:
opening up a distinct space of gaze interaction design intooking versusnot looking
The taxonomy is described with ve discrete categories based on whether speci c game
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events mean the playemight not; cannot; should not must not; or does not look In

(2), we discuss gaze diegesis (how gaze is integrated) with the game elements via the
use of Gaze Rolesand Metaphors The third framework (3) discusses gaze interaction

in games as the attention relationship between the user (the subject) and the game (the
object). We present four dimensionsl@entity ; Mapping; Attention ; and Direction) that
could serve as a design and inquiry toolbox to guide research questions, analyse and
communicate gaze mechanics in play.

Finally, Chapter 9 presents a nal discussion about the scope of the work and the
three presented frameworks and a re ection on how they open up the space to create
novel gaze interactions for gameplay. The chapter concludes with the implications of this
thesis and highlights emerging opportunities and directions for future work.

1.4 Contributions

The work presented in this thesis makes the following contributions:

Advancing \Gaze and Games" research with an exploration of three

novel playful mechanics. @ Beyond the game concepts as such, the work opens
up a distinct space of inquiry into \looking" versus \not looking" for the design of
gaze-enabled interaction in play.

Design and empirical evaluation of three game artefacts demonstrating

novel concepts for gaze interaction in play : (1) Playing with Tension; (2)
Playing with Peripheral Vision; (3) Playing Without Looking. We designed and
implemented a constellation of gaze-enabled games, presenting specic research
guestions. Each game chapter makes individual contributions:

{ Twileyed : We describe three mini-games using gaze interaction paradigms
that integrate tension in their gameplay interactions. The games are used as
data to motivate a discussion and re ection on the use of gaze in games. Based
on the presented discussion and design outcomes, future work can engage in
continuing the debate on the adoption of gaze input in games.

{ SuperVision : We contribute a framework of playing with peripheral vision,
and a novel game dynamic created by elements that players must perceive and
manipulate without directly looking at them. We describe three mini-games
illustrating the implementation of the concept in playful and engaging expe-
riences. The empirical insights gained from player experience, performance,
and skill development evidence that games such as demonstrated can a ect
our visual skills and might in uence inhibition control.

{ KryptonEyed : We describe three possible scenarios and mechanics that il-
lustrate the use of eye movements behind the eyelids in di erent games. We
give empirical results on target selection accuracy in the feasibility study with
a discussion of the design implications. Finally, we discuss the opportunities
to use \not looking" metaphors with the proposed technique. Based on our
results, future work can explore the potential of integrating the proposed gaze
dynamic with other inputs and in di erent game genres.

8



Development of an eyes-only interaction technique emerging from playful

concepts . We demonstrated how a technique that is explored through the creation
of games could lead to novel uses of eye tracking for interaction and proposing a
new solution for the Midas Touch. KryptonEyed inspired Gaze+Hold to use the
eye closing/opening of one eye as initiation and con rmation events that modulate
continuous input from the open eye. We described a wide variety of applications
using the technique for continuous direct manipulation and enabling hands-free
interaction which is of particular interest for accessibility.

Development and presentation of three di erent Conceptual Frameworks.

We meta-analysed related work and the presented gaze concepts through concepts
that emerged from the design and evaluation of the described games. Beyond
discussing the new space of gaze interactions basedrmt looking the emerging
frameworks make speci ¢ contributions to gaze interaction design:

{ Introducing the aspect of diegesis in the design of gaze-based in-
teractions in games . We re ected on existing frameworks of gaze-enabled
play and extend them by using the concept of gaze roles and metaphors to
characterise and categorise gaze interactions in games. We discuss metaphors
and of gaze behaviours beyond pointing (e.g. communicative signal, adoption
of challenges or hurdles, empowerment of the player via gaze, among others).

{ Introducing a new taxonomy of conceptual dimensions to describe
gaze interactions based on game identity, context and gaze behaviour
The framework highlights the concept of gaze identity and behaviour that
could in uence the game experience. We guide a new design structure, pro-
viding design guidelines that aim to work hand-in-hand with state of the art
frameworks. We outline in this design space future opportunities aiming to
inspire future research and gaze interaction design in games.

Identifying future directions for gaze interaction in game design and HCI

Our work has signi cance as it points to opportunities for using eye tracking and

gaze playfully. This contrasts the prevailing adoption of eye tracking as a utility for

e ciency (e.g. faster selection of targets) with ideas for using gaze more centrally
in games, as an element that is de ning the experience and/or challenges.






Methodology

This chapter outlines the methodology employed in our research work to highlight the
wide variety of methods used and the conceptual background in forthcoming sections.

In this thesis, we intend to understand the potential of gaze input for gameplay based
on one fundamental question:

How can gaze be used more creatively in games?

We follow a Research-through-Design approach [294, 295, 76, 293, 131] to answer this
guestion and explore the space of gaze interaction in games. We focused on developing
game prototypes that investigate new concepts highlighting the potential of embedding
gaze input in games. We intend to go beyond the usability-focused \what you look at
is what you get" metaphor to explore the \unexpected" to investigate what playing by
\not looking” means for gaze interaction in games.

Research-through-DesignRtD) is a research approach that use methods of design
practice to generate new knowledge [293], and it has been widely used for interaction
design in HCI [294]. According to Gaver [76], the output dRtD takes the form of research
artefacts and systems that sometimes are used in a eld test, but can also present a variety
of methods, theory, and conceptual frameworksRtD contributions focus on evaluating
and formalising interaction design research through the description of the design process;
the account of how the invention works; its relevance to the eld and context; and an
interpretation of the future possibilities and how it can be extended [294, 293].

RtD is relevant in this thesis for two reasons. Firstly, it allows to answer generic and
open questions [274] - such as the one presented above - and go beyond nding ways to
improve state of the art but actively imagining the potential future [295]. SecondlyRtD
puts the creation of prototypes at the core of the research [11] enabling re ection during
and after the design process and the discovery of new and unexpected solutions [131].
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RtD is usually present as a method in game design research [99], e.g., to create a
Live action role-playing game to explore the use of social wearable technology [41], or
to analyse \playful hacking" as a research process [81]. Howev&tD might not be
explicitly outlined in games research methodology [145], but be embedded in the design
of a digital game to test a research question.

RtD is an appropriate method for interaction design and game research because it
emphasises the creation of knowledge through re ective practice and experimentation
rather than proposing a project solution [99]. In games, the design experiments are not
about re ning a particular game, but to elicit more abstract qualities [274]. In our case,
we will systematically focus on creating games that explore qualities of the gaze input
and capabilities of the eyes, rather than focusing on creating \good games" that focus
more on other factors like player satisfaction. As such, our goal is to use this type of
design experimentation to explore the design space of gaze input in games and leverage
the creative potential of the eyes.

2.1 Exploring the Creative Potential of Gaze Input

This thesis's research objective is to explore the future of gaze-enabled games by designing
interactions and playful experiences that leverage the eyes' creative potential. To do so,
we explore game concepts highlighting aspects of gaze that have been underexplored or
sometimes overlooked, namely:

(1) Visual attention and challenging gaze behaviours (Chapter 4Playing with
Tension);

(2) The active use of peripheral vision and the broader eld of view (Chapter 5:
Playing with Peripheral Vision);

(3) Leveraging the physical function of the eyes and the eyelids to create new
interactions (Chapter 6: Playing Without Looking).

Each concept emerges from thinking about gaze input di erently and pushing the
boundaries of what we can do with gaze. For example, our work is noteworthy by focusing
on creating what might appear as game interactions with \poor usability". However, in
doing so, we leverage and emphasise the design of games that exploit and explore what
we can do with the eyes. This allows gaining a better understanding of the broader
possibilities and opportunities to use gaze interaction for gameplay. Accordingly, each
game concept surfaces as a provocation to gaze interaction in games state of the art by
proposing critic designs that focus on the following secondary research questions:

(1) What is the e ect of tension, challenge, and gaze interaction on the game ex-
perience? Given the design of anti-intuitive gaze control that adds tension to the
interaction, we aim to investigate the e ect on the player experience. Moreover, we
explore whether adding tension to the interaction requires players to rely on other
relevant visual capabilities (e.g., visual awareness, attention) rather than utilizing
the eyes' focus as a pointing device.
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(2) How can we engage peripheral awareness skills and their development in a game
context? We investigate to what extent players can perceive game objects and their
features when they can only bee seen in the periphery. To do this, we explore the
use of gaze aversion as a dynamic that could ensure the active use of peripheral
awareness capabilities.

(3) How can we create engaging game experiences that require to play with the eyes
closed? We aim to explore the ability to explicitly direct our eyes with the eyes
closed, investigating how accurate can we control where we are going to look next
behind the eyelids.

2.1.1 Concept Design and Evaluation

After the re nement of each proposed research question and objective for each proposed
playful concept, we aimed to conceptualise, design, and evaluate them by following the
following process (A{E). The methodology followed in this thesis was conducted by the
authors unless speci ed.

(A) Literature Review: Using the research questions described above, we performed
a systematic literature review. Firstly, each question sets a need to understand visual
capabilities, e.g., visual attention, peripheral vision awareness, and eye movements behind
the eyelids. Secondly, each ability requires a detailed review of the state of the art research
to get insights on how each concept (tension and attention; peripheral vision and aversion;
closure of the eyes and eye movements) has been used not only in general gaze interaction
but in the context of games.

(B) Preliminary ldeation and Formulation of Conceptual Frameworks Step (A) is of
high relevance for developing a preliminary interaction concept and a list of requirements
to meet the intended experience. These would in uence creating a conceptual framework
that details the \ingredients" necessary to guarantee the exploration and execution of
each research question from concept to an artefact. Moreover, the work presented in this
thesis consistently looks for metaphors from ction that contextualise the proposed gaze
interaction. The mapping of the requirements set in the conceptual framework onto the
metaphors provides a rst iteration on how each concept could be conceptualised.

(C) Game Design (From Brainstorming To Prototype Development)We systemati-
cally focused on developing game prototypes that explore each proposed concept in three
mini-game experiences to showcase new and creative uses of gaze. We have also explored
how the insights gained through playful explorations can be useful in other applications
or interfaces in di erent domains of HCI. Fiction and culture metaphors have been used
as game design inspiration to provide a context to each proposed gaze interaction con-
cept. This approach is in line with muse-based game design [126] (an exampldRtid
research), which uses a player as the muse to in uence and inspire the design of the game
experience. In contrast, we have adopted metaphors as the muse, whose role is to inspire
the designer to create a relevant game experience that relates to the concept and back to
the muse.

(D) Evaluation. Each gaze interaction concept and game artefact are evaluated using
user-centred methods for data collection to validate them and provide empirical grounds
and insights on the appropriate research questions. We conducted user studies designed
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Figure 2.1: Participants sat in front of a 27" display (Resolution: 1920x1080; Aspect
Ratio: 16:9). A Tobii EyeX eye tracker was placed under the monitor at 40cm from the
user.

to evaluate the game experiences developed and the gaze interaction concepts' usability.
To conduct the user studies, participants were asked to sit in front of a computer display.
Moreover, we used dobiiEyeX eye tracker under a 27" monitor (Resolution: 1920x1080;
Aspect Ratio: 16:9) at 40cm from the user - see Figure 2.1. This experimental apparatus
was consistently used for every user study outlined in this thesis. However, further infor-
mation is included in the forthcoming chapters about the procedure and modi cations to
the apparatus (when appropriate). For example, panels were used in the study presented
in Chapter 5 to block distractions in the visual eld.

(E) Re ective practice. Beyond this thesis's game design-driven approach, we have
followed an analytical methodology using re ective practice to de ne new theories in
emerging frameworks. The meta-analysis of the concepts presented in this thesis emerges
into three new design frameworks that highlight novel uses of gaze in games. These aim
to advance the gaze-enabled game research corpus and inspire new gaze interactions and
game explorations that propose new playful experiences that take input from the eyes.

2.1.2 Summary of Methods

The following chapters address our main research question by using a wide variety of
methods (see Table 2.1 for a summary):

Chapter 3 presents an overview of how gaze input has been adopted in games. To
provide an understanding of the state of the art, we conducted a systematic survey of 221
research-based, commercial, and independent gaze-enabled games. We analysed them to
develop the sections in the chapter. First, we provide an overview of how gaze interaction
is mapped to traditional game controls, known as the EyePlay game mechanics. We
continue to highlight the relevance of adopting gaze input in the game environment
leading to novel types of control experiences.

Chapter 4 introduces the conceptplaying with tension” in the gameTwileyed The
game was designed to include three mini-games that \twist" the usability of commonly
used gaze mechanics. We twist these interactions with rules, and ambiguous (maybe anti-
intuitive) uses of gaze to create tension and open the space for re ection. The games are
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inspired by stories of duality in ction and present the players with game rules introducing
side e ects to gaze interaction. In the games, we directly investigateéaze SelectionGaze
Navigation; and Gaze Aiming but also include events related tdmplicit Interaction and
Social Gazemechanics. The games surface as data and the device to re ect and discuss
design challenges, questions, and conceptual dimensions of gaze interaction in gameplay.
We invited twelve participants to play the mini-games. We observed them playing and
collected their insights on the experience. We performed a thematic analysis of the
gathered data and used re ective practice to discuss the emerging themes that point out
future opportunities.

Chapter 5 investigates the active use of peripheral vision in gaze-enabled games by
creating a conceptual framework folplaying with peripheral vision". We validated it
with the design and development oSuperVision a collection of three games that rely
on peripheral vision to succeed. The games are inspired by stories of harmful gaze in
mythology and popular culture and present the players with game elements they must
not look at directly. Each game poses perceptual challenges for assessing the game situa-
tion with peripheral vision and interaction challenges for mouse manipulation of objects
without gazing directly at them. We conducted a study of SuperVision with 24 users and
a follow-up study with ve users. To evaluate our gameplay concept, we assessed player
experience using the Game Experience Questionnaire [107], and player performance and
behaviour based on game logs and gaze heatmaps. Besides, we evaluated the partici-
pants' peripheral visual capabilities before and after playing the games to test for skill
development.

Chapter 6 investigates the use of eye closure and eye movements behind the eyelids
to \ play without looking'. We explore the act of closing and opening the eyes as a novel
eyes-only technique and test it as the power to teleport in three scenarios in the game
KryptonEyed. The game story is inspired by superheroes and stories of power balance.
Moreover, we studied the feasibility of the proposed dynamic during two user studies. We
conducted a preliminary study with 12 participants and a second one with 20 participants.
Firstly, we investigated whether it is possible to move our eyes behind the eyelids to
predict the position of static targets. Secondly, we tested the prediction accuracy based
on targets with di erent motion features using the technique and evaluated the resulting
game experience.

Chapter 7 describes the Gaze+Hold interaction technique, which utilises the closure
of one eye to modulate the continuous input of the open eye. We investigate the feasi-
bility, performance, and the user's spontaneous choice of closing one eye in a small-scale
feasibility study and a user study with 12 participants. These provide insights on gaze
accuracy, precision, and task usability when pointing with one eye closed. Moreover, we
assessed Gaze+Hold on a drag-and-drop task. Finally, through the design of concrete
interaction methods for general user interface tasks, we explore the technique's variety
and expressiveness.

Chapter 8 discusses design frameworks emerging from the discussion of the explored
game concepts and a re ection on state of the art to detail the lessons learned in designing
new opportunities for gaze-enabled games. Accordingly, each framework picks up the
insights from the constellation of game examples we present to set new lenses to analyse
the survey of related work presented in Chapter 3. In (I)Not looking in Gaze Interaction
we analyse games that use gaze interaction and make the user look away from the game
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action up to the extent they close their eyes. In (2§5aze Roles and Metaphorsve re ect

on the ambiguous meaning of gaze interaction by analysing the state of the art to come
up with a list of surveyed Gaze Rolesand Metaphors Gaze interaction roles represent
ambiguous mechanics in gaze, namelgpcial Hurdle or Power. On the other hand, gaze
metaphors serve as narrative gures that symbolise, illustrate, and are applied to the
interaction dynamics. In the last framework (3)Gaze in Play we go back to the gaze-
based experiences described in Chapter 3 to develop a taxonomy based on gaze attention.
Based on the multiple dimensions identi ed, we visualise the design space, highlighting
opportunities for gaze interaction design and future HCI gaze research.

2.1.3 Brief Re ection on Methodology

Readers must note that the di erence in the methods employed in this thesis is intentional.
The nature of the di erent research questions necessitates that di erent methodology
is used. For instance, studying the e ect ofTension in gaze interaction is dependent
on individual perception; thus, a thematic analysis of qualitative data extracted from
observation is appropriate. On the other hand, the study of the performance in peripheral
vision or eye movements behind the eyelids is best suited by quanti able and customised
tasks.

Nevertheless, there is a lack of consistency in evaluating similar parameters across
chapters such as Game Experience, e.g., custom-made questionnaires vs.Ghme Ex-
perience Questionnaire(GEQ) [107]. The decision to use a custom-made questionnaire
was in uenced by a need to adapt better the statements to the concrete research ques-
tions studied for each game. The custom-made questionnaires were not intended to be
used for cross-comparison between games but to provide individual insights, justifying the
lack of questionnaire validation. However, to better understand the change of methods
employed, we must clarify that chapters' written order di ers from their chronological
implementation. The study presented in Chapter 5 preceded the research of this thesis.
Accordingly, when planning the following user study, presented in Chapter 4, we con-
sidered using the GEQ. However, scienti ¢ research published at the time of the user
study planning declared some of the statements used in GEQ and tRéayer Experience
of Need Satisfaction(PENS) [121, 146], making both of the most used game experience-
based standardised questionnaires invalid. Therefore, the creation of an adapted and
custom-made questionnaire seemed appropriate at the time.

Nevertheless, new methods have been validated and made publicly available since
the publication of the research included in this thesis. If we could do things di erently,
we would use thePlayer eXperience Inventory(PXI) [2], and we encourage future work
necessitating to evaluate the player experience to use this comprehensive tool.
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In this chapter, we brie y account for how gaze interaction has been adopted in Human-
Computer Interaction (HCI). This includes the description of techniques that emerge
from using the limited amount of movements the eyes can perform. We follow with the
description of research surveys that tried framing the use of gaze input in games and
continue describing the most relevant game examples that showcase the disparate bodies
of work. In our methodology, we draw from previous research to contextualise an updated
survey of gaze-enabled play. We surveyed 221 research-based and commercial/indie gaze-
enabled games to present related work that highlights the relevance of using gaze input
for gameplay (see Appendix A for the list of the surveyed games). Firstly, we cover the
description of gaze interactions for game control, introduced by thEeyePlay framework
taxonomy [263]. We continue by presenting game examples and concepts that lead to
new game experiences that move away from traditional game control.

3.1 Gaze in Human-Computer Interaction

Eye tracking has enabled the creation of a wide range of techniques that allow interacting
with content by just looking at it. We can use our eyes for explicit aiming at targets
to acquire them [118], or implicit indication of interest, for instance, to enable a gaze-
responsive storytelling experience [234].

Eyes-only computer control had been demonstrated since the 90s [106, 225]. Jacob's
work [118] established a general style of eye movement from a design perspective for
discrete selection of objects and commands by pointing with the eyes, with dwell time
as click method facilitated by the ability to keep our eyes focused on a static object,
known as a xation. Gaze pointing for interaction supports interaction with graphical

19



user interfaces but is limited by the risk of theMidas Touch happening when users
accidentally look at items without the intention to select them [262].

The Midas Touch has been addressed in state of the art by multimodal combination
of gaze pointing to signal interest with key or button input to con rm the selection [118,
135, 95]. In a similar fashion, we can nd examples in related work complementing gaze
with the use of mouse [289]; touch [235, 266, 196, 247]; voice [190]; gamepads [29] and
mid-air gestures [201]. Others used blinks and winks as a method of selection of the
targets the users look at [133, 230].

Alternative solutions include a large body of work on other forms of gaze interac-
tion beyond point and dwell that utilise the limited amount of movements the eyes can
perform. This includes basic saccadic eye movements, smooth pursuits, vergence or the
vestibulo-ocular re ex (VOR).

Saccades are quick jumps the eyes make to change focus from one location to another
while exploring the scene. Saccades can be deliberate and they have been used for
interaction to encode gaze gestures for interface control (e.g. left, right, up, down) [51, 93,
292, 290]; glances o -screen [114] or to con rmation targets [152] and gestures \drawn"
with multiple saccades [51, 286].

Moreover, smooth pursuits are smooth movements performed by the eyes when they
follow the movement of an object in motion, moving in sync. Pursuits have been leveraged
to indicate the selection of moving objects [272, 60, 264, 227].

Vergence is the movement that adjusts the visual focus on di erent depths planes by
either converging (both eyes looking towards the nose) to focus on an object that is close
or diverging (both eyes looking away) to focus on an object farther away. Vergence has
been used for interaction, for instance, to explicitly control the depth position of objects
in the virtual space [215].

VOR is the ability to stabilise eye movements in the presence of head motion, e.g. by
nodding while xating on an object the eyes compensate the eye movements to keep the
object in focus. VOR has been used to enable target disambiguation of occluded objects
in 3D environments [157].

Moreover, eye movements can also happen behind the eyelids. For example, when
we are sleeping, there are involuntary jerky movements of the eyes called Rapid Eye
Movements (REM) [155]. This has enabled interfaces that utilise gaze gestures behind
the eyelids to input passwords discretely [63]by using electrooculography sensors in smart
glasses.

Beyond utilising gaze input for interaction in general Human-Computer Interaction
(HCI) applications, we focus on the use of gaze interaction in play experiences. The recent
emergence of eye trackers in the consumer space has spurred interest in novel creative
uses of gaze interaction and it is swiftly being introduced in mass-market gaming media,
with a ordable, portable, or embedded into gaming computers' eye trackers. In 150+
commercial game titles [245], including popular franchises such ar Cry [255]; Tomb
Raider [172];F1 [32]; Tom Clancy [59]; orAssassin's Creed254], players can trigger game
actions by aligning their gaze with objects of interest. This o ers the opportunity to use
gaze to augment the feeling of immersion (de ned as the deep but e ortless involvement
in a game experience [242]). To unfold 'looking' as not only gaze input in interactive
systems, we rst need to understand how state of the art utilises gaze interaction in play.
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3.2 Gaze in Games

The main thrust of gaze-enabled games use gaze pointing to provide accessible game
controls by replacing or complementing the original input modality [112, 116, 113, 231],
or adopting gaze input to enhance the feeling of immersion by adjusting visual graphics
via controlling the camera viewpoint [231, 180] and adaptive rendering [96]. Others use
gaze to augment the player experience by adapting the di culty of the game based on the
player's gaze behaviour [177, 5]; moving the avatar with the eyes [115, 220]; automatically
aiming at targets [113, 45]; or supporting the performance of game controllers [265].

Creative uses of gaze in games focus on designing dynamics based on eye movements
other than xations, such as smooth pursuits [272, 129]; winks [40] or pupil dilation and
blinks [56]. Moreover, gaze input has enabled game dynamics that integrate the social
use of the eyes in multi-player games to allow the control of tools and weapons [198, 9]; or
support communication between players [141] in collaborative [161] and competitive [182,
139] games. The underlying mechanic in all these examples is to leverage the use of gaze
and vision, exploring new and compelling ways to use gaze that are challenging by design.

In research, di erent surveys have been conducted to gain a better understanding of
gaze interaction in games [113, 240, 3, 241, 268mith et al. [231] investigated on how
gaze is represented in games. Their focus was to describe how to use eye movements for
interaction, and compared gaze with the mouse for game controlsokoski et al.[113]
reviewed eye tracker gaming with a focus on accessibility. They analysed future devel-
opment possibilities in di erent game genres and domains. The authors argued in their
survey on the potential and the requirements needed to integrate the use of eye tracking
for game control, the device input and the technical implementation of the game.

Moreover, Aimeida et al. [3] developed a survey that di erentiated between the use
of gaze interaction in games as the sensor and the interaction actuator. They focused on
the use of eye trackers to either substitute or complement traditional input game control
methods; or as an input method to analyse how players look at the game.

Finally, Velloso et al. looked at the use of gaze, and how it can be incorporated in
games, coining the ternkyePlay, referring to the \playful experiences that take input from
the eyes"[251]. In the EyePlay survey [263], the authors proposed a taxonomy from a
game mechanics-driven perspective, e.g. how gaze maps to traditional game control such
as directing weapons or moving the character. They created a framework highlighting the
compelling future of gaze for gameplay by categorising eye movements and game control
dynamics, with di erent types of input (discrete vs continuous), and organising them
in ve game mechanics: Selection and Commands; Navigation; Aiming and Shooting;
Implicit Interaction; and Visual E ects.

Going forward, we aim to provide an understanding on how gaze has been widely
adopted for interaction in games. We reviewed research-based; commercial; and in-
dependent gaze-enabled games. We started with the games included in previous sur-
veys [113, 240, 3, 241, 263]; and research articles and other media citing them since their
publication. We selected Google Scholar and the ACM Digital Library as the source to
nd research examples. In our search, we used the combined terntg@aze interaction;
play; and game Additionally, we set the time frame from 2016 to 2019, as this covered the
years from the publication of the last survey. Finally, we reviewed the Tobii-gaming games
library [245]; Tobii-Developers online forums, and media streaming websites (YouTube)
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in search of commercial and independent games.

We included results describing titled and untitled gaze-enabled games; eye tracking
input techniques for gameplay; game-like virtual environments using gaze for interaction;
and gaze-based applications self-determined as a game or as a playful/entertainment
experience by the authors. Both physical (hardware artefacts) and digital games were
considered. We excluded the results that presented the use of eye tracking input to gain
a better understanding of players' cognitive processes and behaviours during gameplay.
Although the focus of this framework is gaze interaction, we do acknowledge that other
uses of gaze in games exist. Overall, we discarded all results that did not use gaze
interaction to a ect the dynamics of the game in real-time, e.g. research on how to
visualise gaze data to understand the player's gameplay behaviour.

We gathered a total of 221 games including research-based games; video demonstra-
tions of independently developed games; FOVE VR experiences; and the 152 games listed
in the Tobii Library [245]. We found 67 research-based games: ve of them set in VR,;
two were hardware artefacts; two are played on hand-held devices, and the rest were
screen-based games. We found two independent games, and one of them was a large-
scale interactive installation. For each of the games, we read their description or watched
a video of their gameplay to understand the embedded gaze capabilities.

In the following sections, we look at state of the art games to understand how gaze
interaction has been used in the play context. First, we revise the game mechanics gaze
has enabled in related work inline with Velloso et al.'€yePlay framework. Moreover,
we expand this knowledge to give an insight on the use of gaze interaction for game
control, immersion, and to create novel game dynamics, supported by the description
of the most relevant games found in the literature review. These showcase the rich and
disperse environment of gaze-enabled play design.

3.3 EyePlay Game Mechanics

The EyePlay framework [263] is seminal in identifying a set of game mechanics enabled by
gaze input. Game mechanics is the term used to describe the speci ¢ way in which players
invoke actions in the game to interact with the game world, for instance, jumping, ring

a gun, or moving. The EyePlay taxonomy showcases the disparate collection of gaze-
enabled game mechanics that have been adopted by commercial games beyond research-
based applications. Table 3.1 lists a summary of the most popular gaze-enabled game
mechanics as advertised in the Tobii Games Library [245] and categorised using the
EyePlay taxonomy. The table highlights the trend in using gaze input to automatically
move the game camera when looking at the sides of the screen to extend the game view, or
hide the user interface when the player is not looking at it for a cleaner screen. Moreover,
another widespread adoption of gaze input has been to aim the direction of weapons at
gaze, and trigger selections of the game elements the players look at.

3.3.1 Gaze Selection and Commands

The fundamental principle of gaze interaction is to leverage gaze as a natural pointer
and selection mechanism for objects the users align with their eyes. Therefore, an object
is selected when it is looked at [45], triggering the object's choice or modulating an
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Table 3.1: Summary of Gaze-enabled Game Mechanics and population of games cate-
gorised following the EyePlay taxonomy.

GAME MECHANIC # GAMES GAME MECHANIC # GAMES
Selection and Commands Implicit Interaction

Interaction at Gaze 33 Clean Ul 53
Select at Gaze 14 Environment Awareness 17
Menu Navigation and Interaction 9 Highlight at Gaze (e.g. survival instinct) 11
Map Navigation 3 Response to Eye Contact 10
Enemy Tagging 5 Aect Al at Gaze 4
Mark at Gaze 5 A ect Environment at Gaze 3
Target at Gaze 5 Auto-Pause 3
Other Game Actions (e.g. Hack, Magic) 13 Reveal Viewcone at Gaze 2
Navigation Peripheral E ects 1
Navigate at Gaze 8 Visual E ects

Cover at gaze 4 Extended View - Eye & Head Tracking 122
Auto-Turn 3 Depth-of-Field & Dynamic Light 15
Auto-Climb 2 Bungee Zoom 12
Warp at Gaze 2 Center Camera at Gaze 10
Dash at Gaze 2 Gaze Cursor Visualisation 8
Guns for Hire 1 Zoom at Gaze 6
Aiming and Shooting Camera Control (e.g. pan, free view) 6
Aim at Gaze 39 Light E ects (e.g. sun e ects) 5
Gamepad Cursor Warp 17 Dynamic Depth of Field 4
Throw at Gaze 7 Head Pose Tracking and Mirroring 2
Flashlight Control 2 Character Eyes Control 1
Aim Assist with Gaze 2

Character Head Movement 1

Steer with Gaze 1

action or command. Once the selection is made, gaze can move away leaving the object
selected. This mechanic could be used, for instance, to look at all the objects you want to
collect [231]. In commercial games, players can mark, target or tag enemies by selecting
them by gaze; or interact with in-game widgets such as maps and menus.

Gaze selection was made available in games to substitute other controllers, such as
the mouse, designing for accessible gameplay [12]. However, in other examples gaze pre-
selects the object and another input modality con rms the selection, e.g., voice [190];
gestures [28]; or touch in an AR application [142]; thus avoiding thiglidas Touch prob-
lem [262] that happens when gaze is both the sensor, when we scan the scene, and the
actuator, when interacting at gaze.

Another approach is to use unconscious gaze attention for implicit selection. For
instance, inJalaliniya's guessing game [119], the engine would \guess" which character
the player chose, based on their eye movements and the time they look at the selected
target. In other examples, players can select the object they want to interact with by
matching the movement of a moving target with their gaze motion [272]; or con rming a
selection by just looking at an item during a dwell time [29, 282].

3.3.2 Gaze Navigation

Where the eyes look at in the game has also been used to control the game's avatar's
motion. Some examples use a direct mapping between gaze and the avatar position
in the screen; for instance, moving the game character towards the point where the
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player is looking at in the game scene [231, 220]; directly controlling the position of a
paddle [49, 269]; or aiming the direction of the movement (steering) that is triggered
with a di erent input modality, e.g. voice to navigate through tunnels [190], or \jump"
between platforms [257]. In commercial games, navigation mechanics, allow the player
to look at locations in the scene where they want the character to automatically move
and cover from enemies; climb or move alliesduns for hire" mechanic in Tom Clancy's:
The Division 2 [59]) when the controller's key is pressed.

Other examples used eye gestures, to encode the direction of the characters’ movement
in desktop [115], and mobile games [1]. IBazePilot [188], Nielsen et al. used the gaze-
point to steer the direction of the plane in the game. If the players were looking at the
upper part of the screen, the plane would tilt and point up while automatically moving
forward. In the gameBreakOut [49], the player can move the game paddle to where they
look. Overall, gaze navigation is used as a mechanic Mook to go there" [231, 220], or
to point at a Cartesian space(areas associated to the di erent directions on the scene,
e.g. up, down, left, right) [115, 188].

3.3.3 Gaze Aiming & Shooting

The player's gaze-point in games has also been used to shoot and aim the direction of
weapons, superpowers and tools towards the game scene. The integration of gaze input
for game control has enabled players to explicitly aim a torch [9, 266]; focus their attention
on an opponent character to intimidate and stop them [270, 140]; or to use the power to
freeze enemies at gaze [179].

Gaze input has also been used to support other input modalities; thus the eyes are
used to aim at the target whereas mouse [231]; keyboard [239, 113]; touch [198]; mid-air
hand gestures [266]; or voice [282] are used to conrm the ring of weapons or super-
powers. Others, leveraged gaze pointing to improve the mouse performance in a shooter
game [265], by wrapping and swiftly move the mouse cursor towards the gaze point.
Moreover, in research games, players can also shoot with gaze only by con rming the
shooting with blinks [282]; with an upwards gaze gesture [112]; or by following a moving
target in VR [129].

3.3.4 Implicit Interaction and Visual E ects

As seen in the previously described mechanics, gaze interaction has generally been used
for explicit game control in which the player consciously seeks to interact with the game
at gaze, e.g. to select, move the avatar or shoot. However, gaze interaction can also
be implicit when players have no intention to interact at gaze and game e ects happen
\behind the scenes", as seen in Jalaliniya et al.'s guessing game [119]. Accordingly, gaze
input has enabled responsive game engines that adapt their di culty [177, 5]; predict
player's intentions [96]; make something appear in the interface when players look at
speci ¢ locations [80, 20, 254, 59]; challenge the player by displaying to an opponent
player where they look at in competitive games [141, 183], or even invisibly calibrate
the eye tracker during gameplay so it can be used for later interaction [211]. All these
examples use gaze data implicitly, leveraging the natural gaze behaviour to scan and
capture information we attend to in the scene.
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Another body of related work leverages the eyes as a tool for communication to
integrate social behaviours into the gameplay. The way we look can encode di erent
meanings in a social context, e.g. distraction, submission, or attention. State of the art
has used implicit gaze input to enhance interaction with avatars that can react and adapt
their conversation depending on where the player is looking [271, 68].

Finally, implicit gaze input has been used to control in-game visual e ects. Examples
include adaptive depth-of- eld blur to improve the perception of 3D game objects and
compensating camera motion [96]; automatic adjustment of the game graphic's rendering
to the game objects that are looked at or to dynamically compensate the scene brightness
when looking at dark/light areas [254], and centering the camera on the gaze-point for
greater immersion [231, 172]. However, the most widespread gaze-enabled mechanic is
to slightly move the camera view when the player looks at the edges of the screen. This
enables an extended view which aims to provide a greater feeling of immersion.

3.4 Gaze Gameplay and Game Control

Beyond speci ¢ gaze-enabled game mechanics, related work has adopted gaze input to
provide di erent control and gameplay experiences. As with any game controller, gaze
input allows the player to become an active actor and the omnipotent entity outside the
game that controls the main character actions. Accordingly, gaze is introduced as an
alternative input that leverages the natural attention of the eyes to facilitate interaction.
For example, in Djamasbi et al.'sSimon Saysgame, gaze is used as the pointing device
that selects the buttons in the digital interface of the game.

Alternatively, the player's gaze can be integrated into the game as if it is the avatar's
gaze that is looking at the game world (Figure 3.1, A). This enables the player to adopt
the game character's \abilities". InMedusa's Lair [98], an installation-like game that uses
body tracking and gaze interaction, the players can run around an open space controlling
the position of their avatars in the game world. Another player is in front of a screen
in a remote desktop computer, and taking the gaze powers bfedusa a creature that
can turn anyone into stone when looking at them. In the game, the user looks at other
players' avatars to petrify them.

Accordingly, the integration of gaze interaction in play allowed game experiences that
leverage the eye's natural capability to encode social cues, e.g. looking at someone to
demonstrate attention or looking down to show submission. For instance, when the player
looks at a passerby iPAssassin's Creed[254], they wave at the main character and not
the game camera (the location of the player in the game's perspective). In research, Vidal
et al. investigated the use of social gaze interactions as a game mechanidte Royal
Corgi [271]. In the game, the player assumes the role of the dog trainer candidate (in
a First-Person perspective) that needs to talk to di erent characters in the game scene.
When the player interacts with these characters, they can modify their conversation
depending on whether the player is looking at them, other characters or somewhere else
in the scene. For instance, when talking to théilitary Advisor, players need to show
respect by maintaining eye contact. Moreover, when talking to thBudget Advisort they
need to be careful and not glance at his wife, or he will get o ended. These examples
leverage the eyes' non-verbal communication capabilities to introduce realistic social gaze
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Figure 3.1: Gaze input can provide di erent gameplay experiences depending on how
gaze is embedded in the game mechanics. A) Gaze is integrated in the game world, e.g.
the player's gaze is the avatar's gaze. B) Gaze is independent from the game scene and
it encodes in-game commands, e.g. gaze input is a pointer for control.

interactions in games.

Another body of work expanded on the use of social gaze mechanics to facilitate non-
verbal communication between users in multi-player games [141]. For example, Maurer
et al. displayed each player's gaze-point to their partner in the gaméb & Obb[161], so
they could communicate with each other and work out the game challenge together. We
can nd similar examples that display a visualisation of the gaze-point to other players to
guide them through the game task, e.g. to complete a puzzle [42] or support hand gestures
to help escaping a virtual labyrinth [160]. Other multiplayer games, use the player's gaze
input to roll the eyeballs of the virtual avatar so the other player can see their \natural”
gaze [222]. In contrast, in the competitive split-screen First-Person Shooter multiplayer
game Screencheat[139], players are invisible and need to look at each other's screens
to win. Each player needs to nd the other and kill them rst. To do this, they are
encouraged to look at the half of the screen where the other player is playing. In the
scene, they can see where the player is but also where they are looking at (the gaze point).

Beyond adopting the social gaze for game control, games have widely used gaze input
to either substitute traditional controllers or support them, both providing an alternative
and compelling novel game control modality. Traditionally, gaze is transformed into a
pointing device that is disjointed from game elements (Figure 3.1, B) but can encode
in-game control commands. Concretely, where the player looks at is not where the main
avatar looks but could be used to control their position, e.g. the \look to go there"
navigation game mechanic. Velloso et al. utilised gaze Battle eld 3 to support the
mouse's performance [265]. On mouse movement, the cursor would speed up towards
the gaze point to facilitate the swift control of the weapons carried by the mouse. In
Vidal et al.'s Pursuit Frog game [272], the player follows with gaze the motion of moving
ies, performing smooth pursuit eye movements, to select them so the frog can feed on
them. Moreover, Istance et al.'s version of the gam@&/orld of Warcraft [115] or Bates
et al. gaze-enabled controls foBecond Life[12] are examples presenting accessible and
gaze-only game controls. In both games, the player can look at the arrow-shaped buttons
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Figure 3.2: Gaze pointing enables the control of game elements inside and outside the
scene, e.g. A) weapons and tools the avatar carries; B) The avatar's body position or
orientation; C) Physical artefacts in the real world; or D) encoding di erent control
directions with eye gestures.

overlayed on the game scene to move their avatars with their eyes only.

Gaze pointing has allowed the integration of di erent paradigms for game control in
gaze-enabled play. Related work has showcased di erent uses of gaze to control the main
avatar, the rearms they carry, physical artefacts or encoding control gestures. In some
examples, gaze controls something that is operated by the main avatar. For instance, the
control of the direction of weapons or other objects and tools such as torches or vehicles
(Figure 3.2, A). This game mechanic has widely been integrated into commercial game
franchises, e.g.Tom Clancy [59] and Tomb Raider [172], or research-based games such
as StarGazing [266] that uses gaze to control the direction of a torch that illuminates
the scene. Other examples use gaze pointing to directly move the avatar or orient their
body towards the gaze-point in the game world (Figure 3.2, B). For instance, in the game
Schau Genau![220], the game avatar (a butter y) always moves toward the gaze-point.

In Dying Light [243], players can look at the top of ledges while sprinting to make the
main avatar automatically climb walls.

Gaze control is not only limited to moving game elements, but has been used in related
work to direct objects outside the game scene (Figure 3.2, C), e.g. a physical artefact
that the player wears in the real world, or virtual objects that are superposed between
the game scene and the player. For instance, lmaserViz: Cup game[261], the player
wears a head-mounted eye tracker holding a laser pointer, which visualises where the
player is looking at in the space. In the game, players need to follow how the opponent
mixes three cards and guess where the special card is when they stop and select it using
the gaze laser visualisation. In contrast, itMaurer et al.'s Mario Bros. game [159], gaze
controls a \virtual" object an spectator user can control. In the game, the primary player
is challenged with a hidden half of the screen, and they are unable to see what is coming
next in the game world. A secondary player, traditionally a spectator, can take control
with gaze of a virtual pinhole (working like a torch) to help the main player see through
the dark screen during gameplay. This example highlights the potential to integrate gaze
with other game controls to transform the role of an audience user into an active player.

Finally, mechanics for game control can take input from the physiology and behaviour
of the eyes aligned with related work on gaze gestures. This includes how the eyes move
and their motion's direction, but not the precise location of the gaze-point in the game
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scene. For instance, in the gam@&rackMaze [1], the player can control the direction of
a ball with eye gestures. The eyes simulate joystick actions, and the player needs to roll
their eyes side to side to move a ball in the maze (Figure 3.2, D).

3.5 Gaze-enabled Game Dynamics and Immersion

Beyond game control and mechanics, gaze input promises PC gaming an improved expe-
rience with augmented controllers, enhanced gameplay and a greater feeling of immersion.
Depending on where the players look at in the game scene, di erent game dynamics might
emerge. Generally, the player's gaze interacts with the space where the game develops,
the game scene. In digital games, it corresponds to the 2D/3D virtual world, whereas, for
physical or analogical games, it is the board or space where the game takes place. The
simple act of looking around the game scene can create di erent game dynamics based
on the player's attention to the scene. IPAntunes et al's Zombie Runner[5], the avatar

is automatically running and will avoid obstacles or enemies only when the player has
looked at them beforehand, requiring they are attentive to the hurdles they encounter. In
the game, like in real life, the avatar trips on obstacles you have not seen. Similarly, other
examples use gaze attention to control the storytelling experience. In the VR experience
Rapture of the Deep[204] or the 3D gameFractile [143], the player can unravel hidden
stories and advance on the narrative as they look around the scene. These examples
showcase how gaze interaction is more than explicit or implicit pointing, but it yields the
player's intention.

Digital games can contain overlaid information such as maps and game statistic's
visualisations among other elements the player can interact with at gaze, e.g. navigate
and select options in the game menu in the commercial gam&sagami [287] orDreamfall
Chapters[75]. In game design, we can nd examples that leverage the player's intention
to either attend or interact with the game scene (Figure 3.3, A) against the overlaid
information in the user interface (Figure 3.3, B) to allow greater immersion by providing
a cleaner scene. In games such &m Clancy's The Division 2 [59], or Hitman [109],
the player might look at the scene corners in search of game information such as a game
map, the avatar's life statistics or a weapon menu. In contrast, when the player looks at
the game scene and is not looking at the GUI elements, the latter turn semi-transparent,
facilitating greater game immersion and a wider eld of view.

We can nd other creative game dynamics that arise from the concept of gaze atten-
tion for interaction during gameplay. The gameShynosaurs[270] draws from concepts
associated with social gaze previously seen in games suchitas Royal Corgi[271], to in-
troduce attention dilemmas as a novel gaze-enabled game dynamic. The game challenges
the player to pay attention to the game scene to solve the game task while necessitating
to focus their attention on other game characters at the same time (Figure 3.3, C). In
Shynosaurs[270], the players need to drag and drop the \cuties" (sheep-like creatures)
to safety with the mouse. However, \shynosaurs" (dinosaur-like enemies) will attempt to
steal them while the player is concentrated in solving the task. Gaze interaction enables
the player to intimidate the \shynosaurs" by looking at them and stop their attack. This
introduces an attention dilemma as the player needs to pay attention to the \cuties" to
accurately pick them up and drop them, but also needing to look at the other characters
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