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Abstract— Recently, there has been an increasing interest in exploit-
ing interference cancelation to support multiple adjacent concurrent
transmissions instead of avoiding interference through scheduling. In
line with these efforts, this paper propose an interference coordinated
routing (ICR) scheme for wireless multi-hop networks to achieve
more transmission concurrence, and thus lower the end-to-end delay.
The proposed ICR scheme firstly constructs an initial path by the
interference-aware routing algorithm, which captures the end-to-end
latency and spatial resource cost as the routing metrics. Then, to
analyze the feasibility of concurrent transmission for a given link
set, we consider the interference coordination and formulate the
concurrent transmission of multiple links as a linear programming
(LP) problem. The solution to the LP problem indicates the power allocation. Finally, a distributed guard zone based
selection (GBS) algorithm is further proposed to iteratively explore the maximum feasible link set for each time slot. The
selected links are simultaneously active for packet transmission with the allocated power in the current time slot, and the
remaining links will be put off to the next. Simulation results confirm that ICR reduces the end-to-end delay by 9.16% to
73.82%, and promotes better transmission concurrence compared with the existing schemes.

Index Terms— Wireless multi-hop networks, routing, successive interference cancelation (SIC), superposition coding
(SC), end-to-end delay.

I. INTRODUCTION

IN recent years, the rapid development of the Internet of
Things (IoT) and 5G network has enabled the wireless self-

organizing multi-hop network to support wider applications in
the harshest of environments, such as volcanoes, hurricane-
affected regions, and underground mines [1]–[5]. In these chal-
lenging environments, the parallel data packet transmissions
from multiple nodes become a common scenario, and mutual
interference is the leading cause of congestion, which further
results in high end-to-end latency. Therefore, investigating
interference-aware low-latency communication is a continuing
concern within these wireless scenarios. Most IoT enabled
devices are equipped with a wireless transceiver to exchange
data with other neighboring nodes, and, when necessary, to
relay packets via neighboring nodes to destinations that are
not within direct communications of each other. Accordingly,
the main challenge faced by many researchers is how to design
an interference-aware low-latency routing scheme for wireless
multi-hop scenarios [6]–[8].
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Interference is a fundamental impediment to the end-to-end
delay in a wireless network since the wireless channel is a
shared and thus interference-limited medium. In a local area,
e.g., the center area of network, the accumulated interference
among multiple links may be too severe to transmit data
simultaneously which gives rise to the hot spot problem [9].
Existing routing protocols [10]–[16] generally added interfer-
ence awareness into routing protocols to avoid routes passing
through the hot spot of interference, increase the transmission
concurrence and improve the network throughput. However,
these routing protocols come at the cost of increased end-to-
end delay. Some recent studies [17], [18] have suggested that
the cross-layer design could effectively mitigate the interfer-
ence by combining the routing process with the scheduling
strategies in the medium access control (MAC) layer and
interference cancelation techniques in the physical layer. Time-
division-multiple-access (TDMA) is a MAC mechanism com-
monly used in wireless sensor networks or wireless ad hoc
networks, where the MAC time is divided into time slots, and
links are active for data transmission only in their assigned
time slots. Considering that end-to-end multi-hop transmission
costs multiple time slots, most of the previous cross-layer low-
latency routing protocols [19]–[23] focused on designing the
optimal scheduling for finding an optimal simultaneous link
set in each time slot without causing strong interference in
the network, so that the activation of interfering links can be
well-managed to achieve optimal spatial reuse. However, these
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studies failed to resolve the hot spot problem. Consequently,
link scheduling may cause a long end-to-end delay.

Instead of avoiding the interference through scheduling,
some recent studies have shown an increasing interest in
exploiting the interference coordination to allow multiple adja-
cent concurrent transmissions to coexist [24], [25]. Successive
interference cancelation (SIC) and superposition coding (SC)
are two well-known physical layer interference coordination
techniques. The former enables simultaneous unicast trans-
missions from multiple senders to a single receiver, and the
latter enables simultaneous unicast transmissions from a single
sender to multiple receivers.

A considerable amount of literature has been published on
interference coordination [26]. Among these studies, only a
couple of papers [27]–[36] focused on applying SIC or SC to
the scheduling and routing scheme so far. A source routing
with SIC and SC applied (S3) protocol was proposed in [27].
It introduced the interference aware expected transmission
time as the routing metric, but the effect that interference
coordination enables the receiver to partially cancel the inter-
fering signals was not analyzed. Later, some network graph
models (the conflict set graph [28] and simultaneity graph
[29], [30]) were applied to characterize the effect of SIC and
evaluate the link interference for scheduling. In [31]–[35], SIC
was further formulated in the cross-layer (physical, link and
network) optimization frameworks, and it has been shown that
substantial performance gains can be obtained by exploiting
interference. In this sense, the benefits of SIC was analyzed
and the SIC-aware routing (SAR) scheme was proposed in
[36]. SAR constructed the end-to-end path based on the
spatial resource cost and prevented the routing path from
passing through the hot spot area. Meanwhile, it defined the
SIC-able condition to discover the communication links with
potential SIC opportunities, thereby improving the end-to-end
throughput and mitigating the hot spot problem. However,
the existing routing designs only considered the interference
cancelation case that each receiver can cancel at most one
signal, which was not efficient for the concurrence of multiple
data packets. When multiple parallel data packet transmissions
happen, SIC should be applied and the order of cancelation
needs to be analyzed.

Clearly, efficient link scheduling, together with interference
coordination, contributes to promoting better spatial reuse
as well as transmission concurrence, which can be used in
a wireless multi-hop network to further lower end-to-end
delay. Motivated by these, this paper considers a wireless
network with multiple end-to-end data packets and proposes
an interference coordinated routing (ICR) scheme. In contrast
to the existing schemes, the importance and originality of this
study can be summarized as follows:

Firstly, an interference-aware routing is designed to con-
struct the end-to-end initial path, with the end-to-end latency
and spatial resource cost captured as the routing metrics. Then,
this paper analyzes the feasibility of concurrent transmissions
for a given link set. The concurrent transmissions of multiple
links satisfying the half-duplex condition are formulated as a
linear programming (LP) problem, and the power allocation
obtained from solving LP problem is checked by the mini-

mum signal-to-interference-plus-noise ratio (SINR) condition.
Finally, this paper designs a distributed guard zone based
selection (GBS) algorithm to iteratively explore the maximum
feasible link set for each time slot. The selected links will be
active for transmission according to the allocated power in the
current time slot, and the data packets of the remaining links
will be put off to the next time slot. By running the proposed
GBS algorithm slot by slot, the interference-aware scheduling
for multiple paths can be achieved in a compact manner.

In a nutshell, the proposed ICR scheme achieves a dis-
tributed cross-layer design (routing in network layer, link
scheduling in MAC layer, and interference-aware power allo-
cation in physical layer). Extensive simulations are conducted
for performance evaluation, which demonstrates the effective-
ness of the proposed ICR scheme in terms of improving the
transmission concurrence and thus reducing the end-to-end
delay.

The remainder of this paper is organized as the following.
Section II illustrates the system model and the interference
coordination methods: SIC and SC. Section III presents the
proposed ICR scheme. Simulation results are provided in
Section IV. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND INTERFERENCE COORDINATION

A. Network Model

We consider a network consisting of N stationary nodes
arbitrarily distributed in an area, where each node is equipped
with a single omnidirectional antenna and operates in half-
duplex mode. These nodes can self-organize to form a multi-
hop network. The whole network can be defined as a connected
undirected graph: namely, G= (V,P), where V is the set of
nodes and |V|=N is the number of nodes. P denotes the set of
all bi-directional wireless communication links between pairs
of nodes. Each node i can adjust its transmission power Pi up
to the maximum limit Pmax. In case a node i ∈ V transmits
data X with the maximum power Pmax, and another node
j ∈ V can successfully decode X without the aid of any other
nodes, we say Pi,j ∈ P exists.

Consider the Poisson traffic model as the packet generation
model of the network, where the packet generation process for
each node per time unit follows the Poisson distribution. Thus
the total number of packets in the network is changing with
time, and every time a packet is newly generated, the source
node will initiate a fast routing process to construct an end-
to-end path towards the related destination node. Assuming
that all the packets generated in the network have the same
bit length, β is the required SNR threshold for a successful
packet transmission. According to the threshold-based recep-
tion model, the Neighbor Set of node i, N (i), consists of all
reachable nodes of i:

N (i) =

{
j ∈ V

∣∣∣∣Pmaxgi,j
σ2

≥ β
}
, (1)

where σ2 is the power level of the ambient noise, and gi,j
is the channel gain between node i and j, which contains
the effect of both large-scale path loss and small-scale fading.
We assume that all links in P are subjected to independent
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Rayleigh fading with average strength E [gi,j ] = d−αi,j , where
di,j denotes the Euclidean distance between any node i and j,
and α is the path-loss exponent. We assume that the network
topology G=(V,P) and channel gain {gi,j} keep unchanged
during the end-to-end transmission of each packet. In practice,
the network topology, especially the channel gain may change
slowly. In this case, the reactive routing ways [39] can be used
to adapt to such change.

Similar to the existing research, see, e.g., [31], we assume
that the data scheduling or transmission occurs in time-slot
basis so that the slot length is the time required to transmit
one packet over a link. Meanwhile, each node stores the
packets generated or successfully decoded in its buffer which
is assumed large enough to contain these packets. During each
time slot, only the selected packets can be transmitted over the
related links, while other packets wait for the next available
time slot, i.e., these packets experience the queuing delay. Let
us assume that all the nodes are synchronized. The end-to-end
delay for a data packet is calculated from the moment this
packet is generated at the source to the moment it has been
decoded successfully at the destination, including transmission
delay over the multi-hop links and the possible queuing delay
at source and each intermediate relay node. Moreover, we
assume that, the control messages are transmitted reliably with
the negligible cost due to the fact that the length in bits of these
messages is very small compared to the data packet [10].

Similar to [37], it suggests that nodes always have a
means to acquire the channel state information (CSI) of their
neighbors. Consider two links Pi,j and Pm,j , which are active
simultaneously. Under the above-mentioned reception model,
the reception of link Pi,j is successful if the received SINR

Pmax · gi,j
Pmax · gm,j + σ2

≥ β. (2)

To ensure (2), the following inequality must be guaranteed:

gm,j < β−1gi,j , (3)

or node j should first cancel the interference from node m.
Therefore, we define the guard zone of link Pi,j , denoted by
Ai,j , as the set of nodes which violates (3). Specifically,

Ai,j =
{
m ∈ V

∣∣gm,j ≥ β−1gi,j
}
, (4)

and Si,j = |Ai,j | represents the number of nodes inside Ai,j .
For example, as shown in Fig. 1a, Ai,j={i, j,m} and Am,j=
{m, j}, so Si,j = 3 and Sm,j = 2. It can be observed from
(4) that for β = 1, Ai,j denotes a set of nodes which have
larger channel gains than node i. For β→0, (2) always holds
regardless of the interference from any node m∈V\i, in this
case, Ai,j={i, j}. Oppositely, for β→∞, Ai,j=V .

While Pi,j is active, any node in Ai,j\i will either be pro-
hibited from transmitting or it must satisfy a set of constraints
which we will state later. On the other hand, (2) indicates that
a single interferer from AC

i,j=V\Ai,j is acceptable. Although
multiple interferences from AC

i,j may degrade the SINR of link
Pi,j to a level below β, this can be avoided by appropriate
power allocation and link scheduling. In general, for the path-
finding process of a newly-generated packet, while Pi,j is
active, we have more freedom to select intermediate nodes
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(a) Typical SIC model.
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(b) Typical SC model.

Fig. 1: Illustrations of the guard zone and interference
coordination. In order to show the concept in an intuitive
manner, we assume β = 1 and ignore the small-scale fading
in this figure, thus the order of signal strength of links is the
reverse order of Euclidean link distances.

from AC
i,j than from Ai,j . Thus, to some extent, the size of

Ai,j can reflect the spatial resource occupied by link Pi,j .
For the interference from any transmitter m ∈ Ai,j\i,

interference coordination can be used to enable the concurrent
transmissions by canceling this interference. We define the
degree of guard zone Di,j for link Pi,j as the number of
upcoming transmitters inside Ai,j , and 1 ≤ Di,j ≤ Si,j .
Take three upcoming links {Pi,j ,Pm,j ,Pm,n} in Fig. 1 as
an example, it can be observed that Di,j = 2, Dm,j = 1 and
Dm,n=1. For Pi,j , Di,j indicates the number of interference
to be canceled before the desired signal at node j, and implies
the level of temporary strong interference on Pi,j .

B. Interference Coordination: SIC and SC

If there are multiple transmitters in the area of Ai,j , under
the traditional reception model, only one intended transmitter
i will be allowed to transmit. Concurrent transmissions to the
same receiver will lead to a collision and the reception of link
Pi,j will be prevented by the strong interfering signal from
other transmitters. In contrast, a SIC receiver is capable of
receiving from multiple transmitters at the same time and thus
can substantially increase throughput in the network. Fig. 1a
illustrates the typical SIC scenario where node j is receiving
from two concurrent transmitters i and m, gi,j < gm,j . The
stronger signal from node m, no matter whether it is the
desired signal or not, can be firstly successfully decoded only
if its SINR is no less than β, i.e., Pm·gm,j

Pi·gi,j+σ2 ≥ β. Then this
signal will be subtracted from the aggregate signal, and the
desired signal from node i can be decoded successfully if and
only if Pi·gi,j

σ2 ≥ β.
Correspondingly, if M links share a common transmitter,

under the traditional transmission model, these links will be
scheduled for transmission in the different time slot. A SC
transmitter can split its transmission power into M parts,
for simultaneous transmission to M different receivers. The
receivers then decode the signal destined for them by SIC. As
shown in Fig. 1b, node m simultaneously transmits two signals
to j and n, and gm,n < gm,j . P jm and Pnm are the allocated
power for link Pm,j and Pm,n, respectively (P jm+Pnm=Pm≤
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Pmax). When the following SINR conditions are satisfied,

Pnm · gm,n
P jm · gm,n + σ2

≥ β

Pnm · gm,j
P jm · gm,j + σ2

≥ β

P jm · gm,j
σ2

≥ β
P jm + Pnm ≤ Pmax,

(5)

the closer receiver j can decode both signals while the farther
receiver n can only decode its desired signal.

III. PROPOSED ICR SCHEME

In this section, the proposed ICR scheme is introduced
to reduce the end-to-end delay. Suppose that F − 1 source-
destination pairs already exist in the network, and a source-
destination pair {V ∗s , V ∗d } newly generates1. The proposed
ICR scheme is unfolded by the following three parts:

1) First, an interference-aware routing algorithm is proposed
to construct an initial routing path r∗ for {V ∗s , V ∗d }.

2) Then, for a given link set, the feasible conditions of
concurrent transmission are analyzed and formulated as
a LP problem. The feasibility can be checked by solving
the LP problem.

3) Finally, to explore the maximum feasible link set for each
time slot, the interference-aware scheduling for multiple
paths is discussed and a guard zone based selection (GBS)
algorithm is further proposed.

A. Initial routing

In this subsection, we present an algorithm, named
interference-aware routing algorithm, to construct an end-to-
end initial path. Let us suppose that r∗ = {r1, r2, ..., rK} is
the constructed initial path from V ∗s to V ∗d , r1 = V ∗s , and
rK = V ∗d . Here, the end-to-end latency over an initial path
depends on the links in this path. The number of links indicates
the required latency cost in packet delivery over these links.
For example, the packet transmission times over r∗ is K − 1.
Therefore, selecting the initial path with a smaller wireless
hop count helps in achieving a lower end-to-end latency.

On the other hand, the links from the existing F − 1 paths
can affect the current availability of the links on r∗. Take any
link Pi,j ∈ r∗ as an example. In the t-th time slot, if one of
links {Pk,i,Pj,k} , k ∈ V is active, Pi,j will be unavailable
because both nodes i and j operate in half-duplex mode.
Moreover, accounting for the fact that the SINR threshold β
only works for the transmission of one packet, Pi,j cannot
simultaneously serve for two paths at the t-th slot, so Pi,j
for r∗ will be put off if Pi,j for another path becomes active.
Overall, apart from the wireless hop count, the interference

1For a given source-destination pair {Vs, Vd}, any newly generated packet
is regarded as a new flow with source-destination pair

{
V ∗
s , V

∗
d

}
coinciding

with {Vs, Vd}. This new flow may share the same route with previous packet
if the overhead of route finding is of primary concern. However, to optimize
the performance, each packet should be assigned a new route path which may
not be the same one as the previous packet of same source-destination pair
due to the dynamic change of interferences.

from the existing paths should also be considered in designing
the routing scheme.

Motivated by these, the link cost of Pi,j ∈ P is designed
as

Ci,j = TT
i,j + T I

i,j , (6)

where TTi,j represents the latency cost in the packet transmis-
sion over the link, and since each data transmission over a link
takes exactly one time slot, TTi,j = 1. T Ii,j is the expectation of
queuing delay due to the interference from the existing paths.

Suppose that, at some moment t0, there are F−1 existing
source-destination paths, where the f -th path has ηf , f =
1, · · · , F − 1 waiting transmissions, i.e., the f -th path still
needs ηf transmissions to finish. At this moment t0, a new
source-destination pair generates and an end-to-end path for
this F -th packet needs to be established. The routing algorithm
is aware of all existing F−1 paths but it cannot foresee the time
slots scheduling for the future transmissions of existing paths,
since the slot scheduling and power allocation is performed
at link and physical layer on a slot-by-slot basis. From the
perspective of routing algorithm, any candidate link Pi,j of
path F may meet any one of ηf waiting transmissions of
path f = 1, · · · , F−1 in any future slot. The probability for
meeting a specific waiting transmission of path f is 1

ηf
. If

this specific waiting transmission meets one of the following
three cases: occupying either transmitter i as the receiver or
receiver j as the transmitter, or sharing the candidate link Pi,j ,
the transmission of path F passing through Pi,j will highly
likely be postponed to the next time slot, leading to an increase
of delay by 1 time slot. Considering that there is no loop
in any existing end-to-end path, the number of transmissions
satisfying any of the above three cases for the f -th path is no
more than 1, and thus T Ii,j can be calculated by

T Ii,j =

F−1∑
f=1

1

ηf
·
(
xfi + yfj + zfi,j

)
, (7)

where xfi , y
f
j , z

f
i,j ∈ {0, 1} indicates whether transmitter i is

occupied as a receiver, receiver j is occupied as a transmitter
or link Pi,j is shared by the f -th path, respectively.

It is noted that when {V ∗s , V ∗d } is the first source-destination
pair, T Ii,j = 0 for any link Pi,j ∈ P . Since there may exist
multiple paths with the minimum link cost, to ensure the
uniqueness of the initial path, the spatial resource cost Sr∗
for the path r∗ is defined as the second routing metric. For
Pi,j ∈ P , Si,j = |Ai,j | is the spatial resource occupied by
Ai,j , and thus Sr∗ is obtained by

Sr∗ =

∣∣∣∣ ∪Pi,j∈r∗
Ai,j

∣∣∣∣ . (8)

The second routing metric Sr∗ will be only checked on
condition that the end-to-end latency cost cannot guarantee
the uniqueness of initial path.
V ∗s initiates the routing discovery and finds the end-to-end

initial path with the minimum end-to-end latency and spatial
resource cost, i.e.,

r∗V ∗
s ,V

∗
d

= arg min
r∈Ω(V ∗

s ,V
∗
d )

{∑K−1

k=1
Crk,rk+1

, Sr

}
2, (9)
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Algorithm 1: Interference-aware routing algorithm

Input: V ∗s , V ∗d , G = {V,P}, r(f), f=1, · · · , F − 1.
Output: Initial Path r∗V ∗

s ,V
∗
d

for {V ∗s , V ∗d }.
1 Each node i ∈ V calculates Ci and Si. Q ← ∅.
2 V ∗s broadcasts RREQ message including CV ∗

s
,SV ∗

s
,

Q ← Q∪ V ∗s .
3 Find i←arg min

i∈V\Q
(Cs,i, Ss,i). rV ∗

s ,i
={V ∗s → i}.

4 while i 6= V ∗d do
5 Node i broadcasts RREQ message with Ci,Si,

Q ← V ∗s ∪ i.
6 For each node j ∈ N (i), updates {Cs,j , Ss,j} by
7 if Cs,i + Ci,j < Cs,j then
8 Cs,j ← (Cs,i + Ci,j), rV ∗

s ,j
=
(
rV ∗

s ,i
→ j

)
Ss,j ← SrV ∗

s ,j
.

9 end
10 Find i←arg min

i∈V\Q
(Cs,i, Ss,i).

11 end
12 V ∗d sends a unicast RREP message along with r∗V ∗

s ,V
∗
d
.

where Ω (V ∗s , V
∗
d ) is the set of all possible routes from V ∗s

to V ∗d .
Nodes in the network broadcast the control message to make

a fast neighbor discovery to collect the neighborhood infor-
mation [37]. Through measuring the received signal strength,
each node i ∈ V maintains two N -dimensional adjacency
vectors, Ci = {Ci,j , j ∈ V} and Si =

{
Sri,j , j ∈ V

}
, which

records the end-to-end latency and spatial cost vector by (6)
and (8), respectively. Denote Q as the set of nodes which
have broadcast the routing request (RREQ) message, the
proposed interference-aware routing algorithm can be shown
in Algorithm 1.

It is noted that Algorithm 1 is designed based on the typical
path-finding process of Ad-hoc On-demand Distance Vector
(AODV) routing [39], which contains two steps: the current
node i, with the minimum latency and resource cost to the
source, broadcasts the RREQ message including its adjacent
vectors, {Ci,Si}, and put i into Q = Q ∪ i; Then any node
j received the RREQ message updates its adjacent vectors,
{Cj ,Sj}, and records the corresponding route, rV ∗

s ,j
, access-

ing V ∗s . We then iterate these two steps until the destination
node, V ∗d , becomes the current node, and V ∗d sends a unicast
route reply (RREP) message along the reverse of r∗V ∗

s ,V
∗
d

to
determine the end-to-end path. The proposed algorithm can
find an end-to-end initial path between V ∗s and V ∗d based on
the minimum end-to-end latency and spatial resource cost.
Clearly, this design can reduce the interference to other end-
to-end traffic and contribute to the low end-to-end delay.

2In general, argmin
i
{Ai} represents a set of indices corresponding to

min {Ai}. In this paper, we use i∗ = argmin
i
{Ai, Bi} to denote the unique

index such that Ai∗ ≤ Ai, ∀i and Bi∗ ≤ Bi, ∀Ai = Ai∗ .

B. Feasibility analysis of concurrent transmissions
In the time slot t, F upcoming links corresponding to F

initial paths need to be simultaneously active for data packet
transmissions. Accounting for the interference from concurrent
transmissions, it is necessary to analyze the feasibility of a
given concurrent link set L.

Set M = |L| as the number of links in L. L will be feasible
only when it satisfies the following two conditions:
Half-duplex Condition. With half-duplex nodes, it is clear
that, for any i, j,m ∈ V , link Pi,j ∈ L implies Pj,m /∈ L and
vice versa.
Minimum SINR Condition. For any link Pi,j , we have

γi,j ≥ β, (10)

where γi,j is the SINR seen by node j for signal from node
i.

It is trivial to check whether L satisfies the half-duplex
condition, so in the next we will focus on the minimum SINR
condition.

Assuming that L satisfies the half-duplex condition, since
the degree of guard zone Di,j for link Pi,j ∈ L is the number
of transmitters inside the guard zone Ai,j , Di,j indicates the
level of temporary strong interference on Pi,j . If Di,j = 1
and there is no links in L sharing transmitter i with Pi,j ,
node j will directly decode the desired signal. Otherwise, node
j will first decode the interfering signal and then cancel the
interference and decode the desired signal.

To satisfy (10), each link corresponds to a pair of constraints
which can be given according to the degree of guard zone.
When the degree of guard zone is larger than 1, the inter-
ference signal inside the guard zone will be decoded in the
descending order of channel conditions. Suppose that there
exists a link Pi,j with Di,j , the SINR constraint on each
interference signal from transmitter m inside Ai,j can be
expressed as

Pm · gm,j
Pi · gi,j+

∑gk,j<gm,j

k 6=i Pk · gk,j + σ2
≥ β. (11)

With SIC, after (Di,j − 1) interference signals have been
successfully decoded, the desired signal can be decoded if
the SINR γi,j satisfies

Pi · gi,j∑
k/∈Ai,j

Pk · gk,j + σ2
≥ β. (12)

Particularly, in case Pi,j shares a common transmitter with
other (L − 1) links in L, with SC, transmitter i has to split
its power into L parts. Let J (|J | = L) be the receiver set
including j, P ki is the allocated power for Pi,k, k ∈ J , and it
has

Pi =
∑

k∈J
P ki . (13)

Receiver j has to decode the interference signals of J in an
ascending order of channel conditions until the desired signal
can be successfully decoded. Therefore, the SINR constraint
on all the decoded signals at receiver j (including the desired
signal) can be given by

Pui · gi,j∑
l/∈Ai,j

Pl · gl,j +
∑gi,k>gi,u
k∈J P ki · gi,j + σ2

≥ β, (14)
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Fig. 2: An example for clarifying the feasibility of concurrent
transmission.

where u ∈ {k ∈ J |gi,k < gi,j }.
Based on the above analysis, M pairs of the minimum

SINR constraints, corresponding to M links in L, can be
formulated as M linear inequalities. We can further formulate
a LP problem that minimizes the total transmission power
subject to M pairs of the minimum SINR constraints. The
optimal power allocation for M concurrent transmissions can
be obtained by solving the above LP problem. Since each
node has a maximum transmission power constraint, L will
be feasible if the transmission power of any transmitter is no
more than the maximum transmission power.

Fig. 2 gives an example for clarification of feasibility. It
can be seen from Fig. 2 that L = {Pi,j ,Pm,n,Pk,l1 ,Pk,l2}
satisfies the half-duplex condition. Meanwhile, it can be seen
that Di,j = 3, Dm,n = 2, Dk,l1 = 1 and Dk,l1 = 1. Therefore,
according to (11) and (12), SIC can be used to formulate the
SINR constraint for Pm,n as

Pk · gk,n
Pi · gi,n + Pm · gm,n + σ2

≥ β
Pm · gm,n

Pi · gi,n + σ2
≥ β.

(15)

Both nodes m and k are located inside Ai,j . Therefore,
suppose that gm,j > gk,j , the SINR constraint for Pi,j using
SIC can be formulated as

Pm · gm,j
Pk · gk,j + Pi · gi,j + σ2

≥ β
Pk · gk,j

Pi · gi,j + σ2
≥ β

Pi · gi,j
σ2

≥ β.

(16)

Pk,l1 and Pk,l2 share a common transmitter. Therefore, trans-
mitter k will split its power into two parts for receivers l1 and
l2:

Pi = P l1k + P l2k . (17)

Suppose that gk,l1 > gk,l2 , according to (14), the SINR

constraint for the link Pk,l1 can be given based on SC as
P l2k · gk,l1

Pi · gi,l1 + Pm · gm,l1 + P l1k · gk,l1 + σ2
≥ β

P l1k · gk,l1
Pi · gi,l1 + Pm · gm,l1 + σ2

≥ β,
(18)

and the SINR constraint for Pk,l2 can be given by

P l2k · gk,l2
Pi · gi,l2 + Pm · gm,l2 + P l1k · gk,l2 + σ2

≥ β. (19)

Finally, the transmission power minimization problem can
be expressed as a LP problem

min Pi + Pm + Pk
s.t. (15), (16), (17), (18), (19).

(20)

Since the number of variables is less than that of inequal-
ities, the above LP problem can be solved by applying the
Fourier-Motzkin elimination (FME) method [40] that grad-
ually eliminates variables from the linear inequalities and
removes the constraints. The solution to (20) provides the
power allocation for the concurrent transmissions of links in
L. Only when all of three powers {Pi, Pm, Pk} are lower than
Pmax, will L be deemed a feasible link set.

C. Interference-aware scheduling
Denote Lt as the candidate link set formed by the upcoming

links of F paths at the t-th time slot, and F = |Lt|. Clearly,
in order to achieve low-latency end-to-end transmissions, we
need to find the maximum non-empty feasible link set from Lt
to perform the interference-aware concurrent transmissions.

A guard zone based selection (GBS) algorithm is introduced
to greedily explore the maximum feasible link set L′t from Lt.
The proposed GBS algorithm is designed based on the prior-
itization of candidate links. All the links are firstly prioritized
by the degree of guard zone obtained from Lt, and a smaller
degree of guard zone yields a higher priority. Accounting for
that multiple links may have the same degrees, the channel
conditions of links are chosen as the second metric for the
prioritization, and a weaker channel yields a higher priority.
This design is due to the fact that the weak link is vulnerable to
the interference and should be scheduled as soon as possible.

The main idea of the proposed GBS algorithm lies in the
fact that all the candidate links in Lt are sequentially selected
by priority into L′t. Every time a candidate link Ptmp ∈ Lt is
added, the feasibility of updated {L′t,Ptmp} will be checked.
If it is feasible, L′t = {L′t,Ptmp}, otherwise, Ptmp will be
put into into G′t. Finally, the maximum non-empty feasible
link set L′t ⊂ Lt can be obtained. The infeasible links in
G′t will be put off to the next time slot. Algorithm 2 shows
the exact procedure of the proposed GBS algorithm. Clearly,
the computational complexity of proposed GBS algorithm is
O (F ).

Note that the proposed GBS algorithm can be achieved in
a distributed fashion to explore the maximum feasible link set
and allow the maximum number of concurrent transmissions
for each time slot. The detailed distributed design is given as
follows.
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Algorithm 2: Proposed GBS algorithm
Input: Candidate concurrent link set Lt, F = |Lt|;
Output: Feasible link set L′t, infeasible link set G′t.

1 Initiate L′t = ∅, G′t = ∅.
2 for m = 1 to F do
3 Ptmp ← The link with the highest priority in Lt,
4 Remove Ptmp from Lt (Lt = {Lt/Ptmp}).
5 Check the feasibility of {L′t,Ptmp}.
6 if {L′t,Ptmp} is feasible then
7 L′t ← {L′t,Ptmp}, record power allocation.
8 else
9 G′t ← {G′t,Ptmp}.

10 end
11 end
12 Obtain the maximum feasible link set L′t.
13 if G′t is not an empty set then
14 Put all the links in G′t off to the next time slot.
15 end

Before each concurrent transmission, F instant links from
F paths will form the candidate concurrent link set by broad-
casting the individual link information (transmitter, receiver
and channel state information). By resolving the broadcast
information, each transmitter i of link Pij can have the
knowledge of the priorities of all the candidate links. Then, the
feasibility of the concurrent link set including Pij and other
links with higher priorities will be checked by transmitter i.
If the concurrent link set is feasible and no transmitter with
lower priority has explicitly broadcast the feasible results,
transmitter i will broadcast its feasible results that contains
the exact power allocation. Finally, together with transmitter
i, all the transmitters with the higher priority will perform
the concurrent transmissions with the corresponding power
allocation. The remaining links will be put off to the next time
slot. Repeatedly, by running the proposed GBS algorithm slot
by slot, the interference-aware scheduling for multiple paths
can be achieved in a compact manner.

IV. SIMULATION RESULTS

In this section, the simulations are designed to show the
effectiveness of the proposed scheme by comparing its per-
formance with the existing schemes via simulation. In the
simulation, FME is performed by using MATLAB FME-IT
package [41]. We simulate a randomly generated multi-hop
network with N nodes, which are distributed in a 100×100m2

square area (from the origin to (100,100)). Quoted or inferred
from [32]–[38], the related system parameters are set as: the
path-loss exponent α= 3.5, the SINR threshold β = 2(3dB),
the power of ambient noise σ2 =−60dBm, and the maximum
transmission power of each node is set to Pmax =20dBm.

The time is divided into slots, and each slot represents one
second in the simulations. Considering that each transmission
costs a time slot, the hop count of initial paths can indicate
the lower bound of required end-to-end delay for each data
session. Therefore, on the basis of initial paths constructed
by interference-aware routing algorithm, we deploy the link
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Fig. 3: A five-data-packet routing and scheduling result for
the 20-node network under the proposed ICR scheme.

scheduling in the MAC layer with only the half-duplex
constraints satisfied as the Lower Bound of performance.
Meanwhile, the performance of traditional SAR scheme [36]
is evaluated and compared with our proposed ICR scheme.
Furthermore, we adopt the interference-aware routing with link
scheduling (IR-SCH) and spatial resource-aware routing with
link scheduling (SR-SCH) schemes as the baselines. These
two schemes firstly construct the initial end-to-end path by the
proposed interference-aware routing algorithm and the spital
resource-aware routing algorithm (which is used to construct
the initial path in SAR scheme), respectively, and then the
traditional scheduling [34], where both SIC and SC are not
employed, is deployed to handle all the interference in the
network.
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TABLE I: End-to-end delay for five given source-destination
packets (Time slots)

Parameter Data 1 Data 2 Data 3 Data 4 Data 5{
V

(f)
s , V

(f)
d

}
{2, 11} {8, 3} {19, 9} {1, 10} {15, 20}

Lower Bound 4 4 6 3 2
ICR 5 5 9 3 2
SAR 6 6 10 3 2

IR-SCH 6 7 11 6 3
SR-SCH 6 7 11 8 4

A. An illustrative example
We first use a 20-node network depicted in Fig. 3 as an

example to illustrate the scheduling results and the advantages
in reducing the end-to-end delay of the proposed ICR scheme.

Here we see five concurrent source-destination pairs{
V

(f)
s , V

(f)
d

}
, f = 1, · · · , 5 in Table I, and each source has

one data packet to transmit to the destination. Fig. 3a shows
the overall scheduling result and Fig. 3b shows the detailed
active links in the 2-nd time slot. In Fig. 3a, the red solid points
represent the source nodes, and the red hollow points with ’×’
labeled are the destination nodes. Different source-destination
packets are shown in different color and the corresponding
packet ID plus time slot scheduled are labeled on each active
link. It can be shown from the Fig. 3b that in the 2-nd time
slot, the link pairs {P1,18,P14,18} and {P10,2,P1,2} share the
common receiver 18 and 2, respectively. {P1,18,P1,2} shares
the common transmitter 1. In these cases, SIC and SC can
increase spatial reuse and save spatial resource so that the
end-to-end delay is significantly reduced.

Furthermore, the exact end-to-end delay for five data pack-
ets under different routing schemes is shown in Table I. It
can be seen that our proposed ICR scheme outperforms the
remaining schemes except the Lower Bound. The performance
gap between Lower Bound and ICR scheme is due to the
interference-aware design. Moreover, by comparing SR-SCH
with IR-SCH, we can find that the construction of initial paths
in SAR scheme increases the transmission delay, while in
contrast to the SAR scheme, it can be proven that the SIC-
aware consideration has also achieved an effective latency
reduction.

B. Performance evaluation
Next, the traffic model in the network is set as the poisson

traffic model with the mean packet arrival rate being λ, and
the packet generation process for each node per time unit
follows a poisson distribution with mean arrival rate being
λ/N . Suppose that all the packets have an identical destination
node N which is fixed at the right-up corner (100,100), and the
remaining N −1 nodes are randomly distributed in the square
area. All the outputs are based on 50 randomly generated
topologies each with 100 trials, and in each trail, the packet
generation lasts for 40 seconds.

A snapshot captured from one of the simulation topologies
and trails with N = 80 and λ = 1 is given in Fig. 4. We can
observe that the right-up region of the network is the hot spot
area because all the packets will finally get to the destination
node 80.
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Fig. 4: A snapshot captured from one of the simulation
topologies and trails with N = 80 and λ = 1. The dotted
lines with an arrow represent the past links originated from
the sources, the solid lines with an arrow are the active links
in the current time slot, and the dotted lines without an arrow
are the waiting transmissions for the paths.

1) Average end-to-end delay: Fig. 5 depicts the average end-
to-end delay versus the different number of nodes N ranging
from 20 to 140, with the mean packet arrival ratio λ = 1. It
can be seen from Fig. 5 that the curves of five schemes are
decreasing as N increases, this is because when the density
of nodes increases, the path with less hop count can be found
which results in the lower transmission delay. Moreover, Fig.
5 also shows that the end-to-end delay with the proposed
ICR scheme is the lowest compared with the other schemes
except the Lower Bound, which verifies the effectiveness
of the proposed scheme in lowering the end-to-end delay.
Statistically, our ICR scheme lowers the end-to-end delay
from 9.16% to 73.82%, compared with the other schemes.
Noticeably, the ratio raises with the increasing number of
nodes. The ICR scheme has achieved a lower end-to-end
delay than the IR-SCH scheme because of the advantages
of SIC and SC. Meanwhile, the ICR scheme outperforms
the SAR scheme due to the effectiveness of the proposed
GBS algorithm. Furthermore, the IR-SCH scheme outperforms
the SR-SCR scheme which verifies the effectiveness of the
proposed interference-aware routing.

Fig. 6 shows the impact of the different mean packet arrival
ratio λ on the average end-to-end delay for the different
routing schemes. λ varies from 0.25 to 2, with the number
of nodes N = 80. We can observe from Fig. 6 that the end-
to-end delay increases with a larger value of λ, this is because
the increase of data traffic will bring more interference to the
current links, so that the links in the hot spot regions (generally
in the region close to destination node) will be delayed more
for the heavier traffic load. Moreover, the proposed ICR
scheme has achieved the smallest performance gap with the
Lower Bound. Compared with the SAR, IR-SCH and SR-
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Fig. 5: Average end-to-end delay versus the number of nodes
with λ = 1.
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Fig. 6: Average end-to-end delay versus mean packet arrival
ratio with N = 80.

SCH schemes, our proposed ICR scheme can reduce end-to-
end delay by 32.93%, 65.80% and 70.33%, respectively, for
λ = 1, and the reduction is 50.24%, 72.18% and 75.76%,
respectively, for λ = 2, the reason for which lies in that, on the
one hand, compared with the IR-SCH, the interference coor-
dination allows multiple nodes to share a common transmitter
or receiver which can save the spatial resource, so that more
data packets concurrence can be supported. On the other hand,
the proposed GBS algorithm explores the maximum feasible
link set for each time slot which also improves the capability
of concurrent transmissions during one time slot.

2) Distribution of end-to-end delay: Considering that the
reliable and timely delivery of data packet for some mission-
critical applications, e.g., target tracking and emergency alarm
is crucial in the success of the mission, the maximum end-
to-end delay constraint usually exists in the network. In this
case, it is significant to evaluate these routing schemes by
analyzing the exact distribution of end-to-end delay. Therefore,
to further show the effectiveness of the proposed ICR scheme,
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Fig. 7: The maximum end-to-end delay versus mean packet
arrival ratio λ with N = 80.

the maximum end-to-end delay during a trail, the cumulative
distribution function (CDF) of end-to-end delay and the packet
delivery ratio are evaluated via simulations.

Fig. 7 shows the maximum end-to-end delay versus varied
λ. It can be observed that the maximum end-to-end delay
increases with more data traffic. The performance gap between
ICR and Lower Bound reflects the impacts of interference.
Meanwhile, the performance gap between IR-SCH and SR-
SCH verifies the gains of proposed interference-aware routing.
More importantly, apart from the Lower Bound, the proposed
ICR scheme has achieved the lowest delay among the four
interference-aware schemes, which proves its best capability
of concurrent transmissions during one time slot and excellent
low-latency performance in the multi-hop networks.

To clearly show the performance difference of five routing
schemes, we plot the simulated CDF of end-to-end delay with
N = 80 and λ = 1 in Fig. 8. Note that the curve labeled
by Lower Bound represents the imaginary scheduling scheme
to reflect the lower bound of end-to-end delay. As can be
seen, the CDF of performance with the proposed ICR scheme
has achieved the highest similarity with that of Lower Bound.
Moreover, in the network with the proposed ICR scheme, more
than 90% of the packets can be successfully received by the
destination node within 10 time slots. In contrast, the delay
constraints in the network with the SAR, IR-SCH and SR-
SCH schemes need to be extended to 19, 47 and 51 time slots,
which shows the effectiveness of the ICR scheme in reducing
the end-to-end delay.

3) Packet delivery ratio: The packet delivery ratio under a
given maximum time constraint T is further evaluated with
different λ. A packet can be seen as a successful delivery,
only if the packet is successfully received by the destination
node within T time slots.

Fig. 9 shows the simulation results with N = 80 and
T = 30. It can be seen from the figure that the larger λ results
in more interference, the end-to-end delay becomes longer
and thus leads to a lower packet delivery ratio. The network
with the proposed ICR scheme can support the largest traffic
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Fig. 9: The successful packet delivery ratio versus the mean
packet arrival ratio λ with time constraint T = 30 and N = 80.

under a fixed time constraint, which reflects the excellent
capability of concurrent transmissions for the multi-hop sce-
narios. Meanwhile, the ICR scheme outperforms the traditional
SAR scheme because the proposed GBS algorithm is more
effective in handling the interference coordination, and the
packet delivery ratio for the network with the IR-SCH scheme
is higher than the SR-SCH scheme proves the effectiveness
of proposed interference-aware routing. Therefore, it can be
concluded that the proposed ICR scheme can significantly
improve the end-to-end reliability and achieve a low-latency
transmission.

V. CONCLUSION

In this paper, we presented a distributed ICR scheme to
reduce the end-to-end delay in wireless multi-hop networks
by combining interference-aware routing in network layer,
link scheduling in MAC layer, and power allocation in phys-
ical layer. The proposed ICR scheme firstly introduced an

interference-aware routing algorithm that captures the end-to-
end latency and spatial resource cost as the routing metrics
to construct the end-to-end initial path. Then, by allowing
that each node in the network is endowed with interference
cancelation capabilities, the concurrent transmission of mul-
tiple active links from different paths was formulated as a
LP problem, and the solution to the LP problem indicated
the power allocation for each link. Finally, a distributed GBS
algorithm was further proposed to iteratively explore the
maximum feasible link set for each time slot. The selected
links will be active for transmission according to the allocated
power in the current time slot, and the packets of the remaining
links will be put off to the next time slot. The simulation results
verifies that the proposed ICR scheme reduces the end-to-end
delay by at least 9.16% and up to 73.82 when λ is 1 compared
with the existing schemes. We have also shown that networks
with the proposed ICR scheme promote better transmission
concurrence and, therefore, better spatial reuse.

It is worth mentioning that our proposed interference-
aware routing considers the effect of interference from the
perspective of possible active links, especially the delay caused
by the incompatibility among links due to the half-duplex
condition. In fact, only the power allocation could truly reflect
the feasibility of concurrent transmission for multiple links.
To this end, our future work will design the routing protocol
jointly considering the routing selection, link scheduling, and
power allocation.
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