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Abstract—Industrial Internet of Things (1loT) has found I. INTRODUCTION
wider research, and satellite-terrestrial network (STN) can
provide large-scale seamless connections for lloT. With virtu-  With the development of the next generation networks
alization, we design resource cube to describe the integrationg g the Industry 4.0, there will be multiple traffic types

and state of multi-dimensional virtual resources. To achieve of Internet anplications under different network scenarios
higher resource utilization and smarter connections, we Pp !

design a matching considered preferences (MCPR) algorithm l€ading to different requirements and different represen-
to match 1loT nodes with service sides. The matching designtative applications. For example, Machine Type Com-
considers the resource cube (MCRC) algorithm based onmunication represented by the 10T, whose purpose is to
MCPR algorithm to lower the total system delay. In addition, ya5|ize the connectivity of all things around us. Enhanced

in order to simplify the analysis of resource management, wem bile broadband ; th ltimat mmunication
adopt a layered architecture and multiple M/M/1 queuing obrie broadband pursues the ulimate co unicatio

models. We analyze the resource utilization and the total €Xperience between people, which requires large traffic,

system delay for three different combinations of arrival wide frequency band and high frequency utilization [1].

rate and service rate of each resource cube. With MCRC Self-driving cars are a representative application of Ultra

algorithm, the utilization of resources is slightly reduced, Rgjiable Low Latency Communications, which requires

while the total system delay is greatly reduced comparedIOW latenc d reliabl tivit 2’ A th

with MCPR algorithm. y and reliable connectivity [2]. mong these
new and diverse network scenarios and applications, the

Index Terms—Internet of Things, multi-virtual resource Industrial 10T (lloT) plays an important role with the
management, satellite-terrestrial network, virtualization development of Industry 4.0.

Predicted by Cisco, there will be 50 billion devices
connected to the Internet by 2020 [3]. Furthermore, the
continuous development of the [loT puts forward higher
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according to different needs. And it can provide moreliability guarantee. Hence, using virtualization to mix

flexible and better services for Il0T applications. Becautge terrestrial and the satellite networks and the joint
the satellite networks and the terrestrial networks hawanagement of multi-dimensional resources are important
different characteristics, they can complement each otliemds. Meanwhile, in order to allocate resources flexibly
Meanwhile, the integration of resources of the satelld®d improve resource utilization, we consider using the
networks and the terrestrial networks can bring madechnology of virtualization to implement the orchestra-

benefits and achieve more efficient and rational resoutioa of computation, communication and storage resources
utilization. More importantly, the STN can accomplisin STN. Those existing researches is mainly about the
tasks that are difficult to accomplish in a single netwonanagement of one or two kinds of resources, multi-

In the meantime, using the STN to provide servicé§nensional resources are not considered.

for lloT applications has become a tendency in industryln order to achieve efficient management of multi-
and academia [6]-[11]. As mentioned in [6], an integrat@ifmensional resources based on IloT applications in the
satellite-terrestrial network can support IoT with VIrtUSTN, we have designed a utility function that maximizes
alization. In [7], the authors demonstrate the advantag€ource utilization within pre-defined time delay. Since
of using the LEO satellites to provide services for Iothere are heterogeneous networks in STN, we choose
applications, and point out that the LEO satellites caihtching game to determine the network node that pro-
play an irreplaceable role in the development of the laAdes services for IloT applications. As the number of
Using the STN to support applications of the Internet p6T nodes increases, the network scale also becomes very
remote things is presented in [8] with important issuRfge. Meanwhile, efficient resource allocation schemes
about applications using heterogeneous networks and§gally require global information from the network which
promising enormous advantages. The development of ighgifficult to obtain as the network scale increases. While
STN can bring much more benefits for IloT applicationstarkov approximation can solve the problem that the
Besides, different characteristics of the terrestrial and #gtimization problem is difficult to deal with due to
satellite networks mean that they cannot simply be mixg¢@ complexity of network scale and the lack of glob-
together. In order to simplify the process, the hierarchigdlinformation. Hence we adopt the mean of matching
architecture [12] [13] is adopted to provide services f@lith Markov approximation and Markov chain [27]-[31].
broader coverage of IloT applications. Among the existing work, authors in [28] summarize
Meanwhile, in order to manage multi-dimensional reeme game theories used in resource management of 10T
sources in the STN, we adopt the virtualization technslstems. In addition, authors in [29] use Markov chain
ogy. There have also been some studies on the usefan auxiliary with game theory to analyze resource
virtualization in the STN [14]-[26]. Among those studiespanagement in the satellite networks.
authors in [14]-[16] studies the architecture of the STN.The contributions of this paper are as follows:
Authors in [14] consider a satellite-terrestrial architecture
with software defined features, and analyze key perfory \We design resource cubes to depict the combination
mances between its resource management schemes. Andof virtual communication, computation and storage
authors in [15] studies using software defined network resources and implement a simple description of re-
(SDN) in the design of architecture in multi-layered STN.  source state transfer based on the concept of resource
Authors in [16] propose an integrated architecture based cypes.
on SDN for managing cache resources. In addition to, According to the quantity of resource cubes, we set
studies of architecture, there are some studies about re- virtual resource controllers to adjust service sides
sources management in the STN. Authors in [18] analyze matched by part of 1loT nodes intelligently. By
three dynamic resource request strategies in the satellite adjusting the matching results of these lloT nodes,
networks based on queue volume and arrival rate. A cloud- unnecessary queuing delay can be avoided.
based integrated satellite-terrestrial network is proposeg For getting the steady-state probability involved in
in [20], considering a scenario that the terrestrial and the ysing Markov approximation, we use a new method
satellite networks share the same frequency band. Authors phased on Markov chain.
in [22] conclude the work related to the space informa-
tion network using SDN/NFV, and propose a three-tierThe remainder of this paper is organized as follows.
integrated space satellite framework based on the previdlesdescribe the system architecture in section Il. Section
work. They propose two heuristic algorithms to providd describes resource cubes we designed. In Section 1V,
fine-grained QoS assurance for multiple users. And there describe matching games between IloT nodes and
also researches about the satellite gateway placemeetwork service sides, and then in Section V use Markov
Authors in [23] studies the optimal configuration of satethain and Markov approximation to deal with the resource
lite gateway in the STN. And in [24], authors furtheutilization maximization problem. And Section VI and VI
studies the optimal configuration of STN network satelliggve simulation results, analysis and conclusions of the
gateway under the condition of latency minimization witlthole paper respectively.
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Il. SYSTEM ARCHITECTURE

The application scenario considered is transoceanic
logistics, and the architecture is illustrated in Fig. 1.
It contains IloT nodes in transoceanic logistics, virtual
resource controller (VRC), the terrestrial networks (TN)
and the satellite networks (SN). The satellite networks’
consist of the LEO, the MEO and the GEO satellites.
And based on the idea of SDN, LEO is responsible for
data forwarding as the data side in the satellite network,
while MEO and GEO play roles as SDN controllers in
much circumstances, but they can also undertake data for-
warding tasks according to the requirements of Il0T node
when necessary. In order to obtain better performances,
the whole architecture adopts a hierarchical architecture.
To be simple, we put SN and TN together as service sides.

In this system, sensors are responsible for collecting'
data from IloT nodes, VRCs are responsible for selecting
service sides for 1loT nodes according to the requirements
of IloT nodes and the number of different types of
resources owned by service sides. And VRCs are also
responsible for establishing the connection between lloT
node and base stations or satellites. Each terrestrial or
satellite node contains computation, storage and commu-
nication resources. Different terrestrial or satellite nodes
have different resource configurations, i.e., the amount
of different types of resources are different in different
terrestrial or satellite nodes. In each VRC, we use the
M/M/1 queuing model to analyze resource utilization and
system service delay at different arrival rat@nd service
rate .

The detailed work process is depicted as follows.

« Since the application scenario under consideration
is transoceanic logistics, the distribution of lloT

The transoceanic logistics in the integrated staetirrestrial network

nodes are located at sea or remote areas that outside
the coverage of the terrestrial networks, the satellite
networks can maintain the service and provide a
seamless connection service for [loT nodes in the
transoceanic logistics.

After sensors in 1loT nodes collect information in-
cluding delay, amount of data to be transmitted, and
the preference of resources types, etc., the infor-
mation is uploaded to VRC. For IloT nodes have
different types of traffic requirements, and they are
distributed in different places, VRC is responsible
for determining the different requirements of differ-
ent lloT nodes and for determining the number of
computation, storage and communication resources
for 1loT nodes based on the information.

After the information uploaded to VRC, VRC deter-
mines the number of resource cubes required based
on the received information. Then it matches lloT
nodes with service sides based on MCPR algorithm.
And according to different requirements of resources,
VRC chooses different service sides to provide ser-
vice for different lloT nodes.

After determining the service side of lloT node, the
total amount of resources required by all [l0T nodes
served by each TN or SN is also determined. In this
case, resources of some TN or SN are insufficient
while resources of some TN or SN are remaining. If
resources of TN or SN cannot meet requirements of
IIoT nodes it served, it will bring about unnecessary
waiting delay. Therefore, we design an algorithm, M-
CRC algorithm, to adjust matching results under the
consideration of resource cubes. And the adjustment
is also accomplished by VRC.

nodes will be particularly extensive. In the case of For obtaining higher resource utilization and smarter
broad range of distribution, lloT nodes may exceednnections, we consider the preference of [loT nodes for
the coverage of the terrestrial networks. Due to thesource tpes in the designed matching algorithm: MCPR
broader coverage of the satellite networks, when ll@lgorithm.
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As mentioned above, VRC plays an important role in 4 comutation
the whole process. Like a link, VRC matches IloT nodes Resource
and network service sides when lloT nodes and service
sides are not in contact.

3' P Storage
TABLE | Comuni cat ion fesource
SymMBOL COMPARISON Resource
Symbol Definition .

i The set of lloT nodes Fig. 2. The sample of the resource cube
uj lloT node
U; The task of node;
0 The total delay amount of communication, computation and storage re-
l; The amount of data ined i h I d h de.
I The resource requirements of node sources containe i that allocated to t.e [loT node;
a; The allocation of different resources respectively. After given the number of different resources
9 Queuing delay allocated to the 1l0T node;, the ability of resource cubes
t; Propagation delay I d he lloT d is d ined dinal
fj Computing delay a ocate to the lloT node; Is (_a-termlne accordingly.
Lnj The distance betweem; and service side In this paper, we adopt service delay to evaluate the

Y = (g,a) One kind of network resource configuration QoS. For nodeu;, Yu; € U, service delay is denoted
Lut, Liw, [su Preference Lists 7t '

. aso; = ¢; +1t; + f;, whereU represents the set of
[loT nodes,q; is queuing delayt; is propagation delay,
and f; is computing delay. Assuming that the workload
of each IloT nodeu; obeys the Poisson arrival process,
based on the M/M/1 queuing model and the allocated

For ease of understanding, the main symbol definitiaesource cube, queuing delay when serving the node
used are listed in table I. We ugé; = {o;,/;,T;} t0 is ¢; = -~ —L. We define the distance between the

. . g p——"
describe the task of nodg needs to accomplish. Amongf i . o
these definitionso; is the total delay/; is the amount 0T nodeu; and the TN, asl,;, and similarly, the
of data to be processed, afid is a vector consisting ofdistance between the 1loT nodg and the SNs,, asiy,;.
the requirements ofi; for three kinds of resources, i.e10 Simplify, we usd.,; to denote the distance between the
;= {qu rep Fs_t} [loT nodewu; and service side. Therefore, the propagation
Jg g g L P .
For the nth terrestrial node, we usg! ¢? and t<m delayt; usually obeys; = 60l,;; 6 is a scalar representing

to denote the storage resource, the computation resodft Weight factor. Assuming that proc?sslggjata needs

and the communication resource, respectively. While fofPU cycles, thenwe can get thgt= Zz-. Then service
the nth satellite node, we use’ s ands™ to denote delay ofu; can be expressed as

the storage resource, the computation resource, and the

communication resource, respectively. 0j = ¢ +tj + [

It is well known that transoceanic logistics in the IloT _ A1 0+ b 1)

IIl. RESOURCECUBE AND PROBLEM FORMULATION

C

is characterized by massive connections, and data volume ajpp— 2 asc
of each connection is very small. Therefore, in order to ’

realize flexible allocation of multi-dimensional resources, The constraint of delay can be written as

we design the resource cube, as shown in Fig. 2. The unit

resource cube is composed of one portion communica- Cl:0j < ot , ()

tion resource, one portion computation resource and one . . .
. whereoyy, is the predefined threshold of service delay.
portion of storage resource.

Considering the characteristics of transoceanic lo isticér0 meet the requirements of; and allocate resources
. 9 ) 9 asily, and ensure pulling the job off, resource cubes
in the IloT, we can easily get that the amount of da

. ) focated to 1loT nodes; needs to meet the followin
of each IloT node is small. Then the physical resources J 9

contained in the portions of various resources are defir?gg straint:

as follows: one portion of communication resources refers

to 1kbit/s bandwidth, denoted a@s one portion of com- C2: alb+aSc+ajs >T§" + T + T

putation resource refers to one CPU cycle per second, ab=a$ | ab=a5 || a=a (3)

which one CPU cycle per second can deal with 1kbits ?, ]C ]S ! ! !

data, denoted ag; and one portion of storage resource ajb+aje+ajs 2 1,

refers to storage space of 1kbits data, denotedl as  i.e., the sum of resources allocated to the lloT nage
With the resource cube definition in Fig. 2, we useshould be greater than the sum of required resources, and

vectora; to describe the allocation of different resourcethe number of any two resources allocated to it is equal

For a; = {af,a$,a3}, whered}, af and o} are the considering the convenience of the allocation of resource
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cube. And the number of resource cubes allocated isian, the total number of resource cubes assigned to lloT

integer. nodes cannot exceed the total amount of resources of the
According to the constraint C1, in order to satisfy tierrestrial and the satellite networks.

physical meaning of;, value ofa‘; needs to satisfy that anstraint Q3 can b_e divided into two parts based on

a? > A_Z therefore, we can get an initial value af. As Services provided by different networks, as shown belgw.

long as we make sure that this basic condition is met, thlOT nodes are served by the satellite networks, which

amount of resources allocated to the 0T nadecan &€ denoted a&’~, then constraint C3 can be simplified

be adjusted without exceeding the amount of resource§'®f

1 i i L cm cp st

its service side. For example, if; = {I'$", [}, T5"} = 038 - Z a?’sb - Z gom

{2,2,4} while the initial value ofa? is 3, and the storage

resource of service side is insufficient, then the allocation jev < mes

can bea; = {a%,a$,a5} = {3,3,2}. This is just one > ate< > s

example, and the final resource allocation is determined jeus mes

according to ma‘Fchlng results anq resource constraints. Z a;j,ss < Z sst
Under constraints C1 and C2, it can be concluded that jeus mes

it is unnecessary to allocate resources according to the. . P .
. . imilarly, if it is served by the terrestrial networks,
amount of various resources required by the IloT node . S
constraint C3 can be simplified as
u; absolutely. As long as the total amount of resourcés
allocated exceeds the total amount of resources required 03T . Z a?,Tb < Z gem

by the IloT nodeu;, and the task processing requirements

.. jeuT neT
can be met under the condition of delay toleramgg. o ’
This means that if the number of resources required by Z a;”" ¢ < Z ty
users conflicts with the number of resources existing in the jeur n€T
network, i.e., when the number of certain type of resource Z ast < Z st
in the network is insufficient, other types of resources can jeuT nerT

be used to replace it under certain conditions. Let give

special example to clarify the replacement:

Wﬁere UT is used to denote 1loT nodes served by the

terrestrial networks.
We use z, and z3,, as the indicator to describe

1A 1 ol l; whether [loT nodes is connected to T or SN s,,,
% = ab’lu = = T Olng + 5 1. and the value of this indicator is 1 when connected. We
! e ! (4) can get the constraint C3 as:
A L o, 2
=, X nj 2. 95 ) R )
anMﬂ*a?T ai’c ’ C3-Z$§n+zfﬂjm:17 Vied.
neT meS
wherea”! anda$', a’? anda’? represents the different In order to simplify, we setg = 3 f,, then
. . . nel

amou_nt of_ comml_mlcanon and computation 2resourcef: 2%, =1—g. Therefore, we can get thatis a binary
contained in two different resource cubﬁgsand aj. mes ”

As a result, there may be several possible ways V@fiable:g € {0,1}. Then C3 can be converted to
allocating that meets constraints C1 and C2. Therefore,
how to choose the most appropriate way from multiple C3:9€{0,1}. (6)
resource allocation ways is the problem that needs to bgpe itimate goal is to achieve the highest resource

dealt with. The resource allocat_ion we choose takes inifization while meeting requirements; (o, 1;), there-
account both the resource requirements of the 110T NGdg: we define the utility function as:

uj, i.e.I';, and and the number of resources on the service
side (TN or SN). For ease of resource allocation, the value NT S
Z Z[QFj +(1_9)Fj }7
neNT meMS jeU
(7)

of a?, aj, anda; start at one and increase by one. R(g,a;) =
We can get the constraint of resource cubes as follows:
where N : and M * are the utilization of resource cubes
of the terrestrial and the satellite networks respectively,

C3: Za’]%b < Zt%m + Z som

jeu neT mes ie.,

Sate< Yt s ) PN ac’;b +ae + a8

jeU neT meS J tnp + ﬁ%m + tflt (8)
Zajsgzﬁ:&_’_zsﬁ, FMs:a’J?b—i—ajc—i—ajs

jeu ner mes J Sph + sEm 4 g5t
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Then the problem can be written as: where p,, is the probability of choosing the network
resource configuratiogh. And as proved and introduced
in [32] [33], the optimal solution of (10) and (11) is the

max R(g,a; . .
g,a; (9,a5) same. But due to the coupling nature between variables,
s.it. 0j < oppr,Vj €U, the solution of (11) is also dif_'ficul_t to get. Then we will

az;bJr aSe+ats > o L PP F§t7 take the log-sum-exp approximation further to solve the
) . ; P problem.
aj =aj || aj =aj || aj = aj, As the log-sum-exp approximation is a closed and
ag’-b + aje+ajs > 1j, convex function, we can get a differentiable approximation
Za?b < Z o4 Z sem. (9) function as:
jeu nel mesS

c cp cp 1
Zajc = Z by Z Sm> max Ry, = = log Z exp (CRy) | =~ gc (Ry) , (12)
jeu neT mes Ppew C e

s st st
Z a8 < Z b + ngma where ( is a positive constant. And the accuracy of the
jeU{O ) et me approximation is
ge{0,1}.

1
For further consideration, since the allocation of the 0 < [Rmax — 9¢ (Ry)| < Elog‘I’ : (13)

number of resource cubes can only be integer, the above

optimization problem is an integer and non-convex prohere as¢ — oo, tlog ¥ — 0 ¢ — oo, and the specific
lem. Considering the large number of nodes, it is difficiitathematical derivation process can be found in [33]. As
to solve. Therefore, in order to get optimal solution, v@eresult, we can get a equivalent problem of (11), i.e.,

will adopt Markov chain and Morkov approximation. And

1
to improve the utility of the whole system and determine max Z Py Ry — ‘ Z py logpy
which network node to provide services, we will adopt a P yew YeT (14)
matching game between lloT nodes and TN or SN, which s.t. Z py=1.
is presented in section IV. ved

Then by solving the KKT condition of problem (14),
IV. MATCHING GAME AND MARKOV APPROXIMATION we can get the optimal probability distributign:

A. Markov Approximation and Markov Chain of Resource

Cubes o _ exp(CRy)
th the | Pt = 5 (o)
In order to deal with the integer and non-convex prob- poew EXP (GLtye (15)
lems (9), in this section, we will use Markov approxima- _ 1 .
tion to convert (9) into a solvable form, and then Markov Y yocw eXP (C(Rye — Ry))

chain is adopted to depict the state transitions of resourcg,, aver the solution of (15) is difficult to get because
cubes, and to get the optimal distribution probability. i yoqujires complete information about all possible con-
o ) figurations, but this information is beyond the reach of

1) Markov Approximation: As described above, the sel ingle VRC. Hence, we adopt the probability obtained

of nodes isUU, and the network resource configuration ss;, Markov chainto replacec,, for the difference is also
that satisfies the constraint can be definedbag-or the bounded. ¥

sake of simplicity, we leR(g,a) = Ry, wherey = (g, a)
is one kind of network resource configuration. Therefore,z) Markov Chain of Resource Cubes: According to

we can get the objective function: the definition of resource cubes, it can determine the
corresponding ability. Then VRC can match the number
ed Ry . (10) of resource cubes with the arrival tasks. And after the task

is completed, resource cubes that it used will be released
%hd reassigned to other tasks.
As mentioned in section Ill, within a VRC, it can be
seen as a M/M/1 queuing model with service ratand
max Y puR arrival rate. Then_ after the description of resource cubes
p>0 ey ¥ as a foreshadowing, we can also get the total number
(11) of available resource cubes when given TNs or SNs that
st Y pp=1, can be accessed within a VRC. Therefore, after defining
= resource cubes, the change of resource cubes within a

However, Ry, is unsolvable. Hence, based on Mark
approximation, by introducing,, it is transformed into
equivalent function:
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VRC can also be determined. Assume that the change iAfter calculation we can gef, = 1 — e~ andq; =
the state of the resource cubes occurs only at the begingiyig'. If » is given, we can get:
of the interval, then it can be described as follows:

o Assuming that at the beginning of the time interval,
the total number of the available resource cube§js  Qp(i,n) = (
and the first arrival task requires resource cubes,
then the number of resource cubes changd'tem, n 4
with the probability ofpx n— . Qy(i,n) = ( ) ) (T—qp)" "qf - a7)
« Assuming that at the beginning of the time interval, v
there arek resource cubes, while: resource cubes  aAg shown in Fig. 3pn.nii denotes the probability that
are released, then the number of resource cubegise isn resource cubes at the beginning of the time
changed fromk to k 4 m, with the probability of jnterval andn + i resource cubes at the beginning of the
Pk, k+m- next time interval; ang,,; ,, denotes the probability that
« As we all know, satellites move continuously, thugere isn + i resource cubes at the beginning of the time

causing changes in its coverage. As a result, ass@iferval while i resource cubes are used. Therefore, we
ing that with the movement of satellites, at the begipan get the state transition probability:

ning of the time interval, a satellite with resource
cubes cannot provide service, and at the end of the
former time interval the number of resource cubes is Pnn+i = Qp (X, 7) Qf (X +i,n),1 <i<n, (18)
m, then the state of Markov chain changes frem
to m — k, with the probability ofp,, .. Therefore,
as an inverse process, the state of Markov chainmay ,, ., = Q, (x +4,n) Qf (x,n),0<i <N —n—yx ,
change fromm to k + m with the probability of (19)
DPm.k+m, @S a satellite withk resource cubes carwhere y is the number of resource cubes previously
provide service at the beginning of the time intervajccupied or released, respectively.

Then we can get more detailed equations as follows:

N N-T N —n n (1 . qa)N—27L+’i
CI\ CN—I CN—Z e me 1 pmc 0 Dn,nti = ( N ) < i ) T ,

- (20)

N —n

1

) (1—g)V " "ql, (16)

Pon

Pnn—i =

Fig. 3. Markov chain of the resource cube state transition < N—n ) ( n ) ( )N i
. 1—qd) qa" -
" . +1
Thus we can get the state transition diagram of resource X X 21)
cubes, as shown in Fig. 3. To simplify the system, wg
assume that the resource cube changes at a fixed integ

an(;j assun:;e that thed fixedh inte/rV'71I ist, a_nd At d:I robability into the utility formula and decide whether
(k ,I(k+ 1h) J Asl;/ve adopt t. ﬁ.M M/1 queuing model t 0 choose TN or SN as the service provider. In the next
analyze the small system within a VRC, we can COrm:)"étgction, we will deploy matching games between network

the distribution possibility based on the characteristicsrp(;des and IloT nodes, and determine the specific service
M/M/1. In order to get the probability, we first give SOMEiye for each lloT nod,e

definitions as follows:
N the total number of resource cubes; )
n: the total number of the required resource cubesBfMatching Game between I1oT Nodes and TN or SN

his point, all variables VRC are known, i.@,, ,,1;
'Pnnti Can get specific values. And we plug this

arrival tasks at the beginning of the time interval, As mentioned above, we adopt several M/M/1 queuing
A: the arrival rate of the task of 1l0T nodes; models to describe the system. And we use matching
qo: the probability that a new task arrive before the negames to match IloT nodes with network node of TN
time interval begin; or SN. As a result, in each VRC, TN or SN provides
g the probability that a task finish before the next timgervice for a part of Il0T nodes, and it can be seen as an
interval begin; independent system.

Qp(i,n): the probability thati resource cubes are In the designed STN architecture, VRC is responsible
required amongV —n available resource cubes in currefior matching 1loT nodes to TNs or SNs. Within a VRC,

time interval; there is a many-to-many matching between IloT nodes
Qs(i,n): the probability that: resource cubes areand TNs or SNs. When it has been determined which
released among occupied resource cubes. network node of TN or SN is to provide service by the
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distribution probability in the last section, a many-to-marfygorithm 1 MCPR algorithm

matching is also derived. Assuming that TN is serviteput: L%

us tu su
Jjn? ij’ ij’ Jm

side, the preference list of the IloT node,Vj € UT Output: Men-optimal stable matchiniyl

about all TNs isLY* = [LY], ...,L;}V}, satisfying 1: Based on the coverage area of the network and the
distribution probability calculated by Markov chain,
rut _ L VneT 22) V_RC determines the service side that provides ser-
T ’ vices for IloT nodes.
2: If VRC determines TN to provide service for lloT

wherel;,, is the distance between the IloT node and

the TNt,, andU” denotes the set of lloT nodes served:

nodew;
For the IloT nodeu; in UT do

by TNs. 4
Similarly, the preference list of lloT nodes,Vj ¢ U®  5: Else

5
can be presented as 6:
7: Set up 1loT node’ preference list
L%, Ym € S,
Set up the preference list of service sidei§t§, Vj e
U” or Lsv, Vj € U,

9: Set up a list of unmatched lloT nodés"”;

Construct TN-1IoT node matching pair;

Construct SN-11oT node matching pair;
ds't Vn € T or

i

1
, VmeS.

l Jm

Lus =

jm

(23)

®

Correspondingly, we set a preference lisf* =

[Ltw Lty ... L) of TN ,,Vn € T, over all lloT nodes, 1% Whilte U™ is not empty o
ie 11: LY, propose to the TN which locates first in its list;
’ o o o 12 If L% receives a proposal fromh¥!, , and LY, is
L% =a 43 b + ,ytL , (24) more preferred than the current hoqul
a;b — age  ajs 13: L% holds LY, and rejectsL!;
o . 14: LY, is removed from/*" and L' is added into
and the definition of the preference list3" = un:
(L3, L3, ..., Li)] of SN s,,,Vm € S over all 10T ;e Else
nodes are similar to TN, 16 L rejectsL®, and holdsLyt;
) an i°n jn?
17. End If
y sem 5P sst 18: End While
Ll = a5 + =t 4y~ (25)
ajb asc ass

V. SIMULATION RESULTS

In this section, we will present the performance of
the proposed MCRC algorithm and MCPR algorithm
) comparing them with the random selection way and the
As a result, based on preference ligts" and L' or {ungary assignment algorithm [35]. The simulation sce-
Ly, there exists a many-to-many matching algorithm faLiq includes satellite networks consisting of one GEO,
TN-lloT or SN-IloT pairing problem, which is presenteg,, MEO and three LEO satellites and the terrestrial
in Algorithm 1: matching considering preference (MCPR)orks consisting of 15 base stations. The altitudes of
algorithm.x the LEO, the MEO and the GEO satellites are 887km,
After the many-to-many matching is derived, within a0ookm and 35786km, respectively. The number of 10T
VRC, IlloT nodes are initially matched to network nodegdes is set to 400. The delay tolerance of TN and SN
based on resource preferences. However, these matchag10ms and 740ms. Service rate of each resource cube
results ignore the fact that the service sides may h@ygepresented by, with unit arrival rate is represented
insufficient resources, so we change some of the matchiggy
results. In the case of satellites as service sides, taking the GEO
According to the resource utilization optimization prolsatellites with highest time delay as an example to explain
lem solved by Markov approximation and Markov chaighe set of delay tolerance. The GEO satellites are 35786km
we can adjust the matching results of some IloT nodggay from the ground and the data transmission speed is
that TNs or SNs can hardly meet its demand, and stepsto 50km/ms [12]. Then only data propagation delay is
are shown in Algorithm 2: matching considering resourge5.72ms, hence we set the delay tolerance of satellites to
cubes (MCRC) algorithm. 750ms. However, this is the worst case. The LEO and the
After the Algorithm2: MCRC algorithm, we will adjustMEO satellites are preferred by the preference lists when
matching network node for some of the IloT nodes. Blgey can provide services, therefore data transmission
doing so, the service delay can be reduced significandglays are not as large. Meanwhile, 1loT nodes served by
which are presented in the next section. the GEO satellites are very few while the GEO satellites

whereqa, § and~ are weight factors, which are relevant
to requirements of I[loT nodes, and megt, 8,v] =
remT repsr F.eft,'r
J J

cm,r cp,r st,r 9 cm,r cp,r st,ry cm,r cp,T st,r |
L™ 4D eP 4T L™ T4 DeP T 4T L™ 74P 4T
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Algorithm 2 MCRC algorithm 0;
Input: The matching based on MCPR algorithm osl
Output: Matching results adjustment based on Marke go-+
approximation and Markov chain gos
1: After MCPR algorithm, checking the matching resul =°°/
2: According to the current network status, using Mark« ;Zz
chain to calculate the possibility 0zl
3: While the service side has fewer resources than 1 ot
requirements of [loT nodes matching with it %o s o 0 a0 20 w0 a0 40
4:  Select lloT nodes whose service side is not unique The number offloT nodes
in some order Fig. 5. The comparison of utilization under MCRC
5. If 1loT node can just get service from two service
side
6: Change it to the other one about insufficient resources of some service sides (TN or

7. ElseAccording to the steady state of Markov chaiigN) to meet the needs of all its nodes, and resulting in
VRC choose the new service side that the utilizatiomnecessary delay: waiting delay of the queueing delay.
of resources can be higher for those lloT nodes.

kR4 B0VPS0C9009S

8: If Various resources of the new service side are Y
sufficient +$ |
9 Change it to the new service sidg or s,,,0;

10: Else Determine whether the sum of computation,
communication and storage resources of resource
cubes,t ™ + t°5 + t7 or s + 5% + s, meets

2100 no m m0 m

requirements. ,‘
11: If The sum of resource cubes meets requirements, o1f

changing to the new service side for other kinds of % s 10 10 00 250 300 50 400

resources can replace the scarce resource. fhenumberetlioTnades
12: Else Reselect the new service side. (@) p=0.1/ms andA=0.3/ms
13: End if caas - aad i a it e Asaad
14:  End if =
15: End if Bt
16: End While

The utility

are the last choice.

250 1loT nodes' TN distribution 35 1loT nodes' SN distribution
0
I PRCM I PRCM 0 50 100 150 200 250 300 350 400
[ MCRC 30 [ vicRC The number of lloT nodes
200 I Random Selection [ Random Selecton
[ JHungary 25 Hungary B _
(b) ©=0.15/ms and\=0.4/ms

a

S
™
=]

=)
S

—#*— PRCM

&~ MCRC

—%— Random Selection
Hungary 7

o
S
o
®

Number of lloT nodes matches k th rank

0
12345678 9101112131415 1 2 3 4 5 6
lloT nodes' ranking: k

o
o

he utility of resources
o
e

Fig. 4. 1loT nodes’ distribution

1
o
w

o
N

01

Meanwhile, in order to eliminate the impact of random-
ness on algorithm results, we use the mean of 500 runs O s 0 o 0 0 050400
as final results.

For IloT nodes, matching results are presented in Fig. 4.
As shown, most IloT nodes can match the first option in #§. 6. The utilization under different and
preference list in the MCPR algorithm for these matching
results just based on the preference lists of 1loT node8ased on above considerations, we choose lloT nodes
and network nodes, while it dose not take the amountvdfiose matching service side (TN or SN) cannot provide
resources into account. That matching results may brsgficient resources, and then adjust the matching result for

(c) u=0.1/ms and\=0.4/ms
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L [——Prcm

those IloT nodes. According to MCRC algorithm, thes
lloT nodes are matching with other resource-rich Servic s |- fon soucier
sides. As a result, parts of [loT nodes match with th _*f
service side locates at latter of its preference list, as pi fzz
sented in Fig. 4. Although these Il0T nodes cannot matc Sz
with the most preferred service side, they match with tt =
service side that can provide sufficient resources to redv .5~
the service delay. And matching results of the rando  °[ .«
selection way and the Hungary assignment algorithm a o s w0 w0 200 =250 ‘a0 0 a0
also presented in Fig.4 as comparing methods. (@) ©=0.1/ms andr\=0.3/ms

As shown in Fig. 4, only a few IloT nodes change
matching results after the MCRC algorithm. However, thi
adjustment of matching results can minimize unnecess:
delay. The reduced delay part is much more significant f
a single lloT node than for the entire system. Although tt
resource utilization of MCRC algorithm is slightly lower
than that of MCPR algorithm due to the change of matcl
ing results, the total delay of system of MCRC algorithr R
is significantly lower than that of MCPR algorithm. Both s . ]
resource utilization and system delay, performances % & w0 i w0 mo s

he number of IloT nodes

the MCPR algorithm and the MCRC algorithm are better  (p) H:o,15/nT15 and\=0.4/ms
than that of the random selection way and the Hungary

o
a

| |[——PrRcMm
—&— MCRC

b |—%— Random Selection 4
Hungary M

o
=}
I

IS
o

The total delay(s)
N oW @ A
& & & 8
P90

N
S
I

algorithm. ==
—&—MCRC
45 | | —%—Random Selection
Hungary
45 a0
40f Z3s
S
35 § 30
<
S 25
» 30 °
3 = 20
§ 251 15 |
5
S 20 10 -
o
Fast 5|
10 >~ 1 0 50 100 150 200 250 300 350 400
sL 5 1 The number of lloT nodes
(c) ©=0.1/ms and\=0.4/ms
0 50 100 150 200 250 300 350 400 . .
The number of lloT nodes Fig. 8. The total delay under differept and A

Fig. 7. The comparison of total delay under MCRC

As shown in Fig. 5, we can note that as service rateligtter resource utilization performances than the random
each resource cube increases while arrival rate remainssglection way and the Hungary algorithm. Meanwhile,
same, the utilization will increase because the procesditi¢g #=0.15/ms and\=0.4/ms as an example to illustrate
capacity of the system is improved while the volume #fe resource utilization, as presented in Fig. 6(b), the
business has not increased; and as arrival rate incref@g@urce utilization in MCPR algorithm is maximized
while service rate of each resource cube remains YWeen the number of lloT nodes is about 110, about 130
same, the utilization will decrease because the volumdbMCRC algorithm, about 150 in the random selection
business increases while the processing capacity of Wa¥y and about 160 in the Hungary algorithm. This means
system remains unchanged. Since the number of resoti@é the resource allocation of MCPR algorithm, MCRC
cubes required by IloT nodes decreases as arrival @ig0rithm, the random selection way and the Hungary
does not change while service rate of each resource cali§@rithm is optimized after the number of 1l0T nodes
increases, it appears that the utilization rate will decred§@ches 110, 130, 150 and 160, respectively. The reason is
And since the number of resource cubes required by I8/t MCRC algorithm adjusts the matching results on the
nodes increases as service rate of each resource &asés of MCPR algorithm, which is no longer the optimal
remains the same and arrival rate increases, it appearsfi€hing according to resource preference, resulting in
the utilization rate will increase. the waste of some resources.

As shown in Fig. 6, regardless of the combination of As Fig. 7 illustrates, when service rate of each resource
different values ofx and ), the resource utilization of thecube rises while arrival rate remains unchanged, the to-
entire system is slightly lower in MCRC algorithm than ital delay of the entire system will decrease because of
MCPR algorithm, and all of these two algorithms have thiee increased processing capability of the resource cube.
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When service rate of each resource cube is unchangegdp. K. Sinha and A. Dutta, "Multi-Satellite Task Allocation Al-
while arrival rate increases, the total delay of the system gorithm for Earth Observation,” iiferoc. 2016 IEEE Region 10

. . Conference (TENCON), Singapore, Nov. 2016, pp. 403-408.
increases for the reason that the traffic volume has begp p "gnge. "sateliite Navigation: Present and FututéRS Radio

increased. And this result is in line with our common = Science Bulletin, vol. 2012, no. 341, pp. 5-9, Jun. 2012.
sense. [6] V. A.Siris, Y. Thomas, and G. C. Polyzos, "Supporting the 10T over
. . Integrated Satellite-Terrestrial Networks Using Information-Centric
Fig. 8 illustrates the total dglay.of the whole system.  \eqworking.” inProc. 2016 8th IFIP International Conference on
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. L. . ] Z. Qu, G. Zhang, H. Cao, and J. Xie, "LEO Satellite Constellation
the total delay is minimized because it reduces the un= ¢ 5 & = 0 < Things," in EEE Access, vol. 5, pp. 18391-18401,

necessary waiting delay in the queuing delay, and the sep. 2017.
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_ _ : "Satellite Communications Supporting Internet of Remote Things,"
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the total delay, as presented in Fig. 8(b), values of delay 2016.
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: ; Zimmer, "Resource Allocation Approach for Differential Doppler
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Hungary algorithm as the number of lloT nodes is 200, advanced Satellite Multimedia Systems Conference and the 15th
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