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Abstract

The combination of real-time fast-neutron and γ-ray assessment for the purpose of

tomography and radiography has been investigated using a number of complementary

experimental techniques. The research described in this thesis comprises an extensive

Monte Carlo simulation study and three experimental approaches, each of which is sup-

ported by computer simulations themselves.

In the Monte Carlo study, computed by means of MCNP6, actinide materials such as

plutonium metal, plutonium oxide, uranium metal, U3O8 and UC2, have been shielded

with combinations of lead and high-density polyethylene, then investigated actively with

a simulated beam of both fast neutrons and γ rays produced by an americium-beryllium

source, and detected by an array of liquid scintillation detectors. This Monte Carlo

study demonstrates that, in terms of relative image contrast, the combination of γ and

neutron tomography yields to a better discrimination amongst plutonium metal, lead

and polyethylene, as well as amongst uranium-based compounds, such as uranium metal

and uranium carbide, with the same shielding materials. Less convincing contrast is

instead obtained when plutonium oxide and U3O8 are concealed with the same shielding

arrangement of lead and polyethylene. The study also shows that a combination of both

fast neutron and γ radiation, in several cases, led to a better spatial resolution (order of

a few mm) of that achieved using fast neutrons or γ rays in isolation.

A similar approach was performed to investigate a variety of materials often asso-

ciated with conventional explosives and a lithium-based polymer (LiPo). By means of

neutron tomography, LiPo and water, hydrogen peroxide, acetone, RDX, TNT, NC have

been discerned from one another; whilst the γ tomography approach helps to discern, for

instance, RDX from acetone. Experimentally, this technique has been computed, albeit

in terms of radiography rather than tomography, using a californium neutron source and

single scintillation detector coupled to a real-time, pulse-shape discrimination system. A

lithium ion laptop battery was scanned and compared with an X-ray radiograph of the

battery itself. These experimental results show that the combined neutron-γ imaging

spatial information is comparable to what obtained with the X-ray. In addition, the

results show that higher level of image contrast is present in the proximity of the cell

batteries, suggesting the potential to identify the spatial lithium polymer distribution

within the cell batteries.

Furthermore, an alternative approach to investigate a single material type subject

to changes in dimension, hypothetically due to corrosion, has been explored. This was

conducted assessing both the fast neutron and γ ray flux backscattered by irradiated
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steel slabs, as a function of their thickness. Such research, carried out with the objective

to detect flaws in pipeline sections, not only showed the potential to estimate different

thicknesses of steel in isolation, but also showed the potential to measure thicknesses

of slabs covered by a layer of materials commonly used for pipelines insulation, such as

polyethylene and concrete.

Finally, a Monte Carlo study has been completed for an arrangement in which a

particle accelerator has been used as the neutron source, with which to explore the

potential benefits of combining high-resolution γ-ray spectroscopy, neutron tomography

and γ-ray tomography in the same approach. The outcome of this study showed the

possibility to identify and localise the distribution of different isotopes of metals, such

as 56Fe and 63Cu in a sample. The research presented associated with this aspect of the

thesis has potential applications in nuclear safeguards, homeland security, contraband

detection and in fields where relatively quick and non-destructive inspections are needed.
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Preamble

This Ph.D. thesis presents the research carried out at Lancaster University, from

October 2015 to September 2019. The Ph.D. project was conducted on behalf of the

EPSRC Centre for Doctoral Training in Nuclear Fission - Next Generation Nuclear

(NGN-CDT); it was partially funded by the EPRSC-NGN-CDT itself and the Lloyd’s

Register Foundation (LRF).

The Ph.D was structured in four-years as part of a doctoral training programme. The

first year was aimed to give a broad knowledge of the nuclear fuel cycle and the UK’s

nuclear industry, through to MSc level modules. In addition, year one included a visit

to some of the UK’s nuclear facilities, such as the EDF Heysham nuclear power plant,

the Drigg Low Level Waste repository (LLWR) and the UK’s nuclear fuel production

facility (Westinghouse Springfields) in Preston. Furthermore, the first year comprised

a public engagement training that aimed to develop the skills needed to communicate

effectively with the general public about science, to learn about activities that can be

used to successfully engage with the public, to feel the right confidence in having skills,

ideas and resources to involve and get involved in public engagement activities. Training

attended during the next three years, albeit in terms of conferences, workshops and short

courses, are strictly related to the Ph.D. research. Years two to four were dedicated to

work on this full-time doctoral level thesis project.

The research carried out at Lancaster University focuses on the study of an imag-

ing technique with fast neutrons and γ rays, to be applied in non-destructive tests.

This method is based on the simultaneous generation and detection of both fast neu-

trons and γ rays in such a way as to perform, with a single measure, respectively fast-

neutron-, γ-ray- and combined fast-neutron/γ-ray- imaging. The research investigates

the aforementioned concept applied to the well-known computerised axial tomography

or radiography, as well as to the backscatter radiography/tomography, a relatively recent

non-destructive test. In addition to these, a third, γ-ray-activation imaging technique,

performed exploiting fast neutron inelastic scattering, has been investigated during the

final part of the Ph.D.
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How to read this thesis

This thesis is divided into three parts: background, results and appendices. The

first, is structured in four chapters, while the latter in five. The background part aims

to provide the reader with a brief summary of the basic physics concepts necessary for a

complete understanding of the thesis. The results part, instead, describes in detail the

research carried out during the Ph.D. presenting the experimental methods used and

their results. Each chapter of the results part includes a brief introduction that presents

generalities, motivations and novelties of that particular chapter, as well as results and

discussion. The third part comprises the appendices.

Part I: Background

The first chapter regards the introduction to this research and describes the hypoth-

esis and motivations behind the work described within the thesis.

The second chapter treats the fundamentals of neutron and photon physics necessary

for a better understanding of the research presented in the results section. A topic

such as the detection of neutrons and photons is addressed, considering scintillation

detectors, mainly used during the experimental campaigns, matter of particular focus.

The chapter concludes by introducing a topic such as Pulse Shape Discrimination, i.e.

the discrimination of particles by means of the analysis of different amount of light

induced by themselves, into the detector

Neutron imaging is discussed in chapter 3. Being this a field that covers a broad

range of topics, in this particular contest, only the principles of tomography and radiog-

raphy are described, for which all the research of this thesis is focused on. Furthermore,

the neutron imaging state-of-the-art, as well as the recent, developed techniques in com-

bined neutron-photon imaging, are presented. This chapter concludes by describing the

two main image reconstruction techniques: filtered back projection (FBP) and algebraic

reconstruction techniques (ART). The reason of this discussion is that an image re-

construction algorithm was implemented during the Ph.D. Not only was this algorithm

applied to the tomography and radiography system studied, but also it turned out to be

useful during the experiment carried out at the ALTO facility of the Institute of Nuclear

Physics in Orsay (IPNO Paris, France).

Last but not less important, chapter 4 is dedicated to a brief introduction of Monte

Carlo methods and their generalities, widely used and one of key points of this research.

The MCNP software / simulation code used is also presented and described in its main
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features.

Part II: Results

The first three chapters present the results published in 3 different journal articles

during the course of the Ph.D., while the fourth chapter concerns the experimental

measures carried out at IPN-Orsay, and currently still under analysis and study.

Chapter 1 is an article published in the Journal of Instrumentation. It regards a

Monte Carlo study entirely dedicated to show the potential of a tomographic technique

that combines neutrons and γ rays, applied in a nuclear framework.

In the second chapter, the same technique, once again supported by Monte Carlo

simulations, is experimentally applied to investigate the presence of lithium inside bat-

teries, and discriminate lithium polymers from other substances of similar densities.

This research is the outcome of a discussion with Createc Ltd and was published in

National Instruments and Methods A, as a peer-reviewed conference proceedings of the

Symposium on Radiation Measurements and Applications (SORMA), which took place

in Ann Arbor (Michigan, USA). The extension of this work was also presented later at

the Nuclear Science Symposium in Sydney, Australia.

Chapter 3 describes the research carried out within a project undertaken with Hybrid

Instruments Ltd and funded by Innovate UK. It presents an innovative technique to

study the presence of corrosions or irregularities in steels. This technique is, to some

extent, complementary to the one presented in the previous chapters, since it exploits

the backscatter component of the radiation instead of that absorbed. This research was

published in Scientific Reports.

The fourth chapter concerns the experimental work undertaken at IPN Orsay and

presents some preliminary results and Monte Carlo simulations. This research, currently

still matter of study, is the result of a collaboration with the University of York and the

Institute of Nuclear Physics of Orsay. The research regards an imaging technique that

allows material and isotope identification via the γ rays generated by the nuclei excitation

due to fast neutrons. Chapter 4, at the present stage, has to be intended as a proof of

concept which aims to highlight the enormous potential of the presented technique.

It has to be highlighted that the experimental data of this research belong to other

students/researchers whilst the author individual contribution lies in the simulations

study presented.

The final chapter comprises a broad discussion about the research presented and the

overall results achieved, as well as suggestions for future areas of investigations. Final

remarks complete this thesis.

Part III: Appendices

The appendices contain useful materials and data to better understand the experi-

mental methods utilized within the experimental measures, such as MCNP6 codes, C++

and Matlab image reconstruction codes, electronic board schematics and a detailed de-

scription of the tomography control system.
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Chapter 1

Introduction

The neutron was discovered by James Chadwick in 1932, after publishing his results

in the famous Nature letter “Possible existence of a Neutron” [1], that earned him the

Nobel prize for Physics in 1935. Chadwick studied and quantified what was initially

observed by Walther Bothe and Herbert Becker in 1930. They showed that beryllium,

when irradiated by α particles emitted by polonium-210, emits a high-penetrating radia-

tion. Furthermore, Irene Curie-Joliot and Pierre Joliot realized that, when this radiation

is directed against hydrogenous targets, it causes the emission of high-energy protons

with speeds of up to 3×109 cm/s. Chadwick proved that this radiation was caused by a

“neutron”: particle of unit mass ∼1u (as per the proton) and charge 0. Since then, the

study of neutron physics has progressed, advancing our understanding of numerous other

physical phenomena and processes, and realising many new applications in technology

for use in industry.

Throughout the course of the twentieth century, attempts were made to exploit

neutron beams in a similar way to how X-rays were used to achieve radiographs and

tomographs and, in the last twenty-to-thirty years, this interest has increased greatly,

thanks to the numerous applications that neutrons can benefit. Due to their nature,

neutrons interact with matter differently than X- and γ rays. For instance, neutrons

are the ideal type of radiation to investigate thick metal layers, since they do not easily

interact with the atoms comprising them, or to investigate hydrogenated materials and

organic compounds, because of the contrast that can be achieved.

Although interest in neutron imaging has increased steadily over the past two decades,

it has never exploded on large industrial scale to the same degree, for example, of X-

ray CT. This is due, in part, to the fact that the availability of intense and properly

collimated neutron beams is scarce. At present, neutron sources favoured to provide rea-

sonable radiographs and tomographs, are nuclear reactors, spallation sources and, since

a few years ago, neutron generators. Nuclear reactors and spallation sources present

important issues, both from a regulatory point of view, for example important regu-

latory procedures need to be met to gain access and, from a logistical point of view,

samples have to be moved on-situ, often remotely. Neutron generators, which have only

recently been useable on a portable or mobile practical basis, have important radiation

protection, safety and costs requirements, and they can be used only in controlled areas.

1
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Another factor that retarded the development of neutron radiography was the spatial

resolution: generally lower than that achievable with X-rays, mainly due to the size and

characteristic of neutron detectors and the need to quench the energy of the neutrons to

small interaction wavelengths. A further disadvantage is the fact that, some samples can

be activated when irradiated by intense beams for long periods of time, which requires

their storage in shielded containers to allow the activity to decay away to safe levels,

before they can be reused.

Despite the aforementioned issues, however, neutron-imaging research continues to

be a very active and burgeoning field. Decades of research have developed and im-

proved a variety of techniques. In particular, cold and thermal neutron radiography is

arguably the technique that has evolved and improved the most over time, achieving per-

formances comparable to that obtained with X-rays. The reason of this development is

found in the interaction properties of thermal neutrons, (i.e. low-energy neutrons), which

have relatively high interaction probabilities in some materials, such as helium, boron

and lithium. This has enabled the development of efficient detectors for thermal neu-

tron detection, especially scintillation screens that, coupled with charge coupled devices

(CCDs), have rendered neutron radiography and tomography competitive with other

non-invasive techniques already in use. The fields of application on which radiography

and tomography flourish include material science and engineering, palaeontology, archae-

ology, cultural heritage, geology, chemistry and biology, homeland security, contraband

detection and nuclear safeguards1. Most of research of this type has been conducted

with spallation sources and research reactors, such as the Paul Scherrer Institute [2]

in Zürich (Switzerland), the NECTAR [3] facility in Munich (Germany), ANSTO [4]

in Melbourne (Australia), ISIS [5] in the UK and the Institut Laue-Langevin [6] (ILL)

in Grenoble (France). These facility are world leading in thermal neutron radiography

research.

Whilst on the one hand (and albeit not on large scale) thermal neutron radiography

and tomography have become largely consolidated over time, on the other, there is an

ample margin for research regarding fast-neutron tomography and radiography. These

avenues offer several advantages with respect to thermal neutron imaging. Fast neu-

trons can penetrate significant thicknesses of materials, especially high-density metals

and compounds. Moreover, there is no need for a moderator near by the source, which

therefore does not attenuate its flux and reduces the size of the system. With the advent

of compact neutron generators, the use of fast neutron tomography is spreading and be-

ing used in more applications in a variety of different sectors. To cite some noteworthy

research, in [7–9] fast neutron imaging has been used to inspect cargo containers, for

the detection of illicit materials; a topic of significant importance nowadays [10]. To-

mography systems based on compact neutron generators are also making fast neutron

tomography possible to perform in-situ assessments, with transportable systems [11–14].

The state-of-the-art in thermal and fast neutron imaging will be addressed in detail in

the third chapter of this thesis, with particular attention on the combined use of fast

1See section 3.3 for a more detailed description of neutron imaging applications.
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neutrons and γ rays.

Regardless the benefits mentioned above, the fact that fast neutron tomography and

radiography have not evolved as quickly as the thermal neutron applications is due in

the main to the fact that fast neutron detection methods are different from those used

for thermal neutron energies. Thermal neutrons are detected following their capture

by a material, known as converter, such as, for instance, lithium-6 and boron-10. This

process is not efficient for fast neutrons, because the associated capture cross sections are

very low. Fast neutrons can be detected by scintillator detectors, following the emission

of light due to their elastic scattering interaction with hydrogen atoms. It is only in

the past two decades that organic scintillators, both liquids and plastics, have been seen

as viable alternatives to previous techniques for fast neutron detection. For instance,

the deficiency of helium-3, used on a widespread basis in gas-filled 3He detectors, has

accelerated research on scintillators in order to find new solutions for fast and efficient

fast neutron detectors [15]. The scintillation process, fundamental for their detection

function, has been understood for more than 50 years and is a similar physical process to

that associated with photon detection. It was therefore necessary to develop techniques

of signal discrimination, since neutron and photon generate a slightly different signal, and

its discrimination is based on the differences in the decay time of the pulse generated in

the detector by the particle. As a matter of fact, scintillators can be used in the presence

of mixed radiation fields, thanks to their ability to work in the presence of γ rays, as

long as pulse shape discrimination (PSD) techniques are applied to discriminate the

impulses generated by the various radiations incident upon them. The discrimination

of photons and neutrons is crucial because, when dealing with neutron radiation fields,

there is almost always a γ-ray component due to, for example, the neutron production

process, neutron scattering in the environment, secondary γ rays produced by neutron-

induced reactions, etc. The discrimination of neutrons and γ rays therefore allows their

detection with a single detection system, which is a key advantage of itself. However,

when compared to the detection rate, discrimination processes have always been slow,

having always relied on analogue electronic systems. Real-time assessments were not

possible, due to the inevitable requirement to post-process impulses with offline pulse-

shape discrimination algorithms.

Previous research carried out at Lancaster University [16, 17] has focused on fast,

real-time pulse shape discrimination, coupled with digital, fast electronic, thus allowing

measurements and applications not possible before. Organic liquid scintillators, linked

to these digital, pulse-shape discrimination systems (often referred to as mixed field

analysers, MFA), have been used to characterize mixed radiation fields, and to compare

different PSD algorithms [18]. The possibility to retain real-time information from both

fast-neutrons and γ rays opens up the potential to combine both, in such a way as to

retain their simultaneous information. In [19], it has been shown that it is possible to

identify mixed radiation fields simultaneously, discriminating γ emitters from neutron

emitters, and to potentially localize these sources, using a single organic liquid scintil-

lator. This system, furthermore, has the advantage of being portable. The application
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of multiple, fast and reliable imaging systems are increasingly in demand, especially for

nuclear safety, nuclear safeguards applications and for radiation assessment in a nuclear

decommissioning and decontamination scenarios. These studies led to real-time fast

neutron spectroscopy studies [20], so as to allow the identification of different neutron

sources, such as americium-beryllium and californium-252, by means of a characteriza-

tion of their spectra. The discrimination of neutrons and γ rays, as well as the relative

position of the radioactive source (californium-252) was also possible in highly shielded

environments [21]. This study was applied, subsequently, in remarkable research [22] to

image the core of an operational TRIGA nuclear reactor from the outside, with a com-

pact and portable radiation imaging system made of a single organic scintillator detector

coupled with the aforementioned real time pulse shape discrimination system.

At present, the use of organic scintillators for the detection of fast neutrons is a

consolidated technique, however, the development of digital and fast pulse-shape dis-

crimination techniques is still matter of widespread research. Particular mention should

be made of the research carried out at Lawrence Livermore National Lab [23] (LLNL),

in which a fast, portable, digital electronic system has been developed. This system

combines the functions of liquid scintillators, inorganic crystals and in particular plastic

scintillators. This arrangement can be applied for nuclear safeguards applications [24]

and for monitoring spent or reprocessed nuclear fuel, as hypothesized in the Monte Carlo

simulation study [25]. This system is capable of counting and discriminating individual

fast neutrons and γ rays with time sensitivities of the order of nanoseconds. It uses an ar-

ray of stilbene crystals, connected to a digitizer module for data acquisition that counts,

separately, prompt and delayed fast-neutrons and γ rays [26]. The system is also partic-

ularly suitable for correlated measurements of γ rays and neutrons. At LLNL, portable

imaging systems as well as imaging methods are also being developed, with particular

focus on the measurement of neutron and photon multiplicities of fissile materials, with

an associated particle imaging deuterium-tritium (API-DT) neutron generator used to

actively interrogate the samples [27–29].

In a fast-neutron tomography context, [30] and [31] used the pulse shape discrimi-

nation arrangement previously mentioned [16, 17], linked to an array of liquid organic

scintillation detectors (EJ-309 type), to develop a portable fast neutron tomography

system. In the former, the internal structure of a concrete block with reinforced steel

bars inside was investigated (by means of radiography) on the basis of the variation of

the fast neutron flux transmitted. In the latter, an array of 7 organic liquid scintillators,

coupled with a real time pulse shape discrimination system, was used to perform fast

neutron tomography. This study used californium-252 as a neutron source, demonstrat-

ing the possibility of conducting this type of assessments in-situ, without the need of a

reactor or a beam line, as well as without the use of scintillation screens coupled with

CCDs. In both of these researches, the discrimination between neutrons and γ rays has

been exploited to retain the neutron attenuation information, that led to the final to-

mography and radiography. Amongst the various outcome discussions, it was suggested

to investigate the integration of the γ-ray response alongside the neutron response. Such
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studies were one of the starting points of the research presented in this thesis, motivated

as explained in the next section.

1.1 Research motivations

It is well known that neutrons and photons interact differently in matter. Their

probability of interaction depends on the cross section of the individual physical pro-

cesses they are susceptible to. The cross sections, in turn, depend both on the energy

of the particle and on the atomic number (Z) of the element with which they are inter-

acting. Consequently, the relative attenuation of the radiations, strictly related to this

probability, will be different. Several works2 in the scientific literature carry out both

thermal or fast neutron imaging alongside X-ray or γ imaging, however, none of them

have used the same source and detection system, simultaneously. The detection system

made up of liquid scintillators, coupled with the real time pulse shape discrimination

system developed at Lancaster University, was designed to address this opportunity.

Furthermore, not only does the simultaneous performance of neutron-γ imaging reduce

times and costs, but also the scan of an identical section of the sample facilitates data

fusion techniques. In such a way, neutron and γ tomographs can be combined, so as to

exploit the advantages offered by both. This approach has been used to explore different

areas of research, and to investigate different experimental techniques.

• Firstly, an extensive Monte Carlo simulation study has been carried out. The mo-

tivations for this research were to explore materials (actinides) with high atomic

number (Z), and shielding materials with both low-Z (polyethylene) and high-Z

(lead). The aim of this research was to demonstrate whether the combination of

γ rays and fast neutrons might allow these materials to be discerned from each

other, when arranged properly in such a way as to deliberately conceal the actinide

compounds. This research has been collocated in a nuclear framework with the

objective of recognising, identifying and discriminating special nuclear materials

(SNM) used in the nuclear industry from materials that might be used for shield-

ing purposes. This research was furthermore boosted by the potential interest in

assessing such materials for national security applications. It must be emphasized

that this study is a computer-based, Monte Carlo simulation study, due to the

quasi -unfeasible option of having access to such nuclear materials.

• Secondly, the feasibility of discerning materials with similar atomic numbers has

been explored. In particular, a lithium polymer was compared with different sub-

stances of similar density, such as water, water peroxide, acetone and different

types of explosives. This aspect of the research has particular relevance for safety

applications and was motivated by the fact that substances with similar densities

can be confused with each other when they are imaged with X-rays. As a mat-

ter of fact, this is one of the reasons why, at airport screening checks, it is often

2See section 3.3 and 3.4 for more details.
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requested that laptops are removed from bags: in addition to having high-density

metal components, which might easily hide suspicious metal objects inside, lap-

tops have also batteries made of lithium polymers, which on X-rays can result in a

degree of attenuation that is similar when compared to a variety of different explo-

sives. This study therefore sought to determine whether fast neutron radiography

and the combination of fast-neutron/γ-ray radiography are able to discriminate

these polymers with respect to different types of hazardous materials. Experimen-

tally, a radiograph of a laptop lithium ion battery was carried out with objective

of imaging the battery cells and the distribution of lithium ions inside the cells.

• Thirdly, an innovative imaging technique, based on the detection of elastic backscat-

ter of fast neutrons and the Compton scattering of γ rays, was investigated. The

technique was applied to distinguish different physical characteristics of a single

type of material (steel), such as the thickness of different slabs, rather than to

discern different materials, as carried out in the two research studies mentioned

previously. In particular, this technique uses fast neutrons to determine whether

the approach might be compatible with the depiction of corrosion-related defects

in steel, by measuring differences in backscatter as a result of changing steel thick-

ness. This research was carried out in an oil & gas industry context, with one of

its possible applications is an integrity assessment of the steel pipeline. Amongst

the various measurements carried out in this research, the response of steel under

materials selected to illustrate the presence of insulation on pipelines was also ex-

plored, including the effect of polyethylene and concrete insulation. This research,

as done for the previous examples described above, is accompanied and supported

by Monte Carlo simulations.

• Finally, the potential to exploit high-energy γ rays produced by the interaction of

fast neutrons, has also been investigated. This technique has been studied with

the aim of combining different imaging techniques to identify particular metal iso-

topes, qualitatively and quantitatively. Tomography and radiography techniques

yield the spatial distribution of the materials, and allows them to be discriminated

qualitatively, whilst the spectroscopy technique offers the potential to identify a

particular isotope, within the section under scrutiny. This technique can lead to,

in principle and by means of a single measure, to three different tomographic rep-

resentations of the object under scrutiny, which can in turn be combined with each

other. The first two representations refer to neutron and γ-ray tomography, whilst

the third, instead, is the representation produced by exploiting the high-energy γ-

ray activation produced by inelastic scattering by the neutrons themselves. These

are characteristic of each isotope and constitute the isotopic footprint. Moreover,

using the energies of these γ rays and combining this information with the spatial-

qualitative information produced by the neutrons, it is possible to identify the

spatial distribution of the isotopes within the sample.

The entire research described in this thesis is motivated by the fact that industry
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requires non-destructive methods that are, increasingly, more detailed, reliable and fast.

In this regard, the combination of multiple imaging techniques turns out to be useful

and is a strong candidate to play a key role in the future of non-destructive imaging

tests. Concepts and methods presented here combine nuclear techniques for specific

applications in different fields, particularly where neutron metrology plays a fundamental

role, such as in homeland security, safeguards, oil and gas, nuclear and civil engineering.



Chapter 2

Fundamentals of neutron and

photon detection

2.1 Neutrons

The neutron is a subatomic particle, classified as a baryon1 and with a mass of

1.674×10−27 kg (939,57 MeV/c2). The neutron has been found to be an unstable particle.

Its half-life is 900 seconds and decays in isolation as:

n→ p+ e−+
−
νe (2.1)

which is the same reaction of the β− decay, that occurs in nuclei with which the neutron-

proton ratio is high, making the nucleus unstable. Neutrons are subject to the four nat-

ural forces: gravitational, weak-nuclear, strong-nuclear and, despite their lack of charge,

electromagnetic, as they possess an internal charge distribution and spin momentum.

The characteristic of being chargeless leave neutrons free of the Coulomb interaction

with protons and electrons of the atoms, a property which makes them particularly

useful for the study of the atomic nucleus.

2.1.1 Neutron production

In nature there are no natural sources2 of neutrons, therefore, they have to be pro-

duced artificially, exploiting nuclear reactions. In general, neutrons produced in nuclear

reactions possess energies of the order of MeV. By convention, neutrons are classified

according to different energy values, as shown in table 2.1.

The following paragraphs describe the most important methods and nuclear reactions

exploited for neutron production.

1Baryons are particles constitutes by three quarks. Neutrons are composed by one quark up, and two
quarks down.

2With the exception of uranium-238 and uranium-235, that have a very small neutron emission yield
due to their negligible spontaneous fission.

8
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Ultracold E < 0.025 eV

Thermal or Cold E ∼ 0.025 eV

Epithermal E ∼ 1 eV

Slow E ∼ 1 keV

Fast E ∼ 100 keV - 10 MeV

Table 2.1: Classification of neutrons depending on their energy [32].

(α, n) reaction

This reaction led to the discovery of neutrons. Usually, an α emitter radioisotope is

mixed with specific isotopes of beryllium, boron, lithium or other light nuclei, to give a

reaction of the type:

α+9 Be→12 C + n (2.2)

The vast majority of α emitters used are 210Po, 226Ra, and 241Am; all of them produce

a different neutron spectrum, with an energy range between 1 and 14 MeV. An example

is given in figure 2.1, for an Am-Be source.

Figure 2.1: Normalised probability density (BE) as a function of the energy (E), in MeV,
for a 241AmBe(α,n) neutron source. The dotted line (2) represents the theoretical data
whereas the black line (1) the experimental data. Image from [33].

Spontaneous fission

Spontaneous fission (SF) is the only process capable of producing neutrons naturally.

Spontaneous fission occurs only in 238U, 235U, albeit with a very low yield, and in some

transuranic elements. The most noteworthy example, and closely related to the work

presented in this thesis, is californium-252. Its average half-life is 2.645 years, with a
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branching ratio of 96.91% α decay and 3.09% SF [34]. A sample of one microgram

emits 1.97×107 α particles per second and 6.14×105 SF. The neutron yield is 0.116

n/s per Becquerel3, considering the activity taking into account both the alpha and the

spontaneous fission rate [36]. The average number of neutrons emitted per spontaneous

fission (defined as multiplicity) is about 3.84. The 252Cf spectrum has a typical SF shape,

described by the equation:
dN

dE
= A
√
Ee−E/B (2.3)

and shown in figure 2.2. E is the energy, A and B are constants. Concerning californium,

Figure 2.2: Energy spectrum of neutrons from 252Cf spontaneous fission. Image from [37].

the most probable energy is 0.7 MeV and the average energy is 2.1 MeV [38]. It has to

be highlighted that each SF event produces, on average, 8 γ-ray photons, of relatively

high-energy, emitted mostly within 1 ns after a SF event occurs [36].

(γ, n) photo-neutron production

This reaction occurs within the nucleus. The absorption of a high energy photon

leaves the nucleus in an excited states; subsequently, it reaches the stability by emitting

3Bq: Becquerel, International System unit of radioactivity. 1 Bq corresponds to an amount of material
in which one nucleus decays per second. Another common unit of radioactivity is the Ci (Curie), namely
the activity of 1 g of the isotope 226Ra. 1 Curie corresponds to about 37 GBq.

4It was initially measured 3.55, in 1955, by Crane et al. [35].
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one or more neutrons. A valid example is the isotope of sodium 24Na (half-life 15 hours):

it emits a photon of 2.76 MeV, that is greater than the neutron binding energy of 9Be,

with the consequent emission of a neutron, according to the reaction:

γ + 9Be →8 Be + n

The positive side of neutron photoproduction is the creation of a quasi -monoenergetic

spectrum. In the aforementioned case the neutron energy is about 0.8 MeV with a yield

of 2×106 neutrons emitted per Curie (Ci) of 24Na.

Induced fission

In induced fission, a neutron, by interacting with a nucleus of high atomic number

(usually Z>90), is absorbed5 by the nucleus. This creates instability in the nucleus itself,

that splits into two nuclei of lighter elements, called primary fission fragments. These are

initially affected by high neutron/proton ratio and, as a consequence, free neutrons, γ

rays, β and α particles are emitted. The two, excited fission fragments emit, on average,

from 2 to 3 neutrons, depending on the atomic number of their initial parent nucleus.

In the proximity of the the core of a fission reactor, a neutron flux of the order of 1014

neutrons/cm2s can be present, thus generating a constant neutron source with energy

spectrum ranging from the thermal to the fast region. The neutron flux is obtained

simply extracting neutrons from the shielding system of the reactor core.

Fusion reactions

In this process two light nuclei are fused into a heavier nucleus, releasing an extremely

high amount of energy. This can be done with an accelerator to provide the energies

that overcome the nuclei Coulomb repulsion. The most common reactions are:

D +D →3 He+ n(2.45MeV ) (2.4)

D + T →4 He+ n(14.1MeV ) (2.5)

T + T →4 He+ 2n(11.3MeV ) (2.6)

To date, studies on nuclear fusion have not produced an adequate technology that

allows their use in industrial applications. However, numerous research projects are

progressing all over the world.

Nuclear spallation

When high-energy particles (order of magnitude of a few GeV), such as protons or

ions collide with high Z atomic nuclei (lead, tungsten), nuclear reactions occur inside the

nucleus and fragments and light particles are emitted. In this particular way, neutrons

are also expelled from the nucleus. On average, 20-30 neutrons are emitted per proton

of 1 GeV.

5The probability of being absorbed by a nucleus, known as absorption cross section, is higher for
low-energy neutrons.
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2.1.2 Concepts of neutron physics

Prior to examining the reactions induced by neutrons, which are exploited for their

detection and described in the following sections, it is useful to tackle some fundamental

concepts of neutron physics, such as cross section, attenuation and moderation.

Cross section

The concept of cross section identifies the probability that a certain process or reac-

tion will occur; for instance scattering, fission or neutron capture.

Imagine a beam of particles incident on a target, with the condition that the beam

is wider than the size of the target and its distribution is uniform. The flux I of a beam

is defined as the number of particles that pass throughout a unit area A, perpendicular

to the direction of the beam, in the unit of time, as shown in figure 2.3. The number of

Figure 2.3: Illustration of the scattering cross section concept.

scattered particles dN per unit time depends on the beam intensity, on the solid angle

dΩ, on the number of target diffusion centres n per unit volume, and on the thickness

dx of the target itself, as per:

dN ∝ I · n ·A · dx · dΩ (2.7)

The proportionality function is known as differential cross section, and depends on the

energy of the incident beam:

σ(E) =
dσ

dΩ
(2.8)

The total number of particles emitted per unit time is obtained by integrating over the

solid angle:

N =

∫
I · n ·A · dx · dσ

dΩ
dΩ = I · n ·A · dx · σtot (2.9)

where

σtot =

∫
dσ

dΩ
dΩ (2.10)

The cross section has a unit of area, known as barn, which is equivalent to 10−24 cm2.

When multiplied by the diffusion centres n per unit volume, the cross section becomes

the macroscopic cross section Σ = nσ.
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Attenuation

The sum of the single reaction cross sections, is known as total cross section, and

indicates the total probability of interaction of a neutron in matter:

Σtot = Σcapture + Σelasticscattering + Σinelasticscattering + Σfission + . . . (2.11)

This particular concept plays a central role when considering the attenuation of a neutron

beam that passes through a thickness of material. The loss of intensity is given by:

dI = −IΣtotdx (2.12)

Therefore, the beam intensity exponentially decreases as the material thickness increases,

as per:

I = I0e
−Σtotx (2.13)

Moderation

Depending on the neutron energy, a certain type of reaction may become likely with

respect to another. For instance, at thermal energies, neutron capture is the most prob-

able process, whereas for fast neutrons, elastic scattering is usually the most probable

interaction and the principal mechanism of neutron energy loss. Elastic scattering slows

down fast neutrons and this process is known as moderation. Until energies up to several

MeV, elastic scattering can be described non-relativistically, applying simple conserva-

tion laws. It can be shown [36] that the relationship between the energy with which

the neutron hits the target and its energy after the interaction can be calculated with

relationship 2.14:
E

E′
=
A2 + 1 + 2Acosθ

(A+ 1)2
(2.14)

where E′ is the incident energy, A the target mass, E the neutron final energy and θ

the scattering angle in the reference frame of the centre of mass (see figure 2.4 for an

illustration).

Figure 2.4: Elastic scattering of a neutron on a nucleus of mass A.
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In the event of a frontal impact (θ=180◦), equation 2.14 becomes:

E

E′
=

(A− 1)2

(A+ 1)2
(2.15)

and in case the target is an hydrogen atom, being A = 1, the E/E′ ratio is approximately

equal to zero, i.e. the neutron has transferred all its energy to the proton. This rela-

tionship also shows that the moderation of neutrons is more efficient when compounds

comprising many protons or light nuclei are used, such as water, paraffin, polyethylene,

etc.

2.1.3 Neutron-induced reactions

Being chargeless, neutrons interact only via the strong-nuclear force with atomic

nuclei. Depending on the neutron energy, different types of reaction may occur. In the

case of fast neutrons, the most probable is scattering, whereas thermal neutrons are

mainly absorbed via neutron capture. Interactions can be classified with the following

processes:

• Radiative capture: The neutron is absorbed by the nucleus according to the

reaction n+(Z,A)→ γ+(Z,A+1). The capture cross section depends on the inverse

of the neutron energy. In certain types of elements, the capture of a neutron is

followed by the emission of charged particles such protons, deuterons, tritons etc.

• Induced fission: a nucleus captures a neutron and then it undergoes fission.

This occurs, mainly, at thermal energies. For instance, one of the possible fission

reaction that uranium-235 (235U) may undertake, is described by the reaction:

235
92 U + n→236

92 U →141
56 Ba+92

36 Kr + 3n (2.16)

• Elastic scattering: the reaction is identified as A(n,n)A and, as shown in the

previous section, it is the main mechanism of neutron energy loss in the MeV

region. In this particular process, kinetic energy and momentum are conserved.

The neutron does not excite the target nucleus, that remains in its fundamental

state.

• Inelastic scattering: symbolically defined with A(n,n’)A*. The target nucleus,

after the interaction with n high energy neutron, typically higher than 1-2 MeV,

remains in an excited state and emits high-energy γ rays.

• Hadron production: For energies E>100MeV, a neutron may interact with an

atomic nucleus, thus inducing a hadron shower.

2.1.4 Neutron detectors

By not producing ionization in matter, neutron detection is not straightforward.

The devices designed for neutron detection are based on indirect methods that measure
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the products of neutron-induced nuclear reactions, summarized and described in the

previous paragraph. The materials used to detect neutrons are called converters. They

act as targets in nuclear reactions in order to convert neutrons into charged particles.

The most used converters are 10B, 6Li and 3He.

10B + n→7 Li+ α+ 2.792keV (6%) (2.17)

10B + n→7 Li+ α+ γ(0.48MeV ) + 2.310keV (94%) (2.18)

6Li+ n→3 H + α+ 4.78MeV (2.19)

3He+ n→3 H + p+ 0.764MeV (2.20)

The aforementioned cross-section reaction trends are shown in figure 2.5. They show

higher cross sections for low energies with a trend inversely proportional to the energy.

Only for these particular reactions, the inverse proportionality is regular, without any

resonances up to about 100 keV. This makes these converters particularly suitable for

neutron detection. This fact has also the advantage of the direct proportionality between

Figure 2.5: Total neutron cross section of 3He(n,p), 10B(n,α) and 6Li(n,t). Data from
[39].

the count rate and the incident neutron density on the sensitive volume of the detector,

regardless the neutron speed itself. Considering a mono-energetic E neutron beam,

of flux φ (dimensions length−2 time−1), the reaction rate R in the detector sensitive

volume is simply the product of the neutron flux and the macroscopic cross section Σ

of the neutron-induced reaction R = φΣ. Generalizing for an energy-dependent neutron

flux:

R =

∫
φ(r, E)Σ(E)dE (2.21)
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Another important converter is the isotope 157Gd which, despite having a very high

neutron capture cross section, approximately 255k barns, is not common because of the

electromagnetic radiation emitted, that follows the neutron capture, which makes the

detection difficult when high levels of γ background are present.

Neutron detectors can be divided essentially in four categories: gaseous detectors,

scintillation detectors, solid-state detectors and activation detectors.

Gaseous detectors

Gas detectors exploit the ionization produced by a photon or a charged particle,

within the gas. They were the first to be used in neutron physics applications. The

general design is a small container filled with gas, enriched with 3He or 10B, which

serves as a converter. The ion production constitutes, by means of an electrode system,

an electrical signal which is converted and amplified, thus allowing the detection of the

neutron.

Scintillation detectors

Scintillation detectors base their operation on molecular processes that lead to the

emission of light, using materials with luminescence properties as neutron converters.

These, absorb the energy of the radiation and then re-emit it in form of light, which

is collected and converted into electric signals (via photomultipliers, photodiodes, etc.)

thus giving information about the incident radiation nature: intensity and the amount

of photons generated depends on the type of particle interacting with the scintillation

material.

These detectors will be examined in detail in the next section of this thesis, being

such a concept directly related to the research work carried out.

Solid state detectors

This group of detectors is mainly composed by crystals of silicon or germanium,

which are covered on the surface by a layer of converting materials such as 6LiF, 6Li

pure or 10B. Some silicon detectors have the converter homogeneously distributed in its

crystalline structure. Another solid-state detector is silicon carbide, which uses a 6LiF

layer as a converter.

Solid state detectors exploit the sensitivity of semiconductors to radiation. The

ionizing radiation produced by the neutron converter has an energy greater than the

energy gap of the detector, and thus transmits to the electrons sufficient energy to make

them pass from the valence band to the conduction band. This creates electron-hole

pairs that then generate the signal.

Activation detectors

These detectors measure the γ radioactivity that a neutron flux induces on a mate-

rial with high interaction cross section. The radioactivity induced when the material is
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irradiated for a certain time by a neutron flux, is measured. A disadvantages of this type

of detector is that the neutron detection is not carried out real-time and it is not known

whether the measured neutron flux is constant or not during the irradiation time. Their

small dimensions and low costs are the advantages of these detectors.

None of the aforementioned types of detector has all the desirable characteristics

required to be a good detector, such as high efficiency, insensitivity to γ rays, feasibility

of use in extreme conditions, reliability and low-cost. The limit of most neutron detectors

is the lack of information on the energy of the incident neutron. The main reason is that

it is not always possible to measure the direction of the secondary particles emitted by

the nuclear reaction, and it is therefore difficult to make kinematics considerations to

reconstruct the energy of the initial state.

2.2 Photons

Photons, like neutrons, are chargeless, and this makes inelastic collisions with atomic

electrons, typical of charged particles, impossible. The main interactions of photons with

matter are photoelectric effect, Compton effect, and pair production. Their probability

depends on the energy of the interacting photon. The cross section of these three is

smaller than most of charge particles interactions [40], and this is the reason why photons

(particularly X- and γ rays) are much more penetrating. Moreover, an important feature

of photons is that when a beam passes through matter, it is only attenuated in intensity,

leaving unvaried its energy spectrum. Photons interacting with the material are removed

from the beam, due to either absorption processes or scattering, whereas photons that

manage to pass through the material without having had any interaction, keep their

initial energy.

The attenuation of the photon beam is the typical exponential attenuation law that

depends on the thickness x of the material:

I(x) = I0e
−µx (2.22)

where I0 is the initial intensity of the beam, µ the attenuation coefficient, characteristic

of the material.

2.2.1 Interaction of γ rays

Amongst the several different γ-ray interaction mechanisms, only three of them have

a key role in radiation measurements. As aforementioned, these are photoelectric ab-

sorption, Compton scattering, and pair production. Their cross section strongly depends

on the γ-ray energy, on the atomic number and on the electron density of the material

the photon is interacting with. Figure 2.6 shows an example of a typical trend of the

total interaction cross section (depicted in black) of a photon interacting in matter, in

this particular case iron, as a function of its energy.
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Figure 2.6: Energy dependence of different photon interaction mechanisms in iron [41]

Photoelectric effect

The photoelectric effect is characterized by the absorption of a photon from an atomic

electron. After the photon absorption, the electron is ejected. This type of interaction

cannot occur with a free electron but only with those bounded to an atom. The energy

Ee of the emitted photoelectron is given by:

Ee = hν − Eb (2.23)

where Eb represents the binding energy of the electron in its ground shell, which is

usually of the order of keV. hν is the energy of the incident photon: h is the Planck

constant and ν the photon frequency. The cross section τf of the photoelectric effect is

proportional to:

τf ≈
Zn

E3.5
γ

(2.24)

where Z is the atomic number of the material and n is an index usually between 4 and 5,

depending on the energy of the γ ray. The photoelectric effect is the process exploited

for the measure of the incident γ-ray energy. All the photon energy is converted into

the ejected electron kinetic energy. This is why the photoelectric effect is the most

common phenomenon used in spectroscopy and particularly for the calibration of some

scintillation detectors.

Compton effect

In the Compton effect a photon interacts with an electron of the external shell,

transferring part of its energy. Then, it scatters and deflects, by an angle θ, that is
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the angle between the direction of the incident photon and the photon direction after

scattering. Applying the laws of energy conservation and momentum, the new photon

Figure 2.7: Illustration of the Compton effect.

energy can be related with the scattering angle:

hν ′ =
hν

1 + hν
m0c2

(1− cosθ)
(2.25)

while the electron energy is given by:

Ee− = hν

hν
m0c2

(1− cosθ)
1 + hν

m0c2
(1− cosθ)

(2.26)

The probability of Compton scattering depends on the number of electrons in the

target atom-shell and it is linearly proportional with Z ( τec ∝ Z.).

Pair production

This process involves the transformation of a photon into an electron-positron pair.

It is energetically possible when the photon energy is twice the electron mass (2×511

keV: 1.022 MeV, with the mass expressed in units of eV); however, the probability that

this interaction occurs remains relatively low for these energies, while it is more likely

for energies of some MeV. In the interaction the photon disappears and all the energy

is transformed into the pair e−/e+ and into kinetic energy.

The probability of pair production is proportional to the square of the atomic number

τpp ∝ Z2.

2.2.2 Detecting γ rays

All of the aforementioned interactions, generate secondary electrons. Therefore ion-

ization is the process by which gamma radiation is detected. In some γ detectors, the

signal generated by the incident radiation is proportional to the energy deposited in

the detector sensitive volume; in others, such as the Geiger-Mueller (GM) counter, the

energy deposited is independent of the initial γ ray energy.
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As per neutrons, γ ray detectors can be divided into three macro-areas: scintillators

detectors, gas filled detectors, and solid state detectors. Scintillation detectors will be

described in detail in the next section. Within gaseous detectors it is worth mention the

ionization chamber and the proportional counter, both with a response proportional to

the energy deposited in the gas volume. In solid state detectors, the charge generated by

γ rays is collected directly; their energy resolution is better than scintillation detectors

and they are the most common type of detectors used for spectroscopy measurements,

above all high purity germanium detectors (HPGe).

2.3 Scintillation detectors

When radiation interacts with a scintillant, it may transfer all or part of its energy,

exciting the molecules of this material. When returning to the ground state, they emit

fluorescence photons, particularly in the visible and ultraviolet region of the electromag-

netic spectrum. The emitted photons are known as scintillation photons, they must be

collected and converted into an electric signal, that will be the footprint of the interacting

particle. This conversion occurs by means of a phototube, which comprises a photocath-

ode, responsible for the photon-electron conversion and photo-electrodes called dynodes

where the electron multiplication takes place. The result is an output signal with a

measurable amplitude.

There are many types of scintillating materials, however not all of them are suitable

for radiation detectors. A scintillator must meet several characteristics, such as: capa-

bility of converting the energy released into scintillation light (the higher the better),

a small emission time (order of magnitude of nanoseconds), transparency to the wave-

length of its own emission, so as to avoid the self-absorption of scintillation photons, and

finally linearity of response so that the quantity of light produced is proportional to the

energy deposited in the material.

The property of emitting energy in form of visible light when irradiated with heat,

radiation or light itself, is called luminescence. If the light is emitted immediately (∼
10−8s) the process is called fluorescence, whereas when the emission of light is delayed

(from microseconds to hours), due to some metastable excited state, the phenomenon

is called phosphorescence [40]. The light emission process can be described with a two-

component exponential law, as per:

N = A · exp(−t
τf

) +B · exp(−t
τs

) (2.27)

where N is the number of photons emitted at a certain time t, τs and τf are respectively

the slow and fast decay constants (see figure 2.8a), A and B are constants that depend

on the scintillation material.

Different types of radiation have different ionization powers, therefore they may excite

the scintillation medium via different mechanisms. As a consequence, the slow and fast

components of the time decay can be different depending on the particle interacting with

the scintillator (figure 2.8b). Different particles can thus be detected and identified on
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this basis. This technique is called pulse-shape-discrimination (PSD).

Figure 2.8: a) Qualitative illustration of the light output as a function of the time in
scintillators, with a comparison between fast and slow component. b) Different light
outputs for neutrons, α particles and γ rays in a stilbene detector. Images from [40].

2.3.1 Inorganic scintillation detectors

Inorganic scintillators are crystals with impurities that act as activators. They

are mostly alkali, halides and pyrosilicates. Common examples are NaI(Tl), CsI(Tl),

CsI(Na), or crystals of BGO (bismuth germanate) and CdWO4 or cerium-activated

crystals such as CeBr3, LaBr3. Inorganic scintillation materials are insulators or semi-

conductors, therefore their light emission mechanism is based on the discrete bands of

energy within their crystal lattice.

When radiation passes through these crystals, it deposits a certain amount of energy,

thus elevating electrons from the valence band to the conduction band (figure 2.9). These

electrons, when returning into their ground states located in the valence band, may

release their energy in terms of photon emission. However, this process is inefficient

and the the photon emitted is not in the visible range of the electromagnetic spectrum.

For this particular reason, impurity activators are inserted in the lattice structure of the

inorganic material: they modify the crystal band gap creating intermediate energy states

with energies less than the forbidden gap, allowing transitions that give visible photons.

Since the energy of the emitted photons is less than the difference in energy between

the two bands, inorganic crystals are transparent to their own fluorescence light. In

general, inorganic crystals have a response of the order of 200 ns, greater than organic

crystals. One of the drawbacks of most inorganic crystals is that they are hygroscopic;

this generally requires special protection measures. Amongst the advantages of inorganic

scintillators is the high stopping power due to the high density and high atomic number.

These type of scintillators also have the highest light-emission outputs and moreover,

thanks to their relatively high atomic number and density, they are suitable for the

detection of high-energy γ rays, electrons and positrons.

Other types of inorganic scintillation materials are noble gas scintillators as well as

and glasses, such as like cerium-activated lithium glasses.
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Figure 2.9: Schematic illustration of the energy band structure of an activated scintilla-
tion crystal [36].

2.3.2 Organic scintillation detectors

Organic scintillation detectors are hydrocarbon compounds containing the benzene-

ring structure, that gives them properties typical of aromatic hydrocarbons and decay

time of a few nanoseconds. The valence electrons of aromatic molecules are de-localised

and not associated with a particular atom of the molecule. The structure of vibrational

and electronic atomic levels (π-orbitals) is an intrinsic property of aromatic molecules

and does not depend on its physical state. These π-electrons can be found in singlet

states (spin 0, S0, S1, S2, S3 figure 2.10) or in triplet states (T1, T2, T3, figure 2.10) At

room temperature the molecules are in the S0 state. The radiation-induced excitation

and ionization process brings electrons to levels S1, S2 and/or S3. Almost immediately

these pass by internal degradation from the highest energy states to the excited states of

S1. From the states S1 to the fundamental vibrational states S0 there is a high probability

that this passage takes place with light emission. Re-absorption phenomena occur only

through direct transitions from the state S10 to S00. Therefore organic scintillators are

transparent to their own emission spectrum.

Another phenomenon that can arise is the conversion of a singlet state to a triplet

state, called intersystem crossing. The lifetime of a triplet state is greater than that of

a singlet, so that there will be emission of delayed light, of the order of milliseconds,

classified as phosphorescence.

The most common organic crystals are anthracene, stilbene and naphthalene. These

last two crystals have a scintillation lifetime of a few nanoseconds. Due to the anisotropic

emission (channelling effect), however, the decay time may depend on the orientation of

the crystal, as well as the scintillator response. Anthracene has a higher light emission,

by convention 100%.

Organic liquids are solutions of two components: solvent and solute. The most

famous solutes are terphenyl, PBD, PPO, POPOP. Among the solvents, the most famous

are xylene, benzene and toluene. Typical concentrations are 3 g of solute per litre of

solvent. The response time of these is very fast, of the order of 3-4 ns. They have

the advantage that they can be used with other materials, such as boron or lithium.

Plastic scintillators are probably the most used for their versatility and particularly
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Figure 2.10: Illustration of the scintillation mechanism in organic materials [36].

suitable for pulse shape discrimination [15]. They are like liquid detectors, however the

solvent is solid after being subjected to polymerization. The most common are PBD

and PBO. Typical concentrations are 10 g/L. The response time is very fast, around 2-3

nanoseconds and they provide a high output light yield. One of the biggest advantages

is their flexibility, as they can be easily shaped, however they degrade and can be of

variable quality.

2.3.3 Light output

The light output of a scintillator refers more specifically to its ionization energy

in photons. This is a key quantity and determines the efficiency and resolution of a

scintillator. It can be assumed that the fluorescence light is proportional to the variation

of energy deposited by the particle in the scintillator.

L ∝ ∆E (2.28)

However, a scintillator response is more complex and furthermore it depends on the

particle and ionization density and particle linear energy transfer (LET). In particular,

heavy particles (e.g. alpha particles) show a deviation from the proportional relationship

at lower energies with respect to, for instance, electrons [42]. The response of organic

scintillators can be described relating the fluorescence per unit length (dL/dx ) with the

energy lost by the charged particle per unit length (dE/dx ). The semi-empirical model

used is the Birks’ formula [43]:

dL

dx
=

S dEdx
1 + kB dE

dx

(2.29)

where S is the scintillator efficiency, B and k are proportionality constants that de-

pend on experimental data fit. Assuming a scenario in which the density of the excited

molecules is directly proportional to the ionization density and assuming the approxi-
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mation of negligible quenching6 (k≈0), the light produced is proportional to the energy

lost, as per:
dL

dx
= S

dE

dx
. (2.30)

2.3.4 Photomultipliers

A photomultiplier is a vacuum tube that generates an electric signal in response to

visible electromagnetic radiation. It is capable of detecting radiation intensity extremely

low, up to the single photon. It is composed of two parts: a phototube, sensitive to elec-

tromagnetic radiation in the visible region and an electronic multiplier which act as

multi-stage amplifier. The photosensitive area and the electronic multiplier are located

Figure 2.11: Schematic illustration of a photomultiplier tube. Image from the web [44].

inside a vacuum glass tube (or quartz tube). The photosensitive area is called photo-

cathode and constitutes the primary electron emitter. This is generally formed by a pho-

toemitter material, deposited in the form of a thin film on an optically-transparent glass

window, which constitutes the entrance to the phototube. Electrons are emitted from

the surface exposed to the vacuum tube. If the photons of the electromagnetic radiation

incident on the photocathode have suitable energy, it emits a number of photoelectrons

proportional to the light intensity ,due to the voltage applied between photocathode and

anode. A suitable electric circuit creates increasing voltage differences between anode

and photocathode, by means of a series of intermediate electrodes, called dynodes. The

first photon-generated electron is accelerated towards the first dynode where it trans-

fers its energy to the electrons of the material. The electrons that acquire an energy

greater than the extraction energy, are emitted by the dynode (secondary emission) and,

in turn, are accelerated towards the next dynode. This process is repeated in cascade,

exponentially increasing the number of electrons until the final dynode (anode). Here

the amplified signal is collected, constituting therefore an electric signal.

6Quenching is the phenomenon by which the fluorescence is self-absorbed, damped or degraded.
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2.4 Pulse Shape Discrimination

Signals produced in organic scintillators from different particles are electronic wave-

forms that, after being acquired and stored, are discriminated by mathematical algo-

rithms. This process is called Pulse Shape Discrimination (PSD). In the context of

this thesis, these PSD algorithms are applied particularly to the separation of neutrons

and γ rays. This section aims to give a brief introduction of the most important PSD

techniques used nowadays.

The detection of neutrons is often associated with by the detection of a considerable

number of γ rays. They come directly from neutron production processes or either

as a consequence of interactions with surrounding materials or from the environmental

background. To select only the neutron component of the detected radiation, it is

necessary to use techniques to discriminate, event by event, the acquired signals.

The two most important and widespread algorithm groups are the Charge Compar-

ison Method (CCM) and Pulse Gradient Analysis (PGA); another important, less used

method, however historically significant, are the Zero Crossing Method (ZCO), Neural

Networks and Wavelet transforms.

2.4.1 Charge comparison method

The Charge Comparison (CC) method [45] is based on the integration of the charge

collected from the detector over the time (figure 2.12). The charge deposited by the

Figure 2.12: A schematic, qualitative illustration of the different signal shapes produced
by a neutron and a γ ray in a generic detector. The two interval of integration over the
time are also shown.

radiation into the detector, produces a signal, which is integrated over two different time
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intervals: the first is known as long integral, the second is known as short integral. The

former, refers to the area of the whole pulse, whilst the latter considers only part of

the signal tail. The first extreme of the long integral, is the starting point of the signal

while the final extreme is the end of the signal itself. The short integral has the same

endpoint as the long integral, however, its starting point is variable and can be adjusted

in such a way as to set the best discrimination parameter. This value depends on the

detector used and its electronics. As the impulse decays more slowly for neutrons, the

short integral will be greater for the same long integral in comparison with that of the

gamma, thus producing a different short/long ratio for neutrons and gammas.

2.4.2 Pulse gradient analysis

Pulse Gradient Analysis (PGA) [46] focuses on the comparison between the ampli-

tude of the peak of a certain signal and the amplitude of the same signal acquired after a

certain time scored from the peak itself. The former, is known as Peak Amplitude, while

the latter is known as Discrimination Amplitude. The time interval that regulates this

amplitude selection depends on the characteristics of the detector. The original signal is

generally filtered before performing the operations mentioned to minimize the influence

of electronic noise on the signal quality. A pulse induced by a neutron has a greater

Figure 2.13: A schematic, qualitative illustration of two different signals produced by
a neutron and a γ ray. The different Discrimination Amplitude, key parameter in the
discrimination of these two particles, is highlighted.

discrimination amplitude than the peak amplitude, compared to a range, due to a decay

rate lower than the slow component of the signal.

Compared to other PSD methods, PGA algorithms are fast, require very little calcu-

lation capacity, so they are particularly suitable for real-time analysis and in a scenario

when the user has to deal with a complex apparatus equipped with many detectors. The

parameters of the algorithms can be optimized to obtain the best discrimination accord-

ing to the type of light emission of the scintillator and the response of the photodetector

used.



Chapter 3

Neutron imaging

3.1 Generalities

Neutron imaging is a huge field which comprises several different techniques that use

neutrons to obtain internal images of objects or to probe samples in order to study spe-

cific features. Examples of neutron imaging methods are neutron radiography, neutron

tomography, neutron phase imaging, small angle neutron scattering, thermal neutron

holography and neutron-based magnetic resonance imaging1. In this particular chapter,

neutron imaging refers to neutron radiography and tomography only, since these are the

techniques used in the research presented in this thesis.

Neutron radiography (NR) and tomography (NT) are well-established, non-destructive

testing techniques used to evaluate the properties of the materials, components and sys-

tems without causing damage to samples under scrutiny. NT and NR are based on the

same principles of the well-known X-ray imaging (X-ray CT). The difference between

neutron imaging and X-ray imaging lies in the fact that neutron and photons interact

differently with matter, thus providing different informations about the objects under

investigation.

Depending on their energy, photons interact by means of photoelectric effect, Comp-

ton scattering and pair production, and the intensity of this interaction depends on the

atomic number Z of the interacting element. On the other hand, when neutrons interact,

they may undergo a variety of nuclear processes depending on their cross section, which

in turn depends on their energy (figure 3.1). Among these processes, the most impor-

tant are the elastic scattering, inelastic scattering, radiative neutron capture, induced

fission and several nuclear reactions, such as (n,p), (n,d), (n,α), etc. For some elements,

moreover, the total interaction cross section is relatively high for low-Z elements (in

particular hydrogen-rich compounds, helium, boron and lithium) and, as a matter of

fact, the neutron tomography can be complementary to the X-ray or γ-ray tomography

achieved when imaging same elements.

1See, for instance, [47], for an overview of neutron imaging methods.

27
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Figure 3.1: Top: Mass attenuation coefficients of thermal neutrons (0.025 eV energy)
and X-rays (100 keV energy) against atomic number. Bottom: Qualitative comparison
of X-ray and thermal neutron interaction cross sections for some elements. Images
from [2,48]

3.2 Fundamentals of radiography and tomography

The history of neutron radiography dates back to 1935, only three years after the

discovery of the neutron. Kallmann and Kuhn [49] generated the first images using

neutrons. Nowadays, neutron radiography is a well-established non-destructive method

(NDT), thanks to the progress made in neutron detection, detector electronics, signal

analysis and data processing methods. Yet, neutron imaging is still relatively far from

its application on a large industrial scale. The main problem is due to neutron sources,

which are relatively difficult to be produced on a large scale, or require special safe-

ty/regulatory procedures to be used.
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Sources, moderation and collimation

Neutron sources are of three types: accelerators, radioisotopes and nuclear reactors.

Accelerators produce neutrons between 107 and 1010 n/cm2/s. Neutron generators fall

into this category, and sometimes they can also produce 1011 n/s isotropically. Radioac-

tive sources have lower fluency, approximately in the range of 105-109 n/cm2/s. On the

one hand, they have the drawback of not having an on/off mechanism; however, on the

other hand they have the advantage of being portable and being relatively simple to use.

Nuclear reactors are the sources that provide the highest fluxes, in the order of 1010 -

1015 n/cm2/s.

The majority of the aforementioned source, emit fast neutrons, therefore in the energy

spectrum region that goes from about 1 MeV (fission neutrons) to up 14 MeV (neutron

generators exploiting D-T reaction). Radiographs and tomographs are usually performed

using thermal or epithermal neutrons, (0.025 eV - 10 keV). Consequently, the neutrons

produced by these sources must be moderated. It is known that the most effective

moderators are water, graphite, paraffin, polyethylene, etc. These slow down neutrons

without great losses thereof, during the moderation process2. A schematic picture of a

typical radiography or tomography system is given in figure 3.2.

Figure 3.2: Schematic of a typical neutron imaging system. The detector plane is usually
a scintillator screen, in the case of thermal neutron tomography.

Thermal and epithermal neutrons must be collimated in a beam that allow an object

to be scanned. Since neutrons do not have an electric charge, they cannot be focused as

electrons or protons or charged particles are. The best way to collimate them is simply

to produce an aperture in the moderator and shielding, so as to direct the neutrons

towards the collimator, which will have a certain design able to produce the desired beam-

geometry. The collimator has to be be made with a high neutron capture cross section

material, for example boron, gadolinium, or cadmium. Reflectors such as tungsten and

lead can also be used.

The most common beam geometries are the cone beam, fan beam, and parallel beam,

shown in figure 3.3 [50]. Geometries such as the parallel beam or the cone beam, have

the advantage of producing radiographic images with a single exposure, while the fan

2One of the novelties of the research work presented in the results part is that no moderator is used,
and only fast-neutron tomography is performed.
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beam requires the scan of the object in such a way as to produce many projections, that,

properly implemented in a reconstruction code, produce the radiographic or tomographic

image. Fan beams are generally used in tomography rather than radiography.

Figure 3.3: On top: illustration of the three possible geometry beam configurations:
parallel beam, fan beam and cone beam. On Bottom: illustration of the beam divergence
inside a collimator. L is the collimator length and D is the diameter or collimator
aperture where the source is located (collimator gap).

The spatial resolution, assuming an ideal detector of infinite resolution and 100%

efficiency, is fixed by the L/D ratio, which gives also an idea of the divergence of the

beam. L is the collimator tube length and D is the source diameter or the collimator

gap (Figure 3.3, bottom). The L/D ratio must be the highest achievable by the system.

The ratio φ = L/D gives a quantitative indication on the divergence of a beam and is

a fundamental parameter in radiography and tomography. The higher the L/D ratio,

the smaller the horizontal and vertical divergence will be. A well collimated beam is

synonymous with low divergence and this means high spatial resolution. In [50], it has

been shown that values of L/D>70 produce acceptable radiographs. Currently, L/D

values of several hundred to a thousand are available [51].

Detectors

The choice of the detector depends on whether the tomography is carried out with

fast neutrons or thermal/cold neutrons. The way to detect neutrons of different energies

depends on the interaction probability, which is higher for low energy neutrons. This

is the main reason why the majority of approaches in scientific literature exploit ther-

mal, epithermal and cold neutrons, rather than fast neutrons. Generally speaking, all

detectors for low energy neutrons use elements such as 6Li, 10B, and natGd/157Gd as

converters for scintillation screens [52].

Most studies investigate the use of scintillation screens and charged-coupled devices

(CCDs). In particular, scintillator screens in conjunction with CCDs or even with flat

amorphous silicon detectors, have been widely used because of their shorter exposure

times and faster read-out. CCDs provide a good signal-to-noise ratio, thus improving
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the image quality. However, CCD chips suffer radiation damage if placed under the

neutron beam, so they have to be placed in such a way as that the light coming from

the scintillator screen is deflected by a mirror towards them, at usually 90o out of the

neutron beam [51,53–55].

A different scenario arises when fast neutrons are to be detected. When the neutron

energy range is in the MeV spectrum region, the absorption cross section drops, therefore

detectors relying on converters are unsuitable for neutron detection, because of the low

efficiency. Fast neutrons are relatively difficult to be detected, however they tend to be

scattered by light isotopes. Organic scintillators are good candidates because of their

sensitivity to fast neutrons. In particular, organic-liquid scintillators are sensitive to

fast neutrons because they exploit the elastic scattering with hydrogen. Their main

advantage is that they can be used in presence of mixed radiation fields, thus ensuring

that pulse shape discrimination (PSD) techniques can be applied to discriminate pulses

generated by different incident particles.

In the last decade, great improvements have been made in the research of new organic

scintillation detectors; for instance, liquids with a high flashpoint and low toxicity, such as

EJ-309 [56]. These, coupled with the advent of fast electronics for real-time PSD [16,17],

have made this technology suitable for use in industrial environments [56,57].

As a matter of fact, the potential to perform combined acquisition of both neutron

and γ ray events, which has not been explored extensively yet, emerges because organic

scintillators detect both.

3.3 Neutron tomography/radiography: state-of-the-art

Neutron radiography and neutron tomography have been investigated for over seven

decades [51]. During the last forty years, thanks to important improvements in image

reconstruction algorithms, the advent of calculators and computers, as well as improve-

ments in neutron detection and digital data treatment, neutron tomography has been

consolidated as a non-destructive testing (NDT) technique. The vast majority of neu-

tron NDTs are carried out making use of neutron imaging facilities across the world.

They are almost all located in close proximity of nuclear reactors, particle accelerators

and spallation neutron sources [58]. This is mainly due to the requirement of having

high neutron flux in order to achieve a good quality image and acceptable spatial reso-

lution [59]. The flux densities at the sample position available nowadays range from 106

cm−2 s−1 to about 109 cm−2 s−1 in modern instruments [51]. Because of the complex-

ity to access these facilities, the feasibility of performing neutron tomography is mainly

restricted to scientific and research purposes. Several studies have been focused on the

development of mobile and transportable systems for neutron radiography and/or to-

mography [11, 12, 60]. All these works make use of neutron generators as the radiation

source. The use of compact neutron generators has the advantage of offering an on/off

switching mechanism for the emitted neutrons. However, the use of such devices still

limits the portability of the tomography system as a consequence of their weight and

sometimes of their high neutron flux generated, which requires particular health and
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safety regulations. In the last ten years huge progress has been made to make neutron

generators smaller and portable. The portability of the system is therefore mainly deter-

mined by the radiation source. Portable neutron sources, which are also relatively inex-

pensive, are restricted to isotopic radiation sources such as, for instance, californium-252,

americium-241/beryllium and few others americium-related sources. The disadvantages

are that they might have relatively low neutron fluxes, they do not have any on/off

switching mechanism and they have to be properly shielded. With this regards, the

design, construction and commissioning of a portable system for fast neutron tomog-

raphy, using 252Cf as a source, is presented in [31]. This particular research is strictly

related and set the basis of this Ph.D. work. This particular system is based on the use

of real-time pulse-shape discrimination in 7 organic liquid scintillation detectors. The
252Cf source used has a neutron emission rate of 1.5·107 per second into 4π and the ex-

posure time of the system is approximately 2h. The applications of neutron tomography

range from archaeology, geology and chemistry, to material science, engineering, nuclear

energy, homeland security and contraband detection. The following sub-paragraphs

present some examples of the most remarkable research that can be found in literature,

showing the current state-of-the-art of neutron radiography and tomography in several

fields.

3.3.1 Material science and engineering

Neutron imaging is mostly applied for material science purposes [48] and for the

engineering industry. Neutron tomography is usually used to identify the presence of

corrosion or defects in metal components, measures of hydrogen concentration, liquid

flow visualization in pipes, imaging of fuel cells, waste packages, reinforcing internal

structures and so on.

Most research works, as already stated, use thermal neutrons or even ultracold neu-

trons, because of their high capture cross section in some isotopes such as 6Li and 10B,

used in neutron converters. Pioneering work is lead by Paul Sherrer Institute [2], in

Zürich, at the neutron imaging facility of the spallation source SINQ [61]. Figure 3.4

shows three different steps of a ultracold, real-time radiography of a coffee machine. The

plastic components of the machine, the coffee and the water, being materials with a high

hydrogen component, absorb or deflect neutrons, resulting in a high attenuation index

and therefore in a high image contrast. On the contrary, the metal components of the

machine, mainly aluminium or steel, are relatively “transparent” to neutrons.

In [62], neutron tomography is used to estimate the hydrogen concentration in metal

castings, in order to measure the degradation of some metal alloy properties, such as the

loss of ductility. In this work, a scintillator screen and a CCD camera is used as detector

whereas a 2MW research reactor is used as a source of thermal neutrons. Internal

corrosion of in-service turbine blades is measured with NT in [63]. Once again, a 2MW

research reactor is exploited to generate a thermal neutrons flux. Defects in aircraft

parts have been explored with neutron imaging in [64–66] and internal fluid flows have

been imaged in [67, 68]. [30] explores heterogeneities in concrete, such as reinforcement
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structures, measuring the variation of transmitted fast-neutron flux. [69] was one of the

first, about two decades ago, to investigate neutron radiography to image the water

gradient in fuel cells. In [70] advancements and the potential of neutron imaging for fuel

cells are discussed. Finally, a recent, interesting work [71], carried out at the NECTAR

facility [3] in Germany, presents also the potential to image a package of low radioactive

waste.

Figure 3.4: Three stages of a real-time, ultracold neutron tomography of a coffee ma-
chine, Paul Sherrer Institute [2, 72].

3.3.2 Palaeontology, archaeology and cultural heritage

Neutron imaging is also widely used for the characterization of archaeological sam-

ples. For instance, [73] describes the use of neutrons and X-rays to visualize archaeolog-

ical objects in blocks of soil and [74] to characterize archaeological glasses. [75] describes

studies of the inner morphology of a bimetallic Chinese sword of the 1st century BCE; [76]

uses nCT to look into the tooth structure of a pelycosaurs (one of the most primitive

mammals). [77] uses neutron tomographic analysis to ascertain the truthfulness of coins

from Ancient Greece. In this regards, it has to be highlighted the remarkable research

done by the ANSTO/DINGO [4] facilities in Australia, which are making neutron imag-

ing a key analytical tool as a non-invasive approach in fields such as cultural heritage,

archaeology and conservation science [78,79].

3.3.3 Geology

Since neutrons interact mainly with low atomic number materials, in particular hy-

drogenous compounds, they are exploited in geology mainly to highlight the presence of

water or hydrocarbons in rocks [80–83]. Neutron tomographs are often compared and

studied with X-ray CTs. In particular, in [84], borehole rock samples are investigated.

This work shows how thermal-neutron tomography can be inappropriate when imaging

high density or thick samples (Figure 3.5). However, in a scenario in which the sample

has relatively low density, thermal neutrons remain the preferred way to probe these

materials. For instance, [85] shows an interesting comparison on how thermal neutrons

can clearly highlight the presence of water in sand and limestones, in contrast to what

arise using X-rays. The use of thermal neutrons is widely spread, whilst, as it happens
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Figure 3.5: On the left: X-Ray CT of a fractured rock sample. On the right: thermal
neutron CT of the same rock sample. n-CT is poorly resolved due to inadequate sample
dimensions: neutron do not penetrate the sample do to the presence of hydrate species
within the rock matrix. Image from [84].

in many other fields, fast neutrons are not intensively studied, yet. With this regard,

one of the main objective of the Ph.D. research presented in this thesis is based on the

use of fast neutrons, which can deeply penetrate high density materials.

3.3.4 Chemistry and biology

Carbon, hydrogen and oxygen are the most abundant elements in organic materials,

and therefore in biological tissues. Since low-Z elements scatter neutrons more than

any other nuclei, hydrogen, in particular, is the principal factor of neutron contrast in

biological materials. Current probes in medical imaging comprise X-ray tomography

and radiography, ultrasound, positron emission tomography (PET), magnetic resonance

imaging (MRI) and so on. They all have specific functions, different from each other that

make them unique and highlight different characteristics, such as blood flow, metabolic

functions, bones, etc. Nowadays, thermal neutron imaging has reached similar spatial

resolution and it is competitive with these techniques since, in many cases, it is able to

visualize different elemental and isotopic contrasts [47].

Thermal neutron imaging is widely spread to better understand the distribution of

ions in lithium-polymers batteries [86–89], thanks to the high absorption cross section of
6Li. In this regards, a chapter of this thesis is dedicated to the research work carried out

at Lancaster University, using fast neutrons to image a lithium ion battery of a laptop.

Furthermore, neutrons are useful and have been used recently to image crystal growth

and crystallographic structures and metal alloys [90–92].

3.3.5 Homeland security, contraband detection and nuclear safeguards

A considerable amount of research is reported in the scientific literature, presenting

neutron-based techniques for security applications [7,93,94], detection of explosives [95–

97], nuclear fuel and reactor-related materials [98–102] as well as special nuclear materials
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(SNM3) [103–107].

However, none of these techniques are used routinely for safety and security inspec-

tion, despite their extensive development. The main reason is that, at the moment,

several challenges still limit a large-scale industrial application of these techniques. For

instance, the number of false-positive threats is still too high with respect to the num-

ber of checks, limiting thus the normal operational time of the inspections. Borders,

airports and ports are, nowadays, the locations that raise major concerns because of the

incredible amount of goods that pass through them every day. The possibility of placing

a neutron inspection system is limited by the possibility to locate a neutron source in

proximity of these locations. This means that either a small accelerator or a neutron

generator (DD or DT) has to be placed in these environments. Therefore problems such

as device size, weight, its general complexity, costs, as well as the inspection time above

all, arise and have to be solved.

3.4 Combining neutrons and γ rays

Neutron radiation can be used as complimentary and/or supplement tool to γ-ray

computer tomography. Exploiting the different interactions of photons and neutrons in

matter and combining them in a sort of cross-check it would be possible to discriminate

between different materials, that would be hard to distinguish otherwise using only γ-

ray tomography or only neutron-tomography. Photon-based tomographs are unlikely

to discriminate between elements of similar density and underperforming when imaging

low-Z materials. Neutron-based techniques, instead, are more likely to highlight low-Z

materials, porous materials, and substances with high neutron reaction cross-sections,

as it can be seen in figure 3.6. The union of these different features can lead to a

better understanding providing both density and composition information of the object

investigated. In [109] Monte-Carlo simulations have been carried out to examine the

feasibility of a combined neutron-photon CT of a model container. In this particular

research work, neutrons of different energies, coming from a neutron generator (2.5 MeV

from the D-D reaction and 14 MeV from the D-T reaction) and γ ray sources, such as

1 MeV, 6 MeV and 9 MeV, have been simulated with the aim to verify the application

of this technology for security inspection. In a real scenario, this would imply the use

of two different radiation sources for both neutrons and γ rays. Moreover, the detectors

simulated are an ideal array that retain all neutrons and gammas crossing the detector

surface.

In [95, 111], a feasibility study conducted by the Missouri University of Science and

Technology has developed a combined neutron - X-ray radiography system for explosive

detection and homeland security applications, with focus on concealed material detec-

tion. The work [8] is remarkable, a fast-neutron and γ-ray interrogation system has

been built for air cargo containers, thanks to a collaboration between the International

Atomic Energy Agency (IAEA) and the Commonwealth Scientific and Industrial Re-

3SNM are radioactive materials, fissile materials, and other materials associated with nuclear weapons.
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Figure 3.6: Comparisons of thermal neutron radiography and X-Ray radiography of a) a
camera, b) a Swiss knife and c) a sword. These images, taken from [2], are some results
extracted from the pioneering work (see also [108,110]) in thermal and ultracold neutron
tomography carried out at the Paul Scherrer Institute.

search Organisation (CSIRO). The trials of this system were successfully conducted for

the Australian Government at Brisbane airport and showed that high resolution image

for both X-ray and fast neutrons can be obtained. This system is based on a dual en-

ergy X-ray source of 2.4 GBq 60Co (3 and 6 MeV) and a DD neutron generator, with a

neutron yield of 2×1010n/s.

Several other research works investigated the potential of combined neutron-photon

imaging [93,112–115], with application mostly for homeland security, but also to image

lithium-batteries in order to understand their degradation and performances [116].

However, none of the aforementioned works consider the use of the same radiation

source to produce an acceptable flux of both neutrons and γ rays, on the hypothesis that

they can be detected simultaneously at the same time, by the same detector system.

3.5 Focus on: image reconstruction

Tomography techniques are now fundamental for medical diagnostics and, more gen-

erally, for a wide range of non-destructive testing. Image reconstruction starting from

the data acquired from the instrumentation has been a mathematical problem for several

decades.

The reconstruction process consists on the identification of the spatial distribution

of a quantity in a plane-section. This is implemented starting from the measure of pro-
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jections, namely the integrals of the distribution function along straight lines of different

directions, and acquired by rotating and translating the section under examination. The

generation of projections is described mathematically by the Radon Transform while

the inverse problem, i.e. the tomographic reconstruction, can be solved via two different

approaches: analytically, via filtered back projection algorithms (FBP) or algebraically,

via algebraical image reconstruction algorithms (ART). To obtain sufficiently detailed

reconstructed images is a problem present in all diagnostic imaging methods. This de-

pends on the imaging systems, that have intrinsic resolution limits linked to the physics

of the processes involved and to the detection system. These problems are mainly due

to the low signal-to-noise ratio, detector efficiency and size. Therefore, a mathematical

model able to elaborate correctly the acquisition of experimental data and its insertion

within the reconstruction algorithms, is a crucial point.

Conventionally, a projection data representation of the object under examination is

the sinogram: a two-dimensional image in which the position of the detector is repre-

sented in one axis, against the angular positions of the detector in the second axis. Given

a sinogram s, the problem is ascribable to identify the distribution of f in the section of

interest.

In Computed Tomography (CT), the rotation (scan) of the entire radiation source

and detectors around the axis of an object (or the rotation of the sample under exami-

nation around its axis, depending on the frame of reference), records a set of projections

resulting from the radiation passing through the same direction in different sections. The

irradiated section of the object is treated as a function, called the density distribution

function, that has to be found by methods of reconstruction. Reconstruction methods

can be divided into two categories: analytical and iterative, as shown in the scheme

of figure 3.7, each of them with its own advantages and drawbacks. In this particular

Figure 3.7: Schematic classification of the different groups of image reconstruction algo-
rithms.

section, filtered back projection and algebraic reconstruction, will be described. The

former, is probably the most common and used method in image reconstruction (partic-

ularly in the medical field) and indeed it is as historically important as mathematically
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elegant; the latter instead, is rather “effective” and it adapts easily to different geome-

tries. Iterative methods are the type of algorithms used in the research presented in

this thesis, the motivations for this particular choice are given in the next sections and

chapters.

3.5.1 Filtered back projection

Let us consider a section of an object with unknown density distribution µ(x, y).

By definition, a projection of a two-dimensional function is a set of line integrals. The

Radon Transform (RT) is the mathematical tool used to perform a series of line integrals

through µ(x, y). Therefore, RT can be applied to compute projections of the density

distribution µ(x, y), along a specified direction, as per:

p(ξ, φ) =

∫
µ(x, y)δ(xcosφ+ ysinφ− ξ)dxdy (3.1)

where p(ξ, φ) is the Radon Transform of µ(x, y). δ is the Dirac Delta function, ξ is

the offset and φ is the rotation angle, as defined in figure 3.8. The function p(ξ, φ)

Figure 3.8: Schematics of the radon transform of a generic object with cross section
depending on the unknown attenuation µ(x, y). The Radon transform in this picture
represent the calculation along a line, at a fixed angle φ and a distance ξ from the origin.
On the left, the mathematical fundation are pictured, whereas on the right, a theoretical
transposition in a experimental scenario, is shown.

is called sinogram and the goal of tomographic reconstruction is to find µ(x, y), given

knowledge of p(ξ, φ). Figure 3.8 shows also an analogy between theory and experiment:

in fact, experimentally, the projections are the set of detector readings per position

and rotation angle of the system source-detectors (or sample position, depending on

the frame of reference used). For instance, taking into account as radiation source

neutrons or photons (X-/γ rays), the interaction probability of such radiation in matter

is identified by the linear attenuation coefficient of the material (µ), which is, considering
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a section, a dual-dimensional function, and can be identified as the density distribution

µ(x, y). As seen in chapter 1, the intensity of the radiation suffers an exponential decay

described by the attenuation law (also known as Beer-Lambert law).

I(x, y) = I0 · exp
(
−
∫
path

µ(x, y) · ds
)

(3.2)

Simply, in the one-dimensional case, it becomes:

I = I0e
−µx ⇔ µx = ln

I0

I
(3.3)

I0 is the initial intensity of the radiation, whereas I is the final, x is the distance travelled

by neutrons or γ rays. The logarithmic ratio ln(I0/I) is known as one-dimensional

projection of the body in the direction of the incident radiation.

Known the sinogram p(ξ, φ), the task of measuring µ(x, y) can be achieved applying

the so-called back-projection operator to the sinogram. It propagates the measured

sinogram into the image space along the projection paths. Mathematically:

µBP (x, y) =

∫ π

0
p(ξ, φ)dφ =

∫ π

0
p(xcosφ+ ysinφ, φ)dφ (3.4)

The image reconstruction is then reduced to the solution of integral 3.4, which is a

numerical process performed with the help of a computer. A huge amount of algorithms

are available in literature, all based on the fact that applying the Fourier transform of

the projections p(ξ, φ), the space frequency distribution of function µ(x, y) is obtained.

Within the computer algorithms used, frequency filters are also applied, in order to

clean the image from the noise and achieve a good image contrast. A general, illustrated

scheme of the FBP algorithm is shown in figure 3.9, using as an example the famous

Shepp-Logan phantom.

3.5.2 Algebraic reconstruction techniques

Algebraic Reconstruction Techniques (ART) were introduced by Gordon, Bender and

Herman in 1970 [118]. They solved the problem of 3-dimensional reconstruction applied

to electron microscopy and radiology. The problem, analogous to the aforementioned

FBP, consists of finding the density distribution function by discretising the irradiated

sample section, into a matrix of unknowns. The elements of such a matrix correspond

to the pixels of the image. Therefore, they represent a discretization of the density

distribution function µ(x, y) (Figure 3.10). In this representation, a ray corresponds to

a band that mostly coincides with the width of one pixel. The solution of the recon-

struction algorithm assigns to each unknown, therefore to each pixel, a numerical value,

which corresponds approximately, to the density function distribution in that particular

region of space, delimited by the pixel. The more matrix elements are present, the better

spatial resolution can be achieved, however, the more projections are needed to solve the

unknowns.

Figure 3.10 illustrates the principles of ARTs. The large square area is a two-
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Figure 3.9: Scheme of the Filtered Back-Projection algorithm applied to the Shepp-
Logan phantom. Image extrapolated from [117].

dimensional matrix of dimension M ×M pixels and M ×M = N elements. A generic,

parallel radiation ray Rj traverses the object (shaded area) of density function µ(x, y)

through the area A, and it generates the measurement or the projection pj at the detec-

tor. The total set of unknown pixels N can be expressed as a vector column µ. Such a

vector describes the pixel values of the section of the scanned sample. The shaded parts

of the square elements of the matrix constitute the region of the image subtended by the

jth parallel ray. Defining

wji =

{
1 if the centre of the ith square lies in the jth ray;

0 otherwise.

and generalizing to all the rays (projections), the so-called projection matrix W “can

be built”. Each ray j = 1,...L with L = total number of projection, generates a row

of i=1,...,N elements, creating in this way its elements wji. The matrix W is a linear

operator that describes how the vector p, containing the projection data, depends on

the unknown image pixels:
N∑
i=1

Wji · µi = pj (3.5)

which written in vectorial form becomes:

Wµ = p (3.6)
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Figure 3.10: Discretization of the irradiated section.

The multiplication of W with the vector µ is called forward projection (FP) whereas

the multiplication of WT with the vector p is called back-projection (BP). The values of

W must be specified accurately, and depends on the geometry of the scanning system

[119]. An image can be reproduced inverting the matrix operator W, applying it to the

projection data, as per

µ = W−1p. (3.7)

W is strongly sparse, due to the geometry of projections,and its size can be enormous.

For instance, with the hypothesis of reconstructing the section of an object with a tex-

ture of 128 × 128 pixels, the number of columns of W would be 16384. With the

hypothesis of scanning the object with 1 degree step in 360 degrees, and with the as-

sumption of having, say, 10 detectors, the number of projection data would be 3600

(360 view × 10 det.), therefore W would become a 16384 × 3600 matrix, which is

clearly non-invertible. An algebraical reconstruction algorithm aims to solve equation

3.7 via iterative techniques which are based on different steps: creation of the initial im-

age, calculation of the corrections, patches and application of the convergence test. The

most used algebraic algorithms are the Simultaneous algebraic Reconstruction technique

(SIRT, [120]), the Multiplicative Algebraic Reconstruction Technique (MART) and the

Simultaneous Multiplicative Algebraic Reconstruction Technique (SMART). They only

differ with each other on the way corrections are applied.

An example of the basic ART is given in below:

µ′k+1 = µ′k + λ ·WT ·
p− µ′kW∑N

i=1w
2
ji

(3.8)

where λ is a relaxation parameter (usually between 0 and 2), and k the interaction step of

the algorithm. The algorithm begins (first interaction) with an initial image array with

N elements, arbitrary random or zero. It ends when a fixed (∆µ ≤ 0.01%) convergence

criterion is met.



Chapter 4

Monte Carlo methods: principles

and applications

The term Monte Carlo (MC) method can be used to define any numerical technique

that uses random number generators to solve a certain problem. MC methods have

been known for a very long time. The first use of random numbers, for the resolution

of integrals, dates back to 1777, when the theoretical foundation were laid by Georges-

Louis Leclerc, count of Buffon, a French mathematician who reported in his book “Essai

d’aritmetique morale” [121] its experiment on the use of random number simulation to

estimate the value of π. By dropping a needle of length L a huge number of times over

a horizontal plane, on which a bundle of parallel lines had been drawn distant from

each other d (with d>L), it was possible to calculate the probability P that the needle

intersects one of the lines. Leclerc showed that this probability is P = Lπ/2d.

After about 150 years, in the early 1930’s, Fermi developed a “statistical sampling”

system to predict the results of its experiments on neutron scattering and absorption

[122]. These processes are stochastic by nature, therefore it is perfectly legitimate to

match a hypothetical sample constructed with random numbers, to the real sample. Ten

years later, Ulam and Von Neumann, studied and extended Fermi’s idea, while working

on the Manhattan project to study the dynamics of nuclear explosions [123]. They have

the merit of having independently rediscovered the MC method and, furthermore, they

also have the merit of having shown its possibilities, potentials and physical applications.

Initially, the interest was more academic than practical since there were no com-

puters and analogue devices built for this purpose were extremely slow. The advent

of computers gave the decisive impulse to the use of MC techniques in large scale: it

no longer represented only a mathematical curiosity but was an indispensable tool for

scientific research. Computers are, in fact, able to perform long, complex calculations

and, especially, are able to easily generate random numbers, which is the key point to

implement a MC technique.

Nowadays, applications range the most varied fields of research, from nuclear physics

to chemistry, from statistical and quantum mechanics to finance and economics.

42
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4.1 Main principles

Imagine a problem in which a certain parameter F of a defined ensemble (i.e. a real

number, an array or a variable) has to be estimated . The Monte Carlo method is a

technique that reproduces a sample of this ensemble with the purpose to extract from

it a statistical estimate of F .

In the context of the research presented in this thesis, Monte Carlo methods are

the ideal tools to reproduce a statistical process theoretically, such as the interaction of

radiation and particles in matter. The probabilities of each event that the radiation can

face in a physical system are simulated sequentially. The distributions governing these

events are statistically sampled in order to describe the total process [124].. This consists

of tracking each particle generated from a user-defined radiation source from its creation

to its death, due to some physical process (e.g. absorption, escape, etc.). Each type

of process has its own probability distribution which is randomly sampled using mainly

transport data to calculate and visualize the particle’s life evolution, at each step. The

statistical sampling process is based on the selection of random numbers [124].

The use of the MC method depends on the modelling of the physical system studied.

For example, the heat transfer equation described in Boltzmann transport law requires

the use of MC as a numerical integrator, while the transport of a radiation beam through

matter requires the use of the MC as a stochastic simulator. This particular instance

can be taken to divide MC techniques into two categories:

1. Numerical integration: particularly useful in the case of multi-dimensional

spaces. Let us consider as a simple example the calculus of an area of a figure

of irregular shape. Suppose we have a square of side 1 with an irregularly shaped

object inside it (figure 4.1). By generating random numbers uniformly distributed

Figure 4.1: Illustration of the most common application of Monte Carlo method: the
numerical integration. In this picture, a bidimensional (x-y) integration to calculate the
Area of an irregular shape, is shown.

in the interval [0,1] and extracting pair of values (x,y), both uniformly distributed

in the interval [0,1], it is legitimate to interpret (x,y) as the coordinates of a ran-

dom point located inside the square. The Monte Carlo consist of generating n
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points (x1, y1),..., (xn, yn) of this type and counting which are inside the object

and which ones are outside. Thus, the area of the irregular shaped object inside

the square will be given simply by:

Aobj = AR ×
Nobj

Ntot
(4.1)

The result of the MC is random, however it gradually tends to the theoretical

result by increasing the number of points (events or histories) n generated. It will

be shown that the error estimation of a Monte Carlo simulation goes according to

1/
√
n.

2. Simulation of physical reality: in this case, the MC attempts to reproduce

in detail the physical process under examination. For instance, let us examine

a neutron entering into a slab of some fissionable material, as shown in figure

4.2. Depending on the physics governing the material defined and the probability

of the processes involved, the Monte Carlo selects randomly whether a certain

process may occur or not. In this particular case, the neutron firstly scatters

(event 1) and generates a photon, which is subsequently absorbed (event 7). The

scattered neutron is diverted with a certain angle, selected randomly according

the physical scattering distribution. Such a neutron undergoes fission (event 2),

producing two more neutrons, which are respectively absorbed (event 3) and leaked

(event 4). In addition, the fission produces a photon that firstly scatters (event

5) and then escapes the slab of material without any other interaction (event 6).

All these events generated by an initial neutron are known as “history”. More

histories increases the statistics, improving the knowledge of the neutrons and

photon distribution of the process described. Particles can also be tracked one-

Figure 4.2: An illustrative example of a possible neutron history inside a fissionable
material. Figure from [124].

by-one and step-by-step. After a reasonable statistics are achieved, the correct

information can therefore be estimated. Quantities such as surface current, surface

flux, volume flux, particle and fission heating, energy or charge deposition, can be
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tallied along with their respective uncertainties.

4.1.1 Monte Carlo integration, estimators and errors

Thanks to calculators, the existence of generators of random or pseudo-random num-

bers allows the use of stochastic techniques for the integration of functions. For instance,

let us consider a certain quantity I that has to be determined with the following integral:

I =

∫ b

a
h(x)dx (4.2)

where h(x) is a function of real variable, defined in the domain [a, b]. Defining the

function g(x) as per

g(x) =

{
1
b−a if a ≤ x ≤ b;
0 elsewhere;

(4.3)

integral 4.2 can then be expressed as

I = (b− a)

∫ b

a
h(x)g(x)dx. (4.4)

Function g(x) represents a uniform probability distribution in the interval [a, b]. This

integral represents, by analogy with the statistics theory, the expected value of h(x), with

x random variable distributed according to g(x). This technique requires that a and b

are finite. However, it can be shown1 that, through appropriate change of variables, it

is valid also for infinite integration intervals, as follow:

Eg[h(x)] =

∫
X
h(x)g(x)dx (4.5)

where Eg[h(x)] denotes the expected value. Making use of the law of large numbers2 it

is legitimate to use as estimator of the expected value Eg[h(x)] of h(x), the quantity:

H̄ =
1

n

n∑
i=0

h(xi) (4.6)

As n increases, H̄ converges to Eg[h(x)].

This method allows also to integrate some functions that have discontinuity points

and singularities. However, this method is efficient only for functions that do not vary

much across the integration interval. Since the integration interval is sampled uniformly,

the risk of not exploring some intervals with the proper level of detail, arises. For

instance, this may happen when the integrating function assumes very large/low values,

which obviously make a great/small contribution to the integral. In these cases, other

Monte Carlo techniques, not treated within this thesis, are required. In the case that

the function is not particularly complex, this technique gives quite reliable results, and

1This demonstration goes beyond the scope of this work.
2The law of large numbers states that as the number of trials of a random process increases, the

percentage difference between the expected and the average of the results obtained, tends to zero.
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it can be indeed generalized to multiple domains.

Since the estimator shown in equation 4.6 tends to Eg[h(x)] in the limit n → ∞,

the probability distribution of H̄, according to the Central Limit Theorem3, tends to a

Gaussian of average µ = Eg[h(x)] and variance σ2/n, where

σ2 =

∫ +∞

−∞
[h(x)− µ]g(x)dx (4.7)

is the variance of h(x). The Monte Carlo method, therefore, gives an estimation of µ

equal to

H̄n ±
σ√
n

(4.8)

where the range of variability corresponds to a confidence interval of one standard de-

viation (1σ), i.e., for n relatively high, H̄n has a probability of 68.26% of being in the

range [µ− σ/
√
n ; µ+ σ/

√
n]

The value of σ is not usually known, but it can be evaluated from the Monte Carlo

itself through the estimator

S2
n =

1

n

n∑
i=0

h2(xi)− [
1

n

n∑
i=0

h(xi)]
2 (4.9)

The quantity Sn/
√
n is known as the statistical error. The procedure of evaluating

expectation values and integrals described in this particular section, is called Analog

Monte Carlo. Such a method has the drawback that the statistical error decreases slowly,

as 1/
√
n when n increases. To halve the statistical error means to quadruple the sample

size. The solution to this issue are the so called variance reduction techniques: they

reduce the variance without altering the expected value. Variance reduction techniques

are based on a statistical method known as Importance Sampling, which consists of

using a “more appropriate” distribution to generate the random variable. When these

techniques are exploited the Monte Carlo becomes Non-Analog.

4.2 Monte Carlo methods in Physics and Engineering

Monte Carlo techniques are mainly used to simulate physical processes that generate

a certain type of signal. For instance, to simulate neutron interactions inside a detector

or with a certain type of material, to simulate physical processes that may “mimic”

a signal, as the amount of light produced by neutrons and/or γ rays in an organic

scintillation detectors; to estimate the response of the detector to a certain type of

radiation; to predict the outcome and feasibility of measurements and experiments and

finally, to evaluate signal and background.

In physics and some engineering fields, the MC method is used in two steps:

1. Simulation of the physical process. This occurs with algorithms (called Event

3The sum or the average of a great number of random variables independent with each other tends
to a normal distribution.
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Generators) that generate events with specific characteristics and with a certain

physics. They can be:

• Parametric: fast response, they are not built considering all the physics of

the process, but simply considering data from other experiments.

• Complete: the physics of the process is defined: energy, dimensions, directions

and sense of the particles to be generated, etc

2. Detector simulation. Three points are crucial in the simulation of the detector:

• Geometry: the geometry of the detector must be defined as much precisely

as possible;

• Hits simulation: consists in the simulation of the response of the detector; as

well as the definition of the boundary conditions, i.e. the definition of the

sensitive part of the detector.

• Digitization: definition of resolutions, efficiencies etc.

The use of MC is fundamental to discover the sensitivity of an experiment a priori,

and, for instance, to understand if it is worth building it and asking for funding.

The best codes on the market in terms of completeness and reliability are GEANT4

[125] and MCNP [126]. GEANT, a simulation tool kit developed by CERN, is mostly

used for high energy, nuclear and accelerator physics, medical and space science. MCNP

is treated with more detail in the next section.

In this thesis, MCNP is the tool chosen to perform Monte Carlo simulation. The

main reason is that MCNP was developed particularly for neutron and photon transport,

and their physics processes and interactions are described with particular level of detail.

4.3 Monte Carlo N-Particle: MCNP

MCNP is a general-purpose simulation code developed by Los Alamos National Lab-

oratory [127], in particular for neutron, photon, electron, or combined neutron/pho-

ton/electron transport [128, 129]. Its applications are mainly for radiation protection

and dosimetry, shielding evaluations, radiography, medical physics, detector design, nu-

clear physics, with a particular focus on fission and fusion physics, decontamination and

decommissioning.

MCNP is based on a user-defined input file which contains all the specifications and

information about the problem to be studied. The input code contains information such

as system geometry; materials with their respective cross section evaluations; location,

geometry and energy spectrum of neutron and/or photon and/or electron source; the

type of tallies, namely the quantity that the user wants to study, number of histories to

be generated and possible variance reduction techniques.

Neutron energies as well as cross sections and nuclear data for the vast majority of

elements range from 10−11 MeV to 20 MeV, whilst photon energies range from 1 keV to

1 GeV. The nuclear and atomic data libraries are sourced primary from the Evaluated
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Nuclear Data File [130] (ENDF) and the Evaluated Nuclear Data Library (ENDL).

Nuclear data tables considered by MCNP comprise neutron and photon interactions,

neutron-induced photons, neutron dosimetry, neutron activation and thermal particle

scattering [128, 129]. The neutron interaction tables available apply to approximately

100 isotopes, whereas photon interaction tables are present from hydrogen (Z=1) to

plutonium (Z=94).

4.3.1 Input file: an example

Figure 4.3 shows the structure of a general MCNP input file. The file is constituted

by three parts: cell cards, surface cards and data cards. The title line begins the file and

blank lines separate the three sections with each other. Cell, surface and data cards are

lines of code limited to 80 characters. The system geometry is specified within cell and

surface cards whilst radiation source, physics, materials, histories and tallies have to be

defined within the data cards. Comments code are defined by the dollar symbol ($) or

with the letter “C” in the first character of the line. The example of figure 4.3 describes

Figure 4.3: An illustration of the MCNP input file general structure.

a neutron source placed within an air cylinder in turn inside a water box. The water box

is located in a sphere (world) filled with air (only nitrogen and oxygen are reproduced,

other elements are considered negligible). Figure 4.4a shows the X-Z cross section of

such geometry, plotted with the MCNP viual editor (VisEd). Herein is also shown

an example on how the simulation evolves qualitatively, in terms of neutron-induced

interactions. Figure 4.4b shows the collisions created by 100 neutrons generated. The

collisions are mainly located in the water volume, which is perfectly reasonable due to

the presence of hydrogen and oxygen that increase the probability for neutron scattering.

Figure 4.4c instead, qualitatively and quantitatively gives an indication of all neutron

scores over surface 3 (the sphere), as requested by the code.

4.3.2 Geometry specification: cell and surface cards

The cell and surface cards are strictly related with each other and together define the

system geometry. Surface cards are inputs that, via user-defined shapes and volumes,
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Figure 4.4: Three different ways of qualitative displaying geometry and output of an
MCNP6 simulation. On top-left the geometry of the code described in figure 4.3 is
shown; on bottom-left the tally scores across the surface of the sphere are pictured,
wherease on top-right only neutron tracks and collisions are plotted.

serve to build the cells.

Cell card inputs are built including the list of surfaces bounding the cell itself. The

cell number must be the first character that define and fix that particular cell; subse-

quently, cell material number and its density follow. Density can be expressed in terms

of 10−24atoms/cm3 (positive entries) or g/cm3 (negative entries). Finally, following the

geometry description, cell parameters, such as the “cell importance”, can be defined.

For example, taking into account the code presented in figure 4.3, the line

1 1 -0.0014 -1 IMP:N=1

means that cell 1 is made of material 1 (air), with density 0.0014 g/cm3 inside the

cylinder defined by surface 1. The sign ’-’in front of the density value means that the

units are g/cm3, whereas the sign in front of surface number means that the material is

confined “inside” the specified surface.

With regards to surface cards, as per cell cards, the first entry is the number which

marks the surface itself. After this, an alphabetic code sequence, followed by a number

that serves to define the surface equation, are requested. For instance, considering once

again the example of figure 4.3, the line

1 RCC 0 0 -0.5 0 0 1 2
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means that surface 1 is a cylinder (rcc) with base of coordinates XYZ of 0,0,-0.5 (cm),

height vector with dimensions XYZ of 0,0,1 (cm) and radius 2 cm.

4.3.3 Data cards

Source, materials and tallies are the most important data cards. A wide variety of

sources can be reproduced. By default, if not specified otherwise, the code generates

neutrons.

Sources

The example of figure 4.3, indicates an isotropic, point neutron source of energy 2

MeV, located in the point of coordinates XYZ: 0,0,0, as per:

SDEF POS = 0 0 0 ERG = 2.

MCNP allows the user to define the dimension and the shape of the sources, as well as

its energy spectrum. The user can define energy range and probability distributions, or

make use of some built-in functions such as Watt, Gaussian and Maxwellian distributions.

In Appendix A an extract of the MCNP codes are presented for the americium-beryllium

(AmBe) and californium-252 (252Cf) neutron-gamma sources used in the research works

presented in this thesis. Concerning the AmBe source, both neutrons and gamma proba-

bility distribution are user defined and the respective probabilities have been taken from

the literature. Regarding the (252Cf) neutron-gamma source reproduced, a Watt fission

spectrum has been used, due to the fact that this distribution best reproduce the typical

spontaneous fission neutron spectrum; whereas for gammas a user-defined probability

distribution, taken from the literature and typical of californium-252, was used.

Material cards

Material cards have to be defined in order to specify elements or compounds that

will be used in cell cards. The MCNP syntax is composed by two mandatory sections:

material number and the elemental (or isotopic) composition. As an option, the user

can specify the use of a particular cross section for each isotope defined. Isotopes and

materials can be defined using atomic abundance or their mass fraction. The materials

described in example of figure 4.3, are water and air. The air, which is defined with

“m1” is reproduced using the mass fraction of oxygen and nitrogen, whereas water is

described by means of the atomic abundance of oxygen and hydrogen. Mass fractions

are identified using the ’minus’ in front of the fraction itself.

Tallies

Tally cards are inputs that allow the user to “measure” quantities such as particle

current, particle flux, and energy deposition. Tallies units are normalized per number of

histories generated. Generally speaking, a quantity C, depending on the energy fluence
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φ(E) and probability distribution f(E), in accordance with equation 4.10 below, can be

tallied.

C =

∫
φ(E)f(E)dE (4.10)

f(E) usually is represented by one or more cross section libraries or a user-defined re-

sponse function. The only data card required to specify the tally within the MCNP code

is known as the “F” card, followed by an integer < 999. The last digit of such integer

can be only from 1 to 8 and defines the tally type. A summary of type, description and

units of the tallies is briefly introduced in table 4.1.

!

Symbol Description Units

F1 Current integrated over a surface particles

F2 Flux averaged over a surface particles/cm2

F4 Flux averaged over a cell particles/cm2

F5 Flux at a point or ring detector particles/cm2

F6 Energy deposition averaged over a cell MeV/g

F7 Fission energy deposition averaged over a cell MeV/g

F8 Energy distribution of pulses created in a detector pulses

Table 4.1: The 8 types of tallies used in MCNP. Table from [124]

For instance, the F1 tally explained in the example aforementioned (F1:N 3) means

that all neutrons passing through surface number 3 are scored.

Cards such as energy, time, meshing, dose, etc, are optional and can be added after

the F card is specified.

MCNP6, is the Monte Carlo tool chosen to perform the simulations carried out in

this research and presented in the second part of this thesis. Each experiment was pre-

ceded by a period of simulation and design, in which the sensitivity and performance

of the experimental system was predicted. Given the complexity of some experiments,

the simulation of the system response with appropriate models, if fundamental for an

estimation of both signals and background events. Monte Carlo simulations are funda-

mentals even after the experiment has been performed, as the simulation hypothesis can

be compared with data analysis. The comparison between real data and simulations is

an important step to analyse and interpret the results of an experiment.
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Chapter 1

Fast-neutron/γ-ray computed

tomography: a Monte Carlo study

M. Licata and M.J. Joyce. “Concealed nuclear material identification via

combined fast-neutron/γ-ray computed tomography (FNGCT): a Monte Carlo

study”. Journal of Instrumentation, Volume 13, February 9, 2018.

Abstract. The potential of a combined and simultaneous fast-neutron/gamma-ray

computed tomography technique using Monte Carlo simulations is described. This tech-

nique is applied on the basis of a hypothetical tomography system comprising an isotopic

radiation source (americium-beryllium) and a number (13) of organic scintillation detec-

tors for the production and detection of both fast neutrons and gamma rays, respectively.

Via a combination of γ-ray and fast neutron tomography the potential is demonstrated

to discern nuclear materials, such as compounds comprising plutonium and uranium,

from substances that are used widely for neutron moderation and shielding. This dis-

crimination is achieved on the basis of the difference in the attenuation characteristics of

these substances. Discrimination of a variety of nuclear material compounds from shield-

ing/moderating substances (the latter comprising lead or polyethylene for example) is

shown to be challenging when using either γ-ray or neutron tomography in isolation

of one another. Much-improved contrast is obtained for a combination of these tomo-

graphic modalities. This method has potential applications for in-situ, non-destructive

assessments in nuclear security, safeguards, waste management and related requirements

in the nuclear industry.

1.1 Introduction

Computed Tomography (CT) is a well-known, non-destructive technique that is used

to investigate the internal characteristics of materials. X-rays or γ rays have often been

used as the form of radiation, particularly for medical purposes, whilst neutrons have also

been used extensively, predominantly for materials characterisation [51]. Neutrons and

photons interact differently in matter, thus providing sources of information related to

53
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the structure of materials under investigation that can be complementary. Depending on

their energy, photons interact by means of the photoelectric effect, Compton scattering

and pair production. The probability of each interaction also depends on the atomic

number Z of the element in which the photons are interacting. On the other hand,

when neutrons interact, they may undertake a variety of nuclear processes, including

elastic scattering, inelastic scattering and radiative neutron capture, induced fission and

several other types of nuclear reactions, such as (n, p), (n, d), (n, α), etc. For some

elements moreover, the interaction cross section, especially for elastic scattering and

absorption, is relatively high for low-Z elements. Due to these differences, neutron and

γ-ray tomographies often yield different results when imaging the same objects because

two different materials with attenuation coefficients that are similar for photons may

have contrasting coefficients for neutrons, and vice versa. For instance, photon-based

tomographies are unlikely to discriminate between different materials of similar density

or atomic number (Z) and underperform when imaging low-Z materials; neutron-based

techniques, on the other hand, are more suited to highlighting structural contrast in low-

Z, porous materials and substances that have high reaction cross sections for neutron

scattering and absorption [85].

Simultaneous and combined neutron-γ imaging is a relatively unexplored technique.

Some works have investigated the potential of the combined neutron-photon imaging

technique when used for non-destructive tests [95, 111, 115, 131–135]. In particular,

Monte-Carlo simulations have been carried out in [109] in order to examine the fea-

sibility of a combined neutron-photon CT of a model container. The simultaneous n-γ

technique is often applied making use of two different imaging facilities for both neutron

and γ/X-rays as well as separate detector systems for each types of radiation. Research

reactors, spallation facilities or neutron generators are often used as neutron sources, and

the limited transportability of these facilities can constrain the potential of a tomography

system for large-scale industrial applications and/or ex-situ assessments. Moreover, the

majority of neutron techniques involve the use of thermal neutrons. These are relatively

easy to detect and can yield high resolution images but have the drawback of having poor

penetration capabilities when the requirement is to probe high density materials [84].

The use of fast neutrons can be preferable in such applications.

The purpose of this study is to demonstrate the potential of a simultaneous neutron-

γ CT technique that is able to achieve a reasonable image resolution and an acceptable

level of contrast of materials relevant to scenarios in which nuclear materials might be

concealed, using an isotopic radiation source. The identification of special nuclear ma-

terials is often based on the detection of the radiation they emit, either passively or

following stimulus by an external source of radiation. Due to this fact, it is antici-

pated that were they to be smuggled they would be concealed by significant quantities

of shielding materials, in order to prevent their interception, particularly because the

emissions from natural decay processes are relatively weak. In-situ, non-destructive,

real-time assessment methods to overcome the challenges posed by such scenarios are

therefore needed, particularly where the requirement to investigate suspicious objects is
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widespread, such as at territorial borders, transport hubs and shipping terminals.

The CT system presented in this work has been designed and simulated in such a

way as to allow a combined neutron-γ scan with a single source of fast neutrons and

rays. The system is based on the same concept of the fast-neutron tomography system

reported in [31], which was based on the use of a real-time pulse-shape discrimination

(PSD) technique [16] in 7 organic liquid scintillation detectors. In this prior report,

fast neutron tomography was demonstrated to discern voids, corners and inhomogeneity

in concrete samples and the potential to apply this system for fast neutron assay was

discussed. The PSD technique makes both experimental fast-neutron and γ-ray data

available but only neutron data were used in the subsequent off-line data analysis.

1.2 Methods and procedures

Four features fix the geometry of a computed tomography system: the source-to-

object distance,the source-to-detector distance, the area to be imaged and the solid

angle covered by the detectors. In this particular study, a 20 MBq americium-beryllium

(AmBe) source has been simulated. This source emits a mixed radiation field com-

prising both fast neutrons (from thermal energies to 10 MeV) and γ rays of 4.4 MeV.

Californium-252 is also a candidate that might be used as a source, emitting neutrons

andγ rays as a result of spontaneous fission. The radiation produced by AmBe is col-

limated into a fan beam directed towards the phantoms to be scanned. The fan beam

geometry allows a volume to be reconstructed as a stack of different single slices consis-

tent with the type of configuration that is in widespread use in CT scanning machines.

The use of this particular beam arrangement requires the phantom to be moved in or-

der to obtain a range of projections with which to optimise image resolution. Parallel

beam and cone beam arrangements are also widespread in tomography and radiography

applications. Cone beams, in particular, produce a radiographic image with only one

projection and are particularly suitable when pixelated detectors such as charge coupled

devices (CCDs) are used. The fan beam geometry has been selected in this study as

it is considered that which is most compatible with the type and arrangement of the

detectors that have been used in the related prior art [31] and that have been selected

for the simulation. Since one of the main purposes of this research is to exploit the same

detection system for fast neutrons and γ rays, the choice of detectors is restricted to

organic scintillation materials that, in a possible experimental scenario, would be read

out with real-time pulse-shape discrimination systems [16], discriminating and record-

ing neutrons and γ rays simultaneously. The constraints associated with their physical

dimensions, sensitive volume and shape limits the possibility of using parallel and cone

beams. Also, in the context of a there being a small sample under scrutiny (i.e. relative

to the size and mass of the detector system), it is easier to manipulate the position of

the sample than it is to move the detector system. Depending on the specific application

in mind, the converse might be the case; for example, where the requirement is to assess

the integrity of a fixed object such as a freight container or transport vessel.

Schematic diagrams of the plan, elevation and perspective of the computed tomogra-
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phy system are presented in figure 1.1. The whole system and a generic laboratory space

in which it is anticipated that it might be required to function have been simulated with

MCNP6 [124].

Figure 1.1: System design details: (a) plan view(x-y) of the system is shown, (b) side
elevation is represented, corresponding to the x-z cross section and (c) an image of the
system shown in perspective

.

1.2.1 Collimator

The collimator is designed to produce fan beams of both the neutrons and rays emit-

ted by the AmBe source and therefore it comprises: two polyethylene blocks of thickness

24 cm and four tungsten blocks of 3-cm thickness, separated by a 4-mm gap. Lead

might also be used in place of tungsten, potentially reducing the cost of the system in

the event that this is a requirement. The total length of the collimator is 30 cm. The

first tungsten layer is included to attenuate the rays, followed by high-density polyethy-

lene to attenuate the neutrons. A second tungsten layer, located after the polyethylene
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block is included to shield any residual γ radiation arising for example due to scat-

ter in the environment, background or as a result of neutron capture on the hydrogen

present in the polyethylene. The 4-mm gap between this arrangement of materials with

complementary attenuation properties yields the desired, mixed-field fan beam.

A fundamental requirement in tomography when designing the collimator is the L/D

ratio: this is the ratio of the source-to-object-distance (L) to the source diameter (D)

In this particular case, D corresponds to the 4-mm collimator gap [136]. The objects

analysed in the simulations have been located at 39 cm from the source; hence L/D

= 97.5. The L/D ratio provides a quantitative indication of the beam divergence and

infers the quality of a projection. The correspondence of different L/D ratios on the

tomographic reconstruction is described in [137].

1.2.2 Detectors

The detectors have to be positioned as close as possible to the object [138] if detection

sensitivity is to be optimised. However, the area to be imaged is constrained by the

dimensions of the object itself, as well as by the dimensions of the detectors. For example,

if the detectors are located too close to the object, the area subtended by some of them

at the position of the object will be beyond the imaging area (this is illustrated in figures

1.2a and 1.2b). On the other hand, if the detectors are placed too far from the sample,

whilst all of them then benefit from having a clear line-of-sight of the imaging area, the

radiation flux subtended at them by the source would be too weak for most practical

purposes. The effect of the latter is to increase the required imaging time, potentially

rendering the system unsuitable for time-constrained applications. Therefore, a suitable

compromise between number of detectors (the larger the number the better) and sample-

detector distance (the smaller the better) must be struck.

Figure 1.2: A plan view of the imaging area viewed by the detectors. In (a) and (b) the
detectors in white do not have line-of-sight of the object in terms of the trajectory of
the fan beam. In (c) all the detectors, depicted in grey, have line-of-sight of the object
and the total area to be imaged.

The choice adopted for this research comprised a twin array of thirteen organic

liquid scintillation detectors, with seven and six located at 90 cm and at 93.5 cm from the

source, respectively (as depicted in figures 1.1a, 1.1b and 1.1c). This specific arrangement

has been selected in order to remove the gap in the imaging area that arises between

each pair of detectors in the scenario where a single row is used. Gaps between detectors
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Figure 1.3: A schematic diagram of the plan view of the tomography set-up depicting
the solid angle subtended by three detectors in the twin-row detector arrangement.

produce ring artefacts after the image reconstruction and limit the extent of the final

spatial resolution. This can be reduced by placing the detectors as close to one another

as possible but even in this case there is a gap in between their sensitive volumes of

neighbouring detectors, due to the size of the scintillator cover and its photomultiplier.

The double-row array configuration is more suitable to ensure that the total imaging

area covered under the view of the detectors is a quasi -continuous space (as depicted

in figure 1.3). It is also anticipated that cross-talk between detectors will be a less

significant effect for the twin-row arrangement relative to a single row of closely-packed

detectors.

The detectors simulated in this research were of type VS-0653-2 (Scionix, Netherlands

[139]) containing the EJ-301 liquid scintillant (Eljen Technologies, U.S.); alternatives

such as EJ-309 or the plastic EJ-299 are feasible. The detectors are placed vertically, as

shown in figure 1.1b, equidistant from the source with each row forming an arc such that

the balance of the radiation flux at each detector is maintained, as per the inverse-square

dependence with distance.

1.2.3 Modus operandi

The interaction probability of γ rays and neutrons is parameterised by the linear

attenuation coefficient of the material (µ). The intensity of the radiation exhibits an

exponential dependence with material thickness described by the Beer-Lambert law, as

per,

I = I0e
−µxx;x ≡ y; (1.1)

where I0 is the initial intensity of the radiation, whereas I is the final intensity and

x is the distance travelled by the radiation. The logarithmic ratio loge(I0/I) is called

the one-dimensional projection of the body in the direction of incidence of the radiation

quantum. Scanning the object with a series of rotations and translations, the attenuation

coefficient can be treated as function µ(x, y) representing the radiating section of the

object (figure 1.4). This particular function has to be determined by a reconstruction

algorithm.

Under the condition that the imaging area is the same for both components of the

mixed field, two different attenuation indices for neutrons µn and γ rays µγ can be

extracted for a fixed position of the object.
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Figure 1.4: A schematic representation of bulk radiation attenuation de-convolved into
its constituent attenuation coefficients.

In this research, the tomography arrangement has been simulated with MCNP6,

recording both neutrons and γ rays interacting with the detectors after placing the

phantom in 624 different positions obtained by its incremental translation and rotation:

26 translations have been made and for each one of these the phantom has been rotated

in the horizontal plane through successive 15◦ steps, 24 rotations per translation. More-

over, an ideal laboratory room, i.e. neglecting background radioactivity and assuming

homogeneous material composition, has been reproduced and the residual scatter in-

duced by the simulated AmBe source in the room measured by the detectors. The

initial flux intensities, I0n and I0γ , have been determined by measuring the flux at the

detector without any object and the intensity of the neutron and γ flux (In and Iγ) at

the detectors has been determined for each projection.

The background (denoted bkg) has also been evaluated by simulating a laboratory

room in which the tomography system would be located. The level of the background

then has been subtracted from both intensities. The attenuation coefficient has then been

determined for each projection for both neutrons and γ rays, according to equations 1.2

and 1.3, as per,

µn = log
I0n − bkg
In − bkg

(1.2)

µn = log
I0γ − bkg
Iγ − bkg

(1.3)

Since 13 detectors have been used, the total number of projections is 8112 (624x13).

This number is far greater than the minimum number of projection (Nproj) necessary

to yield a satisfactory degree of sampling of the object, defined by the Nyquist-Shannon

theorem [138] in equation 1.4 :

Nproj = πOpix (1.4)

where Opix is the number of pixels defined in the horizontal dimension of the total

imaging area. As is shown in the next section, an algebraic image reconstruction algo-

rithm has been used, therefore a larger number of projections improves the solution for

the unknown image pixels. In this specific study, after a detailed analysis considering

both sampling time and computer processing time, Opix is 128 pixels and the imag-
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ing area 13x13 cm. This means that the dimension of each single pixel corresponds

approximately to 1 mm.

1.2.4 Phantom tested

In general, the phantoms studied in this research comprise small cylinders of com-

pounds containing uranium or plutonium placed in a variety of arrangements with lead

and polyethylene, designed to conceal their presence from view primarily in terms of the

radiation they emit and that might otherwise enable them to be detected. The cylinders

are 5-mm thick and have a diameter of 2.5 cm (plutonium) and 3 cm (uranium). Hypo-

thetically, the plutonium compounds have been concealed inside a lead box of dimension

6 cm, located in turn inside a 10-cm polyethylene box (as depicted in figure 1.5a) in

order to shield the emission of both neutrons and γ rays in view of the likelihood of

neutron emission from spontaneous fission (SF) of constituent quantities of 240Pu. Sim-

ilarly, uranium compounds have been hidden inside a 7-cm lead cuboid (figure 1.5b),

in order to shield the residual γ-ray emission from the decay of 238U etc. The small

amount of SF in 238U and the related neutron yield was neglected for the purposes of

these measurements. Tables 1.1 and 1.2 summarise the materials used for the 6 different

samples and configurations, in detail.

Figure 1.5: Schematic pictures of the objects simulated in this research: (a) the configu-
ration used to conceal the plutonium samples, whilst in (b) the lead box used to conceal
uranium samples is depicted.
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Sample name Material A Material B Material C

Pu1 HDPE Lead Plutonium metal

Pu2 Lead HDPE Plutonium metal

Pu3 HDPE Lead Plutonium oxide

Table 1.1: Description of the phantoms containing plutonium-based samples.

Sample name Material A Material B

U1 Lead High-Enriched Uranium (HEU)

U2 Lead U3O8

U3 Lead UC2

Table 1.2: Description of the phantoms containing uranium-based samples.

1.3 Results

1.3.1 Qualitative observations

The CT results are presented in figures 1.6 and 1.7 in terms of attenuation index

as a function of dimension in x and y. For each sample the results of its fast-neutron

tomography, γ-ray tomography and the combination of neutron and γ-ray tomography

are shown.

The image reconstruction algorithm used to reproduce the neutron and the γ-ray to-

mography is the Simultaneous Multiplicative Algebraic Reconstruction Technique (SMART).

The next section describes the motivation for this particular choice. In order to simu-

late combined neutron/γ-ray tomography, it is necessary to reconstruct the γ-ray and

neutron images separately and then to normalize them to the maximum value of the

attenuation coefficient in each case. This is a crucial process since both the neutron

and γ-ray tomography data originate from a mixed radiation source, with each radiation

type having a different intensity and energy spectrum. Once they are normalized, the

combined neutron/γ-ray tomography (Qnγ) can be obtained according to equation 1.5,

Qnγ = (
1

2
− α)Qn + (

1

2
+ α)Qγ (1.5)

where Qn and Qγ are the neutron and γ-ray images, respectively, and α is a scalar

parameter associated with the contrast of the image and with the condition that -1/2<

α <1/2. Thus, for α = 1/2, Qnγ = Qγ or if α = - 1/2, Qnγ = Qn. The results presented

here are for the specific case α= 0, and the combined tomography is simply the average of

the neutron and γ-ray images. However, this depends on the materials that are imaged.

The α parameter can be varied to highlight features either from the neutron image or

from the γ-ray alternative. A similar technique can be applied using the data fusion

methodology reported in [140].

Concerning the data for the plutonium samples (as shown in figure 1.6), the polyethy-

lene and the lead boxes have similar attenuation indices when using the neutron CT only,

even when the polyethylene and the lead box are swapped with each other (configurations
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Figure 1.6: Tomographic results corresponding to the normalized attenuation index as
a function of x and y, obtained for plutonium-based samples concealed in polyethylene
and lead. See table 1.1 for a summary of the different materials used in each of the three
cases.

Pu1 against Pu2). In contrast, the γ-ray CT highlights the lead box and the plutonium

metal cylinder (sample Pu1 and Pu2) but, conversely, it does not show evidence of the

polyethylene box (sample Pu1, Pu2 and Pu3), which appears instead as a void of similar

attenuation index to that of the air. Moreover, the γ-ray CT does not discern lead from

plutonium oxide (sample Pu3). Combining the two tomographies, the polyethylene box

and the inner lead cuboid with plutonium metal and plutonium oxide are all clearly

discernible (samples Pu1, Pu2 and Pu3).

Regarding the uranium-based samples (figure 1.7), the neutron CT does not discrimi-

nate uranium trioxide from lead (sample U2), and neither does the γ-ray CT discriminate

between uranium carbide and lead (sample U3). When the combined neutron/γ-ray CT

is applied, all the three uranium samples (U1, U2 and U3) are clearly discernible.

For the purposes of these simulations the samples (both plutonium and uranium)

have deliberately not been located in the centre of the rotation imaging area because
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Figure 1.7: Tomographic results corresponding to the normalized attenuation index as
a function of x and y, obtained for uranium-based samples concealed in a lead box. See
table 1.2 for a summary of the different materials used in each of the three cases.

when the shape is a cylinder or a sphere, ring artefacts may appear as a result of the

reconstruction process. Finally, in the prospect of a real experiment, with a source

activity in the order of a few MBq, the estimated time needed for the entire tomography

experiment is estimated to be of the order of three to four hours, depending on the choice

of the sampling duration.

1.3.2 Spatial resolution

Spatial resolution has been calculated by measuring the attenuation index profile

along a fixed projection. The variation of the attenuation index of a given material from

another has been fitted with a distribution function of a Fermi-Dirac form on an entirely

empirical basis, as per,

f(x) =
A

1 + e[(x−B)/C]
(1.6)
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where A, B and C are constants that depend on the profile being fitted. This particular

function has been chosen in order to base the spatial resolution on the 10-90% edge

response technique.

In figure 1.8, the results of sample Pu1, namely plutonium metal, are shown. The

images on the left refer to neutron-CT (1.8a), γ-CT (1.8b), and neutron/γ-ray CT (1.8c),

which are also presented in 3D for clarity.

The plots on the right, by contrast, show both the attenuation coefficient profile

and the respective Fermi-Dirac type fit. The attenuation profile has been extracted

along the red, dashed, horizontal line highlighted on the left side and passing through

the centre of plutonium cylinder. This line, which extends from one border to the

other, covers 128 pixels along the x dimension. For each sample, the minimum and

maximum spatial resolution was measured using the 10-90% edge response method. For

instance, in the case study of the Pu1 sample, the best resolution obtained was 3 mm,

and this has been achieved with the combined neutron/γ-ray CT. The uncertainty of the

resolution measurements presented is 1 mm, since, as mentioned in the previous section,

1mm corresponds approximately to the dimension of 1 pixel. The spatial resolution

results concerning the other samples are shown in table 1.3. In five cases out of six,

neutron/γ-ray CT shows a better degree of resolution, with the exception of the U1

sample (namely highly-enriched uranium) for which a better resolution with neutron-

CT alone is achieved.

Sample
neutron-CT γ-CT neutron/γ-CT
min max min max min max

Pu1 6 n.a 4 7 3 5

Pu2 4 n.a 6 8 3 5

Pu3 5 n.a 6 9 4 6

U1 4 4 5 8 5 7

U2 n.a n.a. 5 5 4 4

U3 4 4 7 8 4 5

Table 1.3: Spatial resolution estimation using the 10-90% edge response method. Values
are presented in millimetres. Each value has an uncertainty of ±1 mm.

It has to be highlighted that spatial resolution varies depending on the materials

being analysed, due to this fact, the interaction with some materials by neutrons is

better than it is with γ rays and vice versa, thus yielding different levels of contrast,

which in turn means better or worse spatial resolution. For instance, in the case of sample

U2 (U3O8) and with respect to neutron-CT, the minimum spatial resolution cannot

be determined because the attenuation coefficient profile does not allow discrimination

between uranium trioxide and lead. The same applies to the neutron-CT analyses of

Pu1, Pu2 and Pu3, which do not distinguish polyethylene from lead. On the other hand,

it is indeed possible to estimate a minimum resolution exploiting the discrimination of

plutonium from either polyethylene or lead.

Shapes, borders and position of the samples are instead recognized with a precision of

2 mm. Using the combined neutron/γ-ray CT, all the samples of uranium and plutonium
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Figure 1.8: On the left: tomographic results corresponding to the normalized attenuation
index as a function of x and y, concerning the sample Pu1 (plutonium metal). On the
right: the attenuation index profile as a function of the pixel number along the red
dotted line traced within the tomographic result on the left.
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are identified inside the shielding materials that they are concealed by, with a spatial

resolution that ranges from a minimum of 3mm (sample Pu1 and Pu2) to a maximum

of 7mm (sample U1).

1.4 On the choice of the image reconstruction approach

Image reconstruction from projections is a problem that has been studied extensively

over several decades. A significant number of works have treated the two most-known

groups of reconstruction algorithms in detail, namely the filtered back projection ap-

proach (FBP) and the algebraic reconstruction method (Gordon, [141]). The former

requires a large number of projection data taken over a large number of angles [142,143].

In some cases, it is not possible to acquire the amount of data necessary, often due to

time constraints, costs and the wide variety of experimental issues that can constrain

acquisition flexibility. When geometries dealing with limited data (i.e. data coming from

an incomplete set of projections) are used, algebraic reconstruction techniques (ART)

tend to show the best results compared to the most common FBP techniques [142,144].

The system geometry and the number of projections acquired in this work fall within

the category of reconstruction with limited data. Since ART results depend strongly on

the geometry of the system, three different algebraic reconstruction algorithms have

been compared and applied to the geometry used in this particular research. Four

test-phantoms have been used to test ART (Gordon), SIRT (simultaneous iterative re-

construction technique, Gilbert [120]) and SMART, adapted specifically to the simulated

system. The algebraic method most suited to the particular system geometry used in

this work is yet to be determined.

Other algebraic algorithms, such as Maximum Entropy and Minimum Energy have

not been taken into account since this goes beyond the focus of this study at this stage.

Two of the four phantoms have been selected deliberately to be the same as presented

in [142] and described mathematically in equations 1.7 and 1.8,

Cosine(x, y) = 0.25{1− cos[2π(x+ 0.5)4/5]} × {1− cos[2π(y + 0.5)2/3]} (1.7)

for |x, y| <0.5,

CosGauss = 1.09{0.3Cosine(x, y) +Gauss1(x, y) +Gauss2(x, y)} (1.8)

where Gauss1 is,

Gauss1(x, y) = 0.8e−[9(x−0.2)]2−[6(y−0.1)]2 (1.9)

and Gauss2 is,

Gauss2(x, y) = e−[8(x−0.2)]2−[30(y+0.35)]2 (1.10)

The other two test objects of relevance are the Shepp-Logan phantom and spikes

made of three square peaks with other small peaks distributed randomly across the

image, configured in order to reproduce noise over the image. The noise level in the first
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Figure 1.9: A comparison of the results of three different algebraic image reconstruction
algorithms applied to four different test-phantoms.

three phantoms instead is kept to zero.

The original phantoms and the results are shown in figure 1.9. The imaging area has

been discretized in 128x128 pixels and projection data have been generated calculating

the integral of each projected ray analytically. As in the case of the aforementioned

MCNP simulations, phantoms have been translated in 26 steps, and for each step have

been rotated in turn by 15deg each time, obtaining in this way 24 angles over a 360deg

total angle of view. In this way there are 624 projections for each of the 13 viewing

angles corresponding to the 13 detectors.

In order to understand which algebraic algorithm is more suited to this particular

configuration the Root Mean Square (RMS) error between the original and the recon-

structed phantom has been calculated. The error, shown in table 1.4 for each algorithm,

is defined as:

RMS =

√∑N
i=1[S(i)− S′(i)]2∑N

i=1 S(i)
(1.11)

where S(i) is the pixel value of the original phantom and S’(i) is the reconstructed

pixel value; N is the total number of pixels in the image.
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Phantom
RMS

ART SIRT SMART

Shepp-Logan 0.44 0.44 0.37

CosGauss 0.18 0.15 0.17

Cosine 0.19 0.19 0.18

Spikes and random noise 0.59 0.57 0.53

Table 1.4: RMS for each of the algorithms tested.

In three cases out of four the SMART algorithm shows better performance than

SIRT and ART. This is the reason why it has been chosen to analyse the Monte Carlo

simulation data in this research and shows promise for the analysis of the data from

future experimental measurements.

1.5 Conclusion

This study contributes to the development of neutron/γ based inspection technolo-

gies. The vast majority of the existing neutron non-destructive techniques exploit the

production of either prompt or delayed neutrons and γ rays for the inspection/recog-

nition of special nuclear materials (SNM) [103]. However, these techniques are often

applied to the identification of other hazardous materials such as explosives and contra-

band (especially illegal drugs) rather than to recognize substances of significance in a

nuclear context [97].

The current state-of-the-art denotes that combined neutron- and γ-ray tomography

is always undertaken using two different facilities for neutron-CT and γ-CT, therefore

comprising separate radiation sources, instrumentation, detectors and image reprocess-

ing techniques. A major advantage of the approach and technique described in this

research is that it can provide quick and reliable information about objects under in-

vestigation, using the same radiation source and instrumentation, with a significantly-

reduced requirement for off-line analysis yielding data in a few minutes and carried out

subsequent to the estimated three-to-four hours measurement time. In particular, this

technique has been applied intentionally in a nuclear framework since the majority of

neutron- and γ-radiography/tomography techniques in this environment are often fo-

cused on the investigation of nuclear fuels [145]. Only a few papers report tomography

as a way for the identification of concealed nuclear materials [13, 104, 105]. In addition,

on the one hand several works use radioactive sources such as 60Co or 137Cs to carry out

γ-CT, whilst on the other, only [31] and [13] exploit an isotopic neutron radiation source

such as 252Cf to perform fast-neutron CT. Conversely, 252Cf is used mostly to undertake

thermalized neutron analysis (TNA). It has also to be highlighted that few if any reports

focus on the use of an AmBe source for fast-neutron tomography, as done in this study.

The technique presented in this paper could be investigated further and improved using

a neutron generator as a source, exploiting relatively recent developments in terms of

the portability of these systems [146,147]. A neutron generator would provide a higher-
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energy, monochromatic neutron flux and therefore potentially a reduction in terms of

sampling time.

This research also indicates that materials used in the nuclear industry are discernible

from materials that might be used for shielding purposes to conceal these substances.

The simulated system in this work is compatible with use in an ordinary laboratory room

and has potential for application for security inspection purposes or, from a more general

perspective, for non-destructive assessments for which γ-ray or neutron tomography

methods in isolation of one another are not able to provide information with which

to discern the composition of the objects under scrutiny. The system can recognize

the position and the physical size of the sample to a 2-mm level of precision and an

uncertainty of ±1 mm; the minimum spatial resolution achieved identifying the different

samples tested has been of (3±1) mm. Finally, a comparison and a quantitative result

on the choice of using the simultaneous multiplicative algebraic reconstruction technique

rather than one another, has been provided.
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2.1 Abstract

Most techniques that are used for transmission imaging with ionising radiation use

X-rays, which have the advantage of providing quick, high-resolution images with a rel-

atively small dose of radiation. However, they also have the disadvantage that their

penetrating power can be limited in some forms of matter. This can make the dis-

crimination of materials with a low atomic number particularly challenging. Of specific

interest in this regard is the need to screen a diversity of man-made items that are het-

erogeneous and with the tendency to have many interfaces between components that

can comprise a diversity of low-mass elements and compounds. These items usually

have a compact geometry and a high density of components, which can make them less

easy to be imaged quickly and effectively with X-rays. This limit of current screening

technology necessitates further stages of examination reducing the ease with which this

is done for manufacturing and quality assurance applications. The results presented in

this paper demonstrate that, either via fast-neutron radiography or tomography, the

70
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potential exists to discern a variety of low-A compounds from one another. Via Monte

Carlo simulations, it will be shown that fast-neutron radiography undertaken with a

portable, isotopic radiation source (californium-252), absorption and scattering by the

doped polymeric materials yields a degree of distinction from other substances. Consid-

ering these results, the state-of-the-art of the technique leading to the realization of a

combined, real-time fast-neutron and γ-ray radiography system will also be presented,

as well as the first experimental results.

2.2 Introduction

Non-destructive tests (NDT) and inspection techniques have been studied exten-

sively in the last few decades. Radiography and tomography are two of the most used

techniques, often drawing on the knowledge developed for medical applications. The

majority of such assessments is done with X-rays, thanks to the availability, relatively

low cost, practicality and feasibility of this modality, and also due to the widespread

availability of X-ray machines. The use of neutrons, albeit less common, has also been

studied extensively as a radiation source applied to NDTs [51]; however, due to the less

widespread availability of neutron imaging facilities, the use of neutrons is less promi-

nent. Neutrons are attenuated exponentially, as a result of their interaction with matter,

but interact differently to photons (by definition) and thus the results of imaging tech-

niques based on them also differs: neutrons tend to highlight features in low-mass and

low-density elements and compounds, whereas X-rays have a tendency to depict features

associated with relatively high atomic number.

However, X-rays have the drawback that their penetrating power is relatively limited

by the materials comprising some compounds and manufactured items, and the discrim-

ination of materials with either similar or a low atomic number, can be challenging. In

addition, whilst X-ray screening machines provide high-resolution images, the detection

of some hazardous materials remains problematic; for instance, laptop computers and

large electronic devices cannot be left inside passenger bags during screening because

this can complicate the ease with which they are screened by X-rays [148, 149], due to

their compact construction and density. Such devices are of particular interest because

of their potential to be used to conceal contraband or, worse, to hide hazardous mate-

rials. In this regard, the family of lithium-ion polymer materials (LiPo) [150–152] are

of particular interest because of their widespread use in batteries of such electronic de-

vices. Their elemental composition is similar to a number of hazardous organic materials

yielding a similar effective atomic number (Zeff ) and density, which can render their dis-

crimination with X-rays particularly difficult. Neutron radiography and tomography are

valid methods to image materials with a high content of hydrogen, carbon, nitrogen,

oxygen, and lithium; as shown in [153], thermal neutron imaging methods have been

used for the investigation of fuel cells, batteries, hydrogen storage systems and nuclear

fuel. Moreover, in [154] both fast neutrons and high-energy X-rays are exploited for the

interrogation of air cargo containers, because of their high penetration capabilities.

This paper will present both a Monte Carlo study and experimental results demon-
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strating the potential of fast neutrons as a probing radiation to image low-atomic number

materials and hazardous compounds. Using Monte Carlo simulations (MCNP6 [126]) to

reproduce a tomography system that exploits a californium-252 (252Cf) radiation source,

it will be shown that a reasonable level of different image contrast between LiPo and a

number of candidate hazardous materials is achievable. In particular, the aim of this re-

search is to perform a combined n-γ radiography of a laptop battery, in order to show the

potential of this particular imaging technique to highlight the presence of LiPo in some

laptop batteries. By exploiting the γ rays emitted by the spontaneous fission of 252Cf,

additional absorption information about the screened items is obtained. The Monte

Carlo simulation results have been taken as a basis on which to develop a simultaneous,

real-time fast-neutron/γ-ray radiography technique. The novelty of this research lies in

the use of a single radiation source and detection system for the production and de-

tection of both fast neutrons and γ rays, respectively. Moreover, the radioactive source

used is relatively low-dose and the system has the potential for deployment for industrial

in-situ assessments. The state of the art of such a project will also be described and the

experimental results, namely a fast neutron radiography of a laptop lithium-ion battery,

are presented.

2.3 Monte Carlo Simulations

Lithium-ion polymers have similar densities with some materials synthesised for use

as explosives and with some liquids that can be combined to make hazardous materials.

In order to compare the different attenuation indices of these materials under fast neutron

and γ-ray radiation, the tomography system presented in [155] has been used. This

computed tomography system is based on a 252Cf radioactive source and 13 liquid organic

scintillation detectors. The choice of 252Cf has been made because its spontaneous fission

produces both fast neutrons and γ rays. Therefore, in an experimental scenario, by

coupling the detectors to a real-time pulse shape discrimination system (PSD), as done

in [31], it is possible to obtain both fast neutron and γ-ray scans of the sample being

analysed, simultaneously.

The tomographic assessment has been simulated by detecting and recording both

neutrons and γ rays interacting with the detectors after placing the samples in a variety

of different positions. Six, 2-cm diameter cylinders of water, water peroxide, acetone, a

nitramide-based explosive compound (RDX), trinitrotoluene (TNT) and nitrocellulose

(NC) have been scanned together with a 2-cm cylinder diameter of LiPo, as shown in

Fig. 2.1. The results of the Monte Carlo simulations are presented in Fig. 2. Concerning

the neutron tomography, the image contrast in LiPo is clearly greater than explosives

such as TNT, RDX, and NC, whereas the tomography response under γ irradiation

indicates the potential to be slightly misleading; consider, in particular, the comparison

of LiPo with TNT and NC. Interesting results are also the differences in attenuation in

water, hydrogen peroxide and acetone for fast neutrons as compared to that of γ rays.

The two tomographies can also be combined with each other, providing potentially more

qualitative information regarding the objects analysed. These results have been taken
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Figure 2.1: A schematic plan view of the phantom arrangement explored in this research
(left) and a view in perspective (right); 2-cm diameter cylinders of materials of which
the density in g/cm3 is written in bold.

Figure 2.2: Neutron tomography (left) and γ-ray tomography (right) of the samples
and materials described in Fig. 2.1. The image reconstruction algorithm used is the
Simultaneous Iterative Reconstruction Technique (SIRT), as explained in [155].

as a basis to develop a real-time, combined (when needed), fast-neutron, γ-ray imaging

technique.

2.4 Experimental procedure

Experimentally, a system has been reproduced in order to perform fast neutron ra-

diographs of a laptop, with the aim in this context to highlight the lithium-ion polymer

of its battery. The choice of radiography has been made, as opposed to tomography, be-

cause a radiograph is quicker to produce relative to a tomograph. Therefore, radiographs

are advantageous where measurements are constrained in time and space. The experi-

mental set-up used is shown schematically in Fig. 2.3. The system consists of a 252Cf
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Figure 2.3: Schematics of the experimental setup used.

radiation source of 15 MBq: 252Cf decays via 96.914% α decay and 3.086% spontaneous

fission (SF), the latter yielding an average neutron multiplicity of 3.76 and an average

neutron energy of approximately 2 MeV. Neutrons and γ rays used in this context are

often collimated, for example with polyethylene and lead, to form a pencil-like beam

(typical diameter 1 cm). However, in this research, only fast neutron data are presented

as the collimator was made solely of polyethylene to focus on the neutron-component

of the source of radiation. The radiation field is directed towards the sample under

scrutiny (a laptop in this case), which can be scanned in a variety of different positions.

Only the portion of the laptop around the battery has been scanned in this research1.

The laptop was placed perpendicular with respect to the beam direction and scanned

horizontally and vertically in 138 different positions (23 along the horizontal axis and

6 along the vertical axis). For each position, the beam intensity after its interaction

with the sample has been measured. This is done with an organic liquid scintillator

detector (scintillant EJ-301, detector type VS-0653-2 (Scionix [139], liquid scintillant

Eljen Technologies, U.S. [156]) connected to a mixed-field analyser (MFA, Hybrid In-

struments [157], Fig. 2.4). The discrimination between the detected neutrons and γ rays

is performed with these real-time pulse-shape discrimination systems [17, 31]. PSD is

performed with the pulse gradient analysis algorithm, exploiting the differences in long

and short pulse shapes that arise for neutrons and γ rays in these scintillation media.

Neutrons and γ rays are thus discriminated in real time and recorded. The analyser

emits each detection event in the form of a 50 ns transistor-transistor logic (TTL) pulse

for each event processed from a given detector.

The number of neutron and γ ray events in a fixed sampling time and in a fixed

sample position has been recorded with a PC running an algebraic image reconstruction

algorithm.

The interaction probability of γ rays and neutrons can be quantified by the linear

attenuation coefficient of the material (µ). Concerning photons, µγ depends on the

relative probability of photoelectric effect, Compton scattering, and pair production for

a given energy distribution of the specific source of photons (X-rays and γrays). On the

1A description of the scanning system, the developed Graphical User Interface and control system
can be found in the Appendix of this thesis.
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Figure 2.4: Picture of a single channel Mixed Field Analyzer MFAx1.3.

other hand, the neutron µn depends on the elastic, inelastic and absorption interaction

cross-sections. The intensity of the radiation follows the Beer-Lambert law (Eq. 2.1),

exhibiting an exponential dependence with the thickness of the material:

I = I0e
−µx (2.1)

The background induced by the californium source into the laboratory room (bkg) has

been evaluated and subtracted to the detector readings before and after the sample (I0n

and In for the case of neutrons, respectively). This has been measured by closing the

pencil-like beam and measuring the neutron radiation produced by the source in the

laboratory room. The neutron and γ-ray attenuation coefficients are thus given by Eq.

2.2 and 2.3:

µn = log
I0n − bkg
In − bkg

(2.2)

µn = log
I0γ − bkg
Iγ − bkg

(2.3)

Data analysis can be done either real-time or off-line, to yield the desired fast-neutron

and γ radiographs.

2.5 Results

A fast neutron radiograph of a HP-Pavilion dv6 laptop computer is shown in Fig. 2.5.

The battery location is delineated by the black dotted line overlaid on the radiograph.

Qualitatively, the neutron absorption level in the vicinity of the battery is clearly higher

than it is for the rest of the laptop. Moreover, a portion of the battery exhibits a

level of attenuation that is higher than for the rest of the battery zone. This might

concur with where the lithium is located in the cells of the battery structure. The

attenuation index has been measured with the Beer-Lambert law and this is shown in

Fig. 2.6. The attenuation index was calculated along four different image profiles. Profile
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1 indicates the presence of low-Z material in the battery, with respect to the other laptop

components within a reasonable level of uncertainty. The minimum and maximum value

of the attenuation index of a single experimental point, which constitute one error bar,

has been calculated taking into account the standard deviation of the detector counts

corresponding to the square root of the detector readings.

Figure 2.5: A fast neutron radiography of a laptop portion (left), where a high level of
contrast infers high levels of absorption and the dotted line indicates where the lithium-
ion battery is located in the laptop structure. An X-ray radiograph of the laptop taken at
the Henry Moseley X-Ray Imaging facility in Manchester, UK. The image reconstruction
algorithm used is the Algebraic Reconstruction Technique (ART).

Figure 2.6: The attenuation index profile and its uncertainty across four different image
profiles (bottom) and the location of the profiles indicated as per the diagram (top).

For comparison purposes, an x-ray radiograph of the laptop has been carried out

using a Rapiscan RTT110 machine, which is of the same prototype of the systems used

widely in airport security checks. This scan was taken at Henry Moseley X-ray imaging

facility of the University of Manchester, UK, and is shown in Fig 2.5b. The battery

can be seen clearly inside the laptop to the upper left of this image. The level of image
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contrast, however, is different from that of the fast neutron radiograph, in which only

half of the battery has higher contrast than the rest of the battery. Such a result opens

several areas for future consideration.

A second experiment was carried out subsequently, focusing only on the laptop bat-

tery, who was extracted from the laptop and scanned alone, with the same system set-up.

The results regarding the fast-neutron, γ-ray and combined n-γ radiography are shown

in figure 2.7a. The neutron radiography results show a different level of absorption in

Figure 2.7: a) from left to right respectively: fast neutron, γ-ray and combined neutron-
γ radiograph of a lithium ion battery. b) the X-ray scan of the battery alone (left) and
a picture of the same HP-Pavilion dv6 laptop battery.

three specific regions of the battery, in contrast to the results of the γ radiography, which

instead suggest a more uniform attenuation index across the battery. A possible reason

for this is that the energy of the γ rays produced by the californium does not produce

a high level of image contrast, except for a spike on the right side of the battery. The

low attenuation is consistent with the relatively high energy of the 252Cf γ rays (around

1 MeV); therefore, the majority of them pass through the battery media; the spike in

contrast can be interpreted as a metallic junction inside the battery. On the other hand,

the neutron radiography suggests the presence of three battery cells, within which the

attenuation index is in turn distributed non-uniformly. The combined neutron-γ radio-

graphy data set has been obtained merging the neutron and the γ radiograph. This

shows both the metallic spike and the battery cells. However, in this particular case,

it does not allow discrimination between the metallic spike and the cell polymer. In

order to understand its inner structure, the battery alone was also scanned with the

Rapiscan RT110 machine of the Henry Moseley X-ray imaging facility. The image of the

battery, extracted from the entire laptop, shown in figure 2.5 appears to have three cells

only, that are clearly visible on the top side of the laptop, however, the image contrast

appears uniformly distributed. Undertaking a more accurate and detailed radiography
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of the battery only (see figure 2.7b.), the cells depicted are instead six in number. Still,

the image grey-level is relatively constant across the cells, except the battery metallic

junctions, which appear as white spikes.

X-ray radiography machines do not provide material identification, but they rely

only on particular fingerprints, unique of some materials and, qualitatively, compounds

of comparable density are imaged with the same contrast-level. This fact stimulates

the investigation to the use of explosive simulants in place of the battery. Most explo-

sives have similar densities and effective atomic numbers to LiPo; therefore, X-rays do

not provide discrimination, unlike neutrons, as shown by the Monte Carlo simulations

described in the previous section.

In addition, the design and the composition of the battery has to be determined in

order to identify the exact composition of the battery compound; this would be a “cross

check” in order to understand where the lithium is located so this can be used to better

understand the experimental results and as a proof of concept. The X-ray machine

used to scan the laptop, as well as the machines used in most airports, do not provide

material identification and therefore compounds with a similar density appear with the

same level of image contrast. This opens up the use of some explosive simulants and

organic hazardous materials in place of the battery, in order to understand whether they

can be discerned from the Li-ion polymer under neutron radiography, as demonstrated

by the aforementioned Monte Carlo simulations. Finally, since lithium ions move into

the battery, the concentration of these is subject to change in the battery itself; therefore

the potential to discern the level of battery charge/discharge under neutron irradiation

should be investigated more in detail, as well as the combined, simultaneous, real-time

fast neutron and γ imaging technique presented in this work. The combination of these

two imaging techniques has the potential to provide more absorption information of the

objects under investigation and to allow material identification.

2.6 Conclusion

The potential of the development of a real-time fast neutron and γ-ray imaging

system suitable for characterization of low-mass, solid-phase media, has been presented

in this paper. The novelty of this research is that it highlights the potential for a method

to discern low-Z materials in laptops and electronic devices that are potentially confused

by established methods of image-based screening in security applications. This imaging

method has the potential to be coupled with the already-existing advanced cabin baggage

screening systems, improving their detection performance and possibly reducing the

reaction time of the screener. Moreover this method shows its potential to provide quick

and reliable information when high levels of image sensitivity are required and would also

be suitable particularly for manufacturing and product quality assurance applications.

The possibility to discern charge-state of a given, electronic battery configuration is also

presented. This fast-neutron/ γ ray radiography or tomography (when needed) technique

can be applied in several different engineering fields, when high levels of security or quick

non-intrusive inspections are required.
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Future research will investigate the potential to discern charge-state of a given, elec-

tronic battery configuration, as well as investigating different levels of charging. In

addition, further research is needed to elucidate the system geometry, for instance, spa-

tial resolution and the system response to different materials can be improved increasing

the number of detectors coupled with the use of different beam geometries (i.e., fan

and/or cone beam).
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Chapter 3

Backscatter, fast-neutron/γ-ray

tomography

M. Licata, M. D. Aspinall, M. Bandala, F. Cave, S. Conway, D. Gerta, M. J. Joyce,

H. M. O. Parker. “Depicting corrosion-born defects in pipelines with combined

neutron / γ ray backscatter: a biomimetic approach”. Scientific Reports 10,

1486 (2020). https://www.nature.com/articles/s41598-020-58122-3.

3.1 Abstract

The identification of corrosion, cracks and defects in pipelines used for transporting

oil and gas can reduce the possibility of leaks, and consequently, it can limit the extent

of an environmental disaster, public hazard and the associated financial impact of such

events. Typically, corrosion in oil pipelines is measured with non-destructive ultrasonic

or electromagnetic techniques, on the basis that corrosion and defects are often mani-

fest as a change of thickness in the steel from which pipelines are made; however, such

approaches are not practical for underground pipelines and their deployment can be

complicated for the case of pipelines covered by insulation. In this paper, we present an

innovative, non-destructive testing technique, which exploits the backscatter of a com-

bination of fast-neutron and γ radiation from steel samples of a variety of thicknesses

consistent with changes that might arise due to corrosion of a pipe wall. Our research

demonstrates the potential to measure and characterise different steel thicknesses by

detecting both the elastic, fast-neutron backscatter, and the Compton-scattered γ ra-

diation, simultaneously. Further, we demonstrate that the presence of insulation yields

a consistent and separable influence on the experimental, wall-thickness measurements.

The data from experimental measurements are supported by a comprehensive Monte

Carlo computer simulation study.

80
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3.2 Introduction

The processes by which mechanical and electromagnetic waves are reflected by mate-

rials, are phenomena exploited by a variety of animal species for orientation, to procure

food and for a great diversity of other purposes. A biomimetic relationship exists in this

regard between the natural world and technological human achievements, exemplified

on the one hand by the reliance of some species of mammals (predominantly bats) on

ultrasound, with which to hunt, avoid predators and even to classify different types of

plants [159–163], and on the other by sonar [164]. The latter is central to a wide variety

of non-destructive, industrial assessment techniques and a related international industry,

such as the measurement of distance, density, porosity and imaging. Similar analogies

exist for the case of reflected electromagnetic waves, e.g., sight, radar [165] etc.

Amongst the first observations of the scattering of particles are those of Rutherford

in his famous gold foil experiments (1908-1913). At the atomic scale, the reflections

of waves and particles approach one another phenomenologically, and offer one of the

founding scientific observations supporting wave-particle duality. In this regard, neutron

scattering and its applications are perhaps amongst the most remarkable and tangible

exemplars of quantum-mechanics. As to whether a scattering process is elastic or in-

elastic is inferred by the corresponding isotopic cross section, calculated on the basis of

neutrons affording properties of complex plane waves. Below the MeV range in energy,

the radiation wavelength is much greater than the range of the strong nuclear force (of

the order of femtometres) that is responsible for scattering from a single nucleus. This

renders neutron scattering, according to the first-order Born approximation, isotropic.

Similarly, the same approximation, is applied in radar [166,167].

Scattered radiation is exploited in several non-destructive assessments. Electron

backscatter is the principle of the scanning electron microscope [168], muon scattering

tomography has been tested for nuclear reactor core imaging [169], monitoring volcanic

activity [170] and the detection of chambers in pyramids [171]. X-ray backscatter radio-

graphy (BCT) has numerous applications in safety and security inspection, particularly

for the detection of dangerous materials and border inspections [172], biomedical science

[173], engineering and industry, such as the oil and gas sector and aerospace [174–176].

The advantage of backscatter radiography and tomography is that they allow the inves-

tigation of items that cannot be scanned with the most widely-used axial computerized

tomography (CT), due to either the large size of the item and inability for it to be

moved, or because the transmission image data is not interpreted easily. Elastic neu-

tron scattering is usually used to assess water content, porosity and hydrogen fraction

in rocks [177, 178], and to identify the presence and assess the level of water, gas, wax,

paraffin and/or defects in pipelines [179–183]. Elastic scattering cross sections and the

loss of energy after a single scattering event are fundamental to many non-destructive,

fast-neutron backscatter techniques. In comparison with X- and γ ray, fast neutrons

penetrate deeper into high-Z matter, due to their lack of charge, and thus high-density

materials can be investigated. X- and γ-ray backscatter is the result of the Compton

effect; its probability depends on the electron density of the material. On the one hand,
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this makes X- and γ rays particularly suitable for the investigation of heavy metals,

but, on the other, limits the extent to which they can be used to probe relatively thick

material samples, because high-Z media attenuate them significantly.

In this research, the backscatter of fast neutrons and γ rays is used to identify

different carbon-steel thicknesses. Our approach is to exploit and possibly combine two

different imaging techniques, performed real-time, simultaneously with a single source-

detection system. Defects in steels, as well as corrosion and rust, produce a variation of

the mean density and of the thickness of the steel comprising the pipe wall; therefore

the backscattered neutron and γ-ray flux induced by a radiation beam changes.

Pipelines are subject to several types of corrosion. It can be internal or external.

The former is mainly due to galvanic corrosion, microbiological reasons, stray currents

and selective seam weld corrosion, and is often exacerbated by the presence of crude

oil, hydrogen sulphide, carbon dioxide, various natural gases, vapours and water [184,

185]; the latter is caused by a pipeline carrying a corrosive commodity, low-pH aqueous

media and erosion. The quantification of corrosion-born defects is particularly important

for industries that rely on many thousands of kilometres of pipelines for transporting

resources and also to inform estimates of resources required to replace compromised

pipeline parts. Statistical results show that, in the U.S., the U.K and Europe from 2010

to 2015, 24% of failures in gas pipelines and 25% in oil pipelines, were due to corrosion.

Failures in pipelines can cause economic losses, environmental pollution, injuries and

casualties. Failure frequencies of oil pipelines range from 0.4 to 0.6 times/kkm/yr in

the U.S. whilst gas pipelines failure ranges from 0.04 to 0.14 times/kkm/yr [186]. The

primary form of corrosion is pitting, and numerous mathematical and numerical models

have been studied to predict the specific corrosion rate of this [187–189]. The evolution

of corrosion pitting over time is considered constant, universally, with a linear damage-

velocity rate. Corrosion depth depends on the time t according to αtβ, with α and β

constants that depend on the system, the pipeline environment and type of corrosion

[190]. These constants are evaluated from in-field measurements and come from fits to

corresponding data. These measurements to yield such data, as well as the experimental

estimation of corrosion rates, are usually carried out with periodical in-line inspections

Most in-line inspections are carried out by means of Pipelines Inspection Gauges

(PIGs) based on ultrasound [191–193]. However, ultrasound requires a coupling medium,

such as oil, and therefore these inspections are mainly applied to liquid lines and not

for gas pipelines. Our approach is, to some extent, complimentary to the ultrasound

technology, since it probes the pipeline from outside, and demonstrates potential to be

able to measure different steel thicknesses in the presence of insulation (i.e., pipelines

covered by layers of concrete and polyethylene). We present a radiography/tomography

system in which a mixed radiation field (comprising neutron and γ), produced by a

californium source (252Cf), is collimated with a combination of lead and polyethylene

to produce a pencil-like beam of probing radiation (it is anticipated that a portable

neutron generator could be used in place of an isotopic source if necessary). Finally,

this is directed toward the steel under consideration. The induced fast-neutron and γ-
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ray backscattered flux has been measured with four organic liquid scintillation detectors

with the collimator described above, to constitute a prototype connected to a mixed-

field analyser (MFA), providing real-time, digital, pulse-shape discrimination (PSD) [16],

to yield transistor-transistor logic (TTL) signals that are retained and recorded with a

digital counter. A mechanical rig enables the source-collimator arrangement to raster

across a sample to afford scans of each steel sample under inspection. This system, as

described, enables combined, simultaneous, fast neutron and γ ray backscatter imaging.

A variety of steel thicknesses have been investigated with the influence of insulation

replicated by placing a layer of concrete and high density polyethylene (both of 1-cm

thickness) above the steel. The novelty of combining different imaging modalities leads

to improved discrimination of contrasting material thicknesses, particularly when layers

of concrete are used to replicate insulation of this type covering a pipe. The contrasting

properties of neutrons and γ rays, allows a fine depiction of pits in pipelines, from both

a qualitative and a quantitative point of view. By analogy with the natural world, the

collimated beam of neutrons and γ rays can be compared to the chirp generated from

bats, which is a superposition of different ultrasound wavelengths, read simultaneously

after their interaction with the surroundings, by the same ear-detector. Furthermore,

the sensitivity modulation of the sensory system to their own self-vocalised, ultrasonic

pulses in some bat species [194], which is understood to enable the return to be better

isolated, constitutes an evolutionary feature comparable to the collimator in our system.

This, albeit infinitely more crudely, blinds the scintillation detectors from the direct,

un-scattered component that would otherwise perturb the sensitivity of the system to

the backscattered component. Similarly, some nocturnal moths have evolved wings that

absorb ultrasound, suppressing the echo that the bat receives and rendering the moths

invisible to these predators [195,196]. It appears likely that the nature of the backscat-

tered return provides the bat with a significant amount of information as to the type

and extent of material around them, as to whether it is solid, diffuse, moving, stationary,

etc.

3.3 Results

3.3.1 Detection system and neutron-γ collimator

The neutron and γ-ray flux backscattered from a variety of different steel slabs were

measured with a system designed for this purpose comprising: a mechanical rig, collima-

tor and an array of small, organic scintillation detectors (Scionix, Netherlands) which

were connected to a multiple-channel, mixed-field analyzer (Hybrid Instruments Ltd)

and to a bespoke embedded control system. Measurements were carried out at the

low-scatter neutron facility at the National Physical Laboratory (NPL), in Teddington,

London, UK. The rig-source-collimator-detector system consists of an aluminum frame

in which two stepper motors have been configured to afford the system two degrees of

freedom (in the X-Y plane, Fig. 3.1a, 3.1b). The collimator is designed to constrain the

neutron and γ radiation generated by the 252Cf to a defined area of interest of the steel
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Figure 3.1: System assembly. (a) A 3-dimension CAD design of mechanical rig,
collimator and detectors, designed, assembled and demonstrated in this research. (b)
The elevation (top) and plan (bottom) CAD views of the system, with a focus on the
collimator-detector combination. The collimator is made of layers of lead and polyethy-
lene, height: 30 cm, external diameter: 10 cm and internal diameter of the pinhole: 1
cm. The radiation source is placed above the collimator, concentrically with the pinhole.
(c) A photograph of the system built, deployed and used at the low-scatter facility of
the National Physical Laboratory. (d) A sequential schematic of the experimental set-
up: the mechanical rig, controlled remotely by software running on a laptop, drives the
system comprising the source, collimator and detectors. The detectors are connected to
a multiple-channel, mixed-field analyser, which digitises the detected events, separates
the neutron and γ ray signals and sends a corresponding transistor-transistor logic signal
for each event to an embedded digital counter that is linked by Ethernet to a computer.
The entire system is coordinated and controlled by a graphical user interface.

sample, comprising cylinders of high-density polyethylene (HDPE) and lead (Pb).

Organic liquid scintillation detectors of type EJ-301 [197] are secured in a fixed angle

of orientation with adjustable arms. Up to eight detectors can be used in the geometrical

configuration shown in Fig.3.1. However, it has been found that four detectors enable

the total geometric efficiency to be optimised, i.e., maximising the area of the hemisphere

subtended by the detectors. The position of the radiation-sensitive liquid-volume in the

detectors has been configured to be in a region of the space below the collimator sheltered

from the radiation flux that streams from the 1-cm diameter, collimator pinhole (Fig.3.1b

and 3.2a). With this particular approach, the detectors are isolated from the incident

flux but, at the same time, they are positioned sympathetically with the trajectory

of the backscattered flux generated at the focus of the radiation beam collimated by

the pinhole. The beam-and-detector focus-area is the point where the radiation beam

reaches the surface of a given sample, and it is located approximately 10 cm after the

collimator aperture (Fig. 3.2a).
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Figure 3.2: Collimator modelling. (a) A schematic representation in elevation of the
source-collimator-detector arrangement (from left to right) combined to demonstrate
the relative, quantitative significance of the fast neutron flux throughout. The colour
heatmap depicts the neutron flux leaving the collimator, whereas the plot on the right
presents a quantitative measure of the same flux along the dotted red line passing through
the detector focus point. (b) An MCNP6, 3-dimensional quantitative illustration of
both fast neutron (left) and γ ray flux after the collimator aperture, demonstrating the
relatively small component of the direct field impinging on the detectors, consistent with
the fundamental concept explored in this research.

An extensive Monte Carlo computer simulation study was performed in order to

identify the best collimator geometry and detector position. MCNP6 [128, 129] (Monte

Carlo N-Particle transport code), developed in Los Alamos National Laboratory [127],

is the tool used to model the experiment and compute the simulations. The results are

presented in Figs. 3.2a and 3.2b. Neutron and γ-ray flux are shown in 3-dimensions

for the X-Z, X-Y and Y-Z planes. In particular, the plots show the flux beyond the

collimator aperture, with the Y-Z plane modelled at X = 40 cm, i.e., approximating to

the radiation focus at the sample. Detectors are located at circa 5 cm from the beam,

in the position of minimum flux.

3.3.2 Calibration

The EJ-301 detectors were calibrated prior to the backscatter measurements by set-

ting the high-voltage of the photomultiplier of each detector, to yield a balanced response

across all four units, and the pulse-shape discrimination parameters were adjusted via

the MFA to optimise the discrimination between neutrons and γ rays. Using a 17 MBq
137Cs source, the voltage of the scintillator photomultiplier was adjusted to align the cae-

sium Compton edges (at ∼478 keV) to the same ADC channel (Fig. 3.3, left, inner plot

on the top). The use of the 137Cs source ensures a response to γ rays of a single energy
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Figure 3.3: Pulse shape discrimination. Left: A scatter plot (peak amplitude versus
discrimination amplitude) of the γ radiation generated by 137Cs with an EJ-301 detector
in this research. The peak and discrimination amplitudes are respectively the maximum
signal amplitude and the signal magnitude measured after a fixed discrimination-time.
The top-inner plot is the Compton spectrum when an EJ-301 is exposed to γ rays
from 137Cs, whereas the bottom-inner histogram is the discrimination value of the γ-
event produced with 137Cs. Right: A scatter plot obtained with an EJ-301 scintillation
detector exposed to 252Cf in this research. The upper plume corresponds to the γ
component of the mixed field produced by 252Cf, whereas the lower plume corresponds
to the neutron component. The inner histogram (lower-right) shows the discrimination
values for n-γevents produced by 252Cf. Signals have been normalised and their baseline
removed. The discrimination data have been fitted (red lines) with Gaussians.

(662 keV), thus making possible to set the discrimination threshold on each individual

scintillator, using only the γ plume (Fig. 3.3, scatter plot on the left). Pulse-shape

discrimination is performed by the MFA via a pulse gradient analysis algorithm [46].

The discrimination value (i.e., the ratio between discrimination amplitude and signal

peak amplitude) of each γ event generated by the aforementioned caesium source was

also calculated. The results (Fig. 3.3 left, inner plot on the bottom) show the presence

of a single peak, consistent with only γ radiation being present for the case of the 137Cs

source. Subsequently, 252Cf was used in order to verify the n-γ response of the scintilla-

tors and to verify the PSD threshold settings. Two separate plumes were observed (Fig.

3.3, scatter plot on the right) consistent with an appropriate PSD setting; two peaks

are also observed when the discrimination value of the mixed neutron/γ field events is

plotted as a histogram.

3.3.3 Neutron-γ backscatter

When a narrow, collimated radiation field hits a material, part of its radiation is

transmitted, part is absorbed and part is backscattered (Fig. 3.4a). The flux of backscat-

tered radiation, as a function of the material thickness, is related closely to the linear

attenuation law,

Φtr(x) = Φ0e
−µx (3.1)
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where Φtr is the transmitted component for a thickness x, of the initial flux Φ0, µ is the

linear attenuation coefficient for a field comprised by γ rays, whilst it corresponds to

the total macroscopic cross section (Σtot in radiation fields constituted by neutrons [36].

The backscattered flux can be expressed as,

Φsc = Φ0 − Φabs − Φtr (3.2)

where Φabs is the absorbed component of the radiation flux, for a thickness x. Thus, the

scattered flux is given by,

Φsc = Φ0(1− e−Σtotx)− Φabs. (3.3)

If the radiation encounters a combination of different materials (see example depicted in

Fig. 3.4b), whilst the physical principle is the same, the mathematical model becomes

more sophisticated because both scattered and absorbed components derive from the

superposition of effects from each of the different compounds. Figure 3.4c presents the

measured, experimental backscattered neutron flux as a function of the steel thickness

measured in this research; the backscattered neutron flux was assumed to be isotropic

but this is not the case for γ rays, since Compton scattering is not isotropic. These

experimental data are compared with the mathematical model presented in equation

3.3. Experimental results are presented with both ±1σ and ±3σ standard deviation and

demonstrate consistency with the model given in equation 3.3.

Figure 3.4: Mathematical relationship. (a, b) Schematic illustrations of the mathe-
matical model developed in this research for steel and a combination of steel and insu-
lation. (c) Backscattered neutron flux versus thickness of bare steel. The yellow band
represents a second-order polynomial fit to the data, of ±1σ spread. The theoretical
model is represented by the red dotted line. Σtot has been estimated using the tabulated
neutron cross sections from ENDF/B-VII.1 of the National Nuclear Data Center [39].

The flux of backscattered neutron and γ rays are presented in Fig. 3.5a, as a function

of the steel thickness in the presence of a 1-cm thick layer of high-density polyethylene

and 1-cm thick layer of concrete to illustrate the effect of insulation on the technique.

The reflected neutrons and γ rays were measured over a period of 20 minutes for each

individual sample of steel, for a total of 1 hour per slab given the three cases as fol-
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Figure 3.5: Experimental and simulation results. (a) Experimental results for
neutron (left) and γ-ray (right) backscatter in terms of counts per second versus steel
thickness, for bare steel (dark blue symbols), steel with 1-cm thickness polyethylene
insulation (green symbols) and steel with 1-cm thick concrete as insulation (red symbols).
(b) Results of Monte Carlo simulations performed with MCNP6; neutron (left) and γ-ray
(right) backscatter in terms of normalised counts per second, per neutron generated in
the Monte Carlo simulation, versus steel thickness, for bare steel (dark blue symbols),
steel with 1-cm thickness polyethylene as insulation (green symbols) and steel with 1-cm
thickness concrete as insulation (red symbols).

lows: bare steel; steel and polyethylene; and steel and concrete. The results from these

measurements are compared qualitatively with the corresponding results from MCNP6

simulations (Fig. 3.5b) obtained prior to the experiment. In this case, uncertainties are

presented as ±1σ and the fit to the data is a second-order polynomial function.

The possibility of γ rays arising from inelastic neutron reactions exists but this is

anticipated to be small for the energy of the neutrons from 252Cf and therefore this

has not been accounted for in this research. If sources with harder neutron spectra are

considered for this application, such as AmBe or D-T generators, then this influence

would need to be quantified.

3.3.4 Combined Neutron-γ backscattered tomography: a case study

For the case of neutron and γ-ray backscatter from a sample comprising steel and

concrete (included by way of insulation), a relevant scenario is that of a steel pipeline

of 25-mm wall thickness, insulated with concrete and which is to be scanned to identify

regions of corrosion. Using the experimental data of Fig. 3.5a (red dotted curves) of

such a 25-mm pipeline, an exemplar pipe tomography study has been conceived and is
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presented in Fig. 3.6. Two different regions of different thicknesses have been inserted

Figure 3.6: Neutron-γ imaging. Fast neutron (a), γ ray (b) and combined n-γ (c)
backscatter tomography of a 25-mm thick pipeline of 40 cm radius. The different regions
of pipe wall thickness are identified as per: region 1 denotes the unadulterated 25-mm
thick region of pipe, 2 and 3 indicate the 20-mm and 5-mm thick regions included to
illustrate contrasting degrees of corrosion severity, respectively. The backscattered flux
has been normalised and plotted using greyscale, as is used by convention in tomography
studies.

deliberately, and positioned randomly in the pipeline wall to emulate regions of corrosion.

The first region is 5 mm thick and the second region 20 mm (Fig. 3.6a, denoted by

numbers 2 and 3). The experimental backscattered flux from each of these features has

been reproduced and imaged, together with the backscattered flux of the original 25-mm

thick pipe. Figs. 3.6a, 3.6b and 3.6c show the fast neutron backscatter tomography (FN-

BCT), the γ-BCT and the combined n-γ BCT, respectively, for this case. The 5- and 20-

mm regions, that render the steel respectively 20- and 5-mm thick, are clearly discernible

using fast neutrons, whereas the 5-mm pit-area is not easily-discernible scanning the

pipe with γ rays in isolation. Combining the two different imaging modalities, it is still

possible to identify the two areas of reduced thickness. However, this scenario can arise

in reverse, that is, depending on which materials are scanned, the neutron tomography

data that results might mislead, in contrast to the γ-ray case, as explained in previous

work for transmission tomography [31,155].

3.3.5 System Sensitivity

The minimum time necessary to discern between different thicknesses of steel with

and without insulation, can be correlated with the sensitivity of the system. Hypo-

thetically, when the number of accumulated counts from the detectors is plotted as a

function of time, backscattered counts arising from contrasting wall thicknesses will have

similarly-contrasting gradients or count rates. In this particular circumstance, after a

given observation time t has elapsed, the error (σ) on the counted number of events (N)

is the square root (σ =
√
N), assuming Poisson statistics. Equation 3.4 describes the

minimum time needed to differentiate two different thicknesses of the same material,
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within a sensitivity of nσ= 1, 2, 3... standard deviations,

t ≥ nσ[
√
tgα+

√
tgβ]

tgβ − tgα
2 ≡ nσ[

√
N1 +

√
N2]

N2 −N1
2 (3.4)

where N1 and N2 are the counts, at a given time t, of the two thicknesses. An illus-

trative example with respect to this sensitivity formulism is given in Fig. 3.7a. Here,

Figure 3.7: Sensitivity matrix. (a) Qualitative and quantitative example of the mini-
mum time needed to separate two different backscattering counting rates with different
standard deviations. (b, c, d) System sensitivity matrices for γ rays (colour map light
blue-to-magenta type) and neutrons (colour map blue-to-red) regarding steel (b), steel
and polyethylene (c) and steel and concrete (d). The colour scale levels in the matrices,
coupled with the height of the histograms, indicate quantitatively and qualitatively the
time. Times above 900 seconds are cut and plotted in black (depicted by the valleys
between the neutron and γ ray histograms).

equation 3.4 has been used to construct a sensitivity matrix for neutrons and γ rays, for

the system tested with bare steel (Fig. 3.7b), steel with polyethylene (Fig. 3.7c) and

steel with concrete (Fig. 3.7d). The left side of the matrices in Figs 3.7b, 3.7c, 3.7d

corresponds to γ rays and the right to neutrons. Two different colour maps for γ rays

and neutrons have been used to separate the sensitivity of each, and a 900-second cut-off

on the minimum measurement time necessary to distinguish two thicknesses has been

set deliberately, on the basis of what is anticipated to be an acceptable limit in the field.

Generally speaking, times lower than this value allow the discrimination of difference in

thicknesses from 5 mm and upwards. For the identification of possible pits of less than 5

mm depth, the measurement time required increases exponentially, at which point this

technique starts to become impractical. The sensitivity matrix presented here has been

calculated with the experimental data presented in Fig. 3.5a, using a 252Cf source with

an emission rate of 8.7×106 neutrons/second into 4π. The sensitivity can be improved

and thus the experimental exposure time reduced using a source of higher activity. Al-
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ternatively, shielding the detectors in order to reduce false-negative scattering events

due to background and cross-talk between detectors could also improve the sensitivity.

3.4 Discussion

The results presented in this paper demonstrate that it is possible to discern different

thicknesses of steel slab with a combination of fast neutron and γ-ray backscattering.

Our research was carried out using organic liquid scintillators, although a diversity of

organic scintillators exists which could be similarly applied; for example stilbene might

constitute a valid alternative to the EJ-301 used in this research if a liquid scintillant is

not desirable in the application field. Organic scintillators, coupled with the real-time

PSD system used in this research, are particularly suitable because their detection effi-

ciency falls sharply for energies below ∼1 MeV for neutrons and below 200 keV for γ rays.

The elastic scattering cross sections for neutrons in the range 1-10 MeV, are of the same

order of magnitude for the majority of elements (between 1 barn and 10 barns). How-

ever, since the neutron energy loss after an elastic collision is far greater for low-atomic

number materials, incident fast neutrons can fall below the detection energy threshold of

the scintillator detectors when scattered. This fact, for example, explains the difference

in slope in the responses for steel and steel-polyethylene for neutrons in Figs. 5a and 5b,

since HDPE is rich in hydrogen relative to concrete, and thus moderates neutrons more

effectively. For small thicknesses (i.e. ≤ 15 mm), the polyethylene-induced backscatter-

ing is higher than that measured with bare steel. As the steel thickness is increased, the

number of elastic neutron collisions also increases; therefore, before reaching the detector,

the backscattered neutrons pass through an extra thickness of polyethylene, accruing a

higher probability of falling below the energy threshold for detection, and thus reducing

the proportion of the backscattered component that is detected. Conversely, this does

not occur for γ rays because Compton scattering depends on the atomic number of the

material, which is relatively low for polyethylene compared to that of steel, and conse-

quently, the gradient of the γ-ray backscatter count dependence with thickness is similar

for all three sample arrangements. Our results are consistent with what is predicted

on a qualitative basis by the MCNP6 simulations for both neutrons and γ rays. The

mathematical relationship elaborated for neutrons overlaps the neutron experimental

data for the case of bare-steel, in the range 6-25 mm, when results are presented within

±3σ from the mean. The novelty of this research lies, in primis, in the demonstration of

a non-destructive imaging alternative to the widespread modality of X-ray computed to-

mography. Moreover, this technique comprises the parallel application of both neutrons

and γ rays, leading to three different final illustrations of a given sampler (i.e., n-, γ- and

n-γ-BCT). Read together, these yield a more comprehensive and faster representation

of the inner structure of steel and possibly, other materials. Our research highlights and

confirms the potential of combining different imaging modalities. Not only does this

technique have applications in an engineering context, but it may also have potential

in wider materials science applications such as for quality assessments of metals and

materials, and also in a wide range of different scenarios, ranging from the medical field
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(as proposed by [198]) to safety and security inspections, and particularly where in situ

examinations are required. This research not only highlights the benefit of combining

the effects of contrasting reflection phenomena for technological requirements, such as

non-intrusive corrosion assessment; it also illustrates the significant potential that can

accrue from our primitive mimicry of sensing modalities that have evolved for analogous

requirements in the natural world.

3.5 Methods

3.5.1 The mechanical rig

The rig frame is made from an assembly of 20×20 mm aluminium extrusions, it

has dimensions 600×400×340 mm (L×W×H). The collimator sits within the aluminium

frame and is mounted to four guide rails, two in both the X- and Y-axis, respectively.

This gives the collimator the freedom of movement in the X-Y plane, actuated using a

stepper motor and pulley system. A symmetrical array of detectors are mounted to a

cylindrical assembly using Go-Pro arms. The assembly is made from eight aluminium

extrusions around 360deg with aluminium plates top and bottom; the cylindrical compo-

nents of the collimator itself sit flush within the extrusion assembly. The entire assembly

has a height of 311 mm and a diameter of 140 mm. On the top plate of the assembly, a

bespoke 3D-printed component is mounted to house the isotopic source directly above

the collimator void. The rig is controlled using an Arduino microcontroller board which

interfaces with the user’s device via USB. All electronic components on the rig are

controlled by the Arduino which receives commands from the user. The user specifies

coordinates relating to a position in the X-Y plane, the Arduino then handles the cal-

culation necessary to get to the desired position. Limit switches at the end of each axis

are used to calibrate the positioning of the collimator assembly as well as a fail-safe to

prevent it from driving off the rails.

3.5.2 Control system and counter

The acquisition system consists of a printed circuit board (PCB) that contains an

Intel Cyclone V FPGA / ARM Processor system. A set of sixteen 32-bit transistor-

transistor-logic (TTL) compatible counters were configured on the FPGA. The system

uses a 50 MHz clock signal and Phase-locked Loop (PLL) logic allowing pulses of less

than 1 µs width to be detected. The 4-channel MFA produces TTL signals from separate

output ports dependent on whether a neutron or a γ ray has been detected. The 4

γ-ray outputs and the 4 neutron outputs from the MFA were connected up to the

aforementioned 16-channel counter (thus up to 8 detectors can be used: 8 channels for

neutron detection and 8 channels for γ ray detection). The Cyclone V ARM Processor

system runs an embedded version of Linux capable of interfacing to the described logic

in the FPGA part of the integrated circuit. A bespoke program developed in C++

was written to monitor the status of the 16-channel counter in real time. This monitor

program utilised the TCP/IP Protocol to send data to a PC at a specified frequency.
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The counters can be set to either count-rate mode or cumulative mode for calibration

and measurement operations, respectively. A bespoke program was written in C] for

a PC, with an accompanying Graphical User Interface (GUI). This program has the

ability to configure the aforementioned counter modes via the TCP/IP Protocol. This

application also creates files to log all the information received from the FPGA board.

Additionally, the application controls the actuators of the mechanical rig through the

pre-configured serial port.

3.5.3 The National Physical Laboratory low-scatter neutron metrology

facility

It is located at the National Physical Laboratory in Teddington, London, UK. The

room is 23 m long, 17 m wide and 18 m high. Walls are shielded by approximately 1 m of

concrete [199]. The measurements in this research were carried out on a ground-elevated

mobile platform, known as the pit-circle, roughly 6 m high. This particular platform

can be accessed via a low-density, mobile, walkway.

3.5.4 Radiation sources

A 252Cf source with an emission rate of 8.727×106 neutrons/second (± 0.6% at 1σ)

and an approximate activity of 76 MBq, has been used for this research. The source

anisotropy factor in the position with which the source was used, is 1.022. The source

is encapsulated in a 1 cm diameter cylinder of stainless steel. The γ source used for the

detector calibration was 137Cs, with an activity of 17 MBq.

3.5.5 Detectors stability, flux evaluations and background level

The whole experimental set up was assembled approximately 20 hours prior to the

start of the experimental measurements. Detectors, mixed field analyzer, electronics, em-

bedded hardware and control software were turned on and their functioning monitored

and verified. The stability of the detectors, with and without neutron and γ irradiation,

was also demonstrated both in the laboratory at Lancaster University and at the Na-

tional Physical Laboratory. Within 48 hours, during the preliminary tests carried out

at Lancaster University, the counting rate of the detectors were observed to be constant

over elapsed time. The baseline level of neutron and γ-ray background at the low scatter

facility was measured, as well as the background level induced by the 252Cf source in

the room. Albeit being a low-scatter facility, a low-level of background is present due

to the interaction of the radiation with air, room walls, laboratory and experimental

components. This background was subtracted from the readings of the detectors when

performing the data analysis. Finally, the mixed radiation flux from the collimator (Φ0,

see eq. 3.3) was evaluated carefully for each individual detector. This value has been 10

times higher than the value of the background induced by the californium source and

measured by the detectors when placed in the position hidden by the collimator (see, for

instance, Fig 3.1b and 3.2a), confirming experimentally the validity of the simulations
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and collimator function.

3.5.6 MCNP6 simulation

The final design of the collimator is the result of a detailed MCNP6 simulation study

that has been performed in order to optimise the system geometry, materials and system

characteristics. The collimator is a cylinder of 10-cm diameter and 30-cm length. It has

a 1-cm diameter pinhole which allows the passage of the mixed field radiation produced

by the aforementioned radiation source. Three layers of lead (respectively of 3 cm, 1

cm and 2 cm) and two layers of high-density polyethylene (12 cm thickness each) shield

the detectors from the radiation emitted by the source. The experiment carried out has

been modelled as accurately as possible with MCNP6 simulations. Six steel thicknesses

(from 5 mm to 30 mm) of a pipeline have been reproduced in this way. Neutrons and

γ rays for scattered events from the pipeline wall have been tallied simulating the EJ-

301 detectors and its liquid scintillant. The collimator and 252Cf source have also been

modelled in the experiment-simulation. The steel (0.3% carbon component), concrete

(Hanford type, dry) and polyethylene model details are listed in the Radiation Portal

Monitor Project, Compendium of Material Composition Data for Radiation Transport

Modelling [200].
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Chapter 4

Fast Neutron Activation Analysis:

simulations and measurements at

IPN Orsay

The objective of the work presented in this chapter is to demonstrate the utility and

the potential of combining fast neutron activation analysis with fast neutron tomography.

This work presents a Monte Carlo simulation study based on the experiments carried out

at the ALTO facility [201, 202] of the Institute of Nuclear Physics d’Orsay (IPN Orsay

- Paris, France). In addition, preliminary experimental evidence of such measurements

is also presented, pending a complete data analysis, currently in progress.

4.1 Introduction

Most neutron-induced reactions are followed by the emission of secondary particles, in

particular γ rays, protons and electrons. These reactions therefore have the consequence

of activating some materials, namely, the nucleus becomes radioactive. In the vast

majority of cases there is some γ-ray emission, which can be immediate (prompt γ rays)

or with long half-life (delayed γ rays).

The spectroscopic analysis of neutron-induced γ rays is the subject of the work pre-

sented in this chapter. In particular, γ rays produced by the inelastic scattering of

neutrons on metals are studied. This type of analysis is called, within the scientific liter-

ature, neutron activation analysis (NAA) and involves different types of neutron-induced

reactions. The most common type of NAA is that with thermal neutrons (TNAA). For

instance, when a sample is irradiated with a thermal neutron beam and viewed by a high

resolution γ spectrometer, it would be possible a qualitative and quantitative analysis

of the neutron-capturing elements present in the sample. The most common example is

hydrogen, which captures a neutron to become deuterium, which in turn emits a 2.223

MeV γ ray. The research presented here, however, deals with fast neutron activation

analysis (FNAA), i.e. the analysis of γ rays generated by the interaction of fast neutrons

with the sample under examination. The capture cross section, for fast neutrons, is very

96
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low, and they interact mainly by means of elastic or inelastic scattering. This produces

high energy γ rays due to the excitation of the nuclei in the irradiated material.

In the literature a considerable number of works about neutron activation analysis

[203], can be found, in particular related to nuclear physics [204–206], archaeometry [207],

chemistry [208–210], neurology [211], geophysics [212] and numerous other fields. As

previously stated, most of the works deal with thermal neutrons, however, fast neutron

activation analysis, sometimes called neutron stimulated γ emission, plays an important

role, as well. Furthermore, the latter has been also investigated, in an attractive study, in

order to verify the feasibility of FNAA to perform neutron stimulated emission computed

tomography [213].

Two factors have developed enormously over the past 20 years, allowing NAA to

evolve. The first is the increasing availability of neutron generators, even portable,

although they are still quite expensive. They allow research that previously were only

allowed in some laboratories, making FNAA an interesting research field, with possible

numerous applications. The second factor is the development of large, high-resolution

γ-ray detectors, that have made possible more precise measurements.

Broadly speaking, the principles of FNAA are the same of TNAA, with the difference

that instead of detecting the γ rays produced by neutron capture, the detection of γ

rays signatures produced by nuclear excitation induced by neutrons in certain isotopes,

is exploited.

FNAA allows quantitative measurements when analysing the intensity of the sig-

natures detected. For instance, in [214], FNAA has been applied for the detection of

explosives and narcotics. Their structure, mainly composed by carbon, nitrogen and

oxygen (C-N-O), produces peaks of fixed energy, with different C/O, N/O and C/N

ratios. Inelastic carbon scattering, for example 12C(n,n’)C, releases a signature at 4438

keV, while oxygen 16O(n,n’)16O has a transition at 6128 keV and one more intense γ ray

at 7115 keV, whilst nitrogen, 14N(n,n’)14N at 5104 keV. To excite nuclear levels of this

energy, neutrons of greater energy than the energy transition level are needed. Within

the cited research, 14 MeV neutrons, produced by a portable neutron generator that

exploits the DT reaction, are used.

Many metals, have slightly lower energy nuclear levels [215, 216] than CNO-based

molecules, of the order of a few hundred of keV and up to 1-1.5 MeV. For these, neutrons

of 14 MeV are not always necessary and neutrons of lower energy, of the order of 2-2.5

MeV, as demonstrated in this research work, may be sufficient.

In the research presented here, a neutron beam of about 2 MeV is directed towards

samples of different metals. Relatively high-energy γ rays are produced by the interaction

of the beam with the metals and are detected by germanium spectrometers located above

the samples and out of the beam direction path. A plastic scintillation detector, based

on 8×8 photomultipliers measures the intensity of the beam after its interaction with the

metals. These samples are continuously translated and rotated and, for each position,

it is possible to measure the beam attenuation and determine the energy of the γ rays

generated. The novelty of this research lies in the fact of combining FNT with FNAA,
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in order to obtain qualitative and quantitative information on the samples investigated.

The fact that metals emit γ rays of fixed energy in response to neutron exposure, allows

material identification, and to identify the spatial distribution of isotopes, within the

material. Spatial information is given by the FNT, while the identification of the isotope

itself would be provided by the FNAA. Another innovation lies in the fact of applying

an image reconstruction technique to the FNAA with the aim of reconstructing the

spatial distribution of a certain element within the material. In particular, in this study,

an iron-56 block and a copper-63 cylinder are exploited as case studies to prove the

concept of the paired FNT-FNAA. This work shall be understood as proof of concept

and aims to highlight the potential of the technique. It should also be stressed that such

research study does not pretend to be a rigorous, detailed-quantitative work, but rather

a qualitative work, which aims to present the potential of an imaging technique still in

the process of being matter of research.

4.2 The IPN ALTO facility

ALTO stands for “Linear Accelerator and Tandem at Orsay”. The facility (figure

4.1) is powered by two accelerators: a 15 MV Tandem and a 50 MeV linear accelerator

(e-Linac), both dedicated to the production of radioactive beams. The main lines of

research concern astrophysics and basic nuclear physics.

Figure 4.1: A schematic image of the ALTO facility of the Institute of Nuclear Physics
d’Orsay. Image from [202].

The Tandem is a an electrostatic based accelerator. Ions are produced negative

charged with an ion source, and subsequently pre-accelerated and injected into a low-

energy acceleration tube and directed towards the positive high voltage terminal. Here,

the ions pass through an electron stripper made of a carbon foil and loose the electrons

and therefore their negative charge, acquiring a positive one. Thus, they are accelerated

again through an high energy accelerator tube. The ALTO Tandem can supply beams

of 75 different isotopes, from hydrogen (proton beams) to gold (Au). These beams are
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usually represented by 20% of light ions, such as protons and helium, and 60% of heavy

ions, from lithium to iodine and the remaining 20% of CnHm ion clusters.

The LINAC, (LINear ACcelerator, figure 4.2) accelerates charged particles or ions

to high energies, by injecting them into a linear beam line made of a series of oscillating

electric potentials. The ALTO e-Linac (e stand for electrons) beam line is focused by

2 dipole magnets and 6 quadrupoles. The beam, composed by electrons, is directed

towards a target located in a bunker. Such a target consists of 150 uranium carbide

(238UCx) discs of 14 mm in diameter and 1 mm in thickness. Using a 50 MeV electron

beam with a current intensity of 10 µA, approximately 1011 fissions/s are generated.

The facility can send radioactive beams up to 5 different experimental areas. The fission

fragments emitted by the interaction of the beam are ionized and transported onto a

system that contains a mass separator. Rare beams as well as neutron beams of different

energies can thus be produced and exploited.

Figure 4.2: A picture of the Linac at IPN Orsay. On the left: final part of the beam
line. On the right: main part, with two quadrupoles that can be spotted on the top.

4.3 Experimental set up

The measurements were carried out irradiating several metallic objects with a neu-

tron beam of energy circa 2 MeV, produced by the Linac with the reaction

p+7 Li→ n+7 Be

bombarding with protons a lithium target. The neutron beam produced has been prop-

erly collimated with a 15 cm thick paraffin cylinder, with an internal pinhole of 1 cm

diameter, in order to produce a cone beam with a relatively small divergence. The paraf-

fin collimator was placed at the end of the beam line. The neutrons generated, after

interacting with the objects under investigation, hit a plastic scintillator consisting of

8×8 photomultipliers.

Two High-Purity Germanium (HPGe) detectors were placed above the neutron beam

path, and above the scanning plane (see schematics in figure 4.3). These spectrometers

must detect only the high energy γ rays produced by the samples, due to the inelastic

scattering reaction of fast neutrons with the metals. Due to this purpose, the germa-

nium spectrometers are further shielded from the beam and from possible interactions
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with scattered neutrons as well as from γ rays induced by secondary reactions, in the

laboratory room. Furthermore, the shielding is needed both to avoid radiation damage

of the detectors, as HPGe are easily damaged by neutrons, and to reduce the background

level due to unwanted γ rays. Lead was the material chosen for the shielding, which is

both an excellent material for stopping γ rays and a good neutron reflector.

Figure 4.3: Schematics, not in scale, of the experimental setup (side view).

The source-to-object distance, i.e. from the source to the centre of rotation plane,

was approximately 30.5 cm while the source-to-detector distance circa 36.5 cm. The

scans were performed by continuously translating and rotating the samples, which were

fixed onto the rotating table plane. This turntable was connected to the data acquisition

system (DAQ), as well as the detectors, in such a way as to be able to trace the position

of the rotating table as well as the number of events detected for a given sample position.

The plastic scintillators were calibrated prior to the experiment, with a weak, small-

dose of californium-252 whilst the germanium detectors were calibrated with different

sources, including europium-152 and cobalt-60, to have a calibration in energy up to

about 2 MeV. Scintillation detectors reveal both the γ rays present in the beam, the

background γ rays, the γ rays produced by beam interactions with irradiated materials,

and finally, most importantly, they detect fast neutrons after their interaction with the

materials. The signals, generated by γ rays and fast neutrons, are recorded and processed

offline, by means of pulse shape discrimination (PSD) algorithms.

Several objects were examined in 4 different experiments: in the first two experi-

ments, objects of known metals such as a block of iron measuring 3×5×13 cm and a

brass cylinder of 5 cm diameter were irradiated. This experimental set up is shown in

figure 4.4. In the second measure the complexity was increased, adding other metals.

Experiments 1 and 2 ran for three hours each. In the third and fourth experiments,

objects of unknown composition and shape were placed in two different black boxes and
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hermetically sealed. These measurements lasted 12 hours each.

At the present stage of writing this thesis, the data analysis of these experiments

is still ongoing1. However, some preliminary results and some results of a Monte Carlo

simulation study are presented in the next section.

Figure 4.4: A picture of the experimental setup. The plastic scintillator is from the
University of York, whereas the HPGe is from IPN Orsay.

4.4 Simulations, preliminary studies and first experimen-

tal evidences

A Monte Carlo study was carried out with the MCNP6 simulation tool, already

addressed during this thesis. A similar measurement to that done at IPN Orsay, albeit

with several approximations and differences below described, was reproduced in MCNP6,

focusing on the behaviour of some metal isotopes under neutron irradiation. The metals

under investigation are 56Fe and 63Cu. This choice lies in the fact that 56Fe and 63Cu have

the first level of nuclear excitation respectively at 847 keV and 962 keV. Other isotopes

of these metals have energy levels either much lower, or above a certain threshold for

which the 2 MeV neutrons do not have sufficient energy to excite their nuclear levels.

This study was approached with the same principles of the study presented in chapter

1 of the results part. The present work has been an opportunity to test the image

reconstruction code developed and described in the aforementioned chapter, applied

to a different framework. It has to be emphasized that this study was conducted not

1The data analysis is being carried out by other researchers of the University of York and IPN Orsay,
whilst the Monte Carlo simulations were carried out at Lancaster University, by the author of this thesis.
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with the aim of modelling the experiment carried out at the ALTO facility in detail,

but with the aim of investigating and studying its foundations and implications, with

the possibility of extending it to new lines of research. For this reason, instead of

using a quasi -monochromatic 2 MeV neutron source as it was used in the experiment, a

californium-252 source was modelled in the simulation. Californium-252 has an average

neutron energy of about 2 MeV and moreover it produces γ rays, as already discussed in

the previous chapters. This fact opens up the possibility of testing 3 different imaging

modalities: two modalities, fast-neutron and γ-ray tomography obtained with the plastic

scintillator, give spatial information of the objects under examination; while the third

modality, obtained from germanium spectrometers by selecting only fixed γ-ray energy

lines, gives information about the materials.

Figure 4.5: Illustration of the foundations for the three-modality tomography and
schematics used within the MCNP6 simulations. On the bottom left, a 3D view of
the MCNP6 simulation is shown, while on the bottom right a section (view from the top
of the samples analysed can be visualised.

The simulation was then setup with the same schemes as the simulations presented in

chapter 1. The difference lies in the source-to-object and source-to-detector distance for

which those used in the experiment were reproduced. In addition, a plastic scintillator

was also modelled as well as a germanium detector, shielded with lead, and placed above

the beam line and the scanning plane. Finally, a cone beam was produced using as a

collimator layers of high density polyethylene and lead, in order to properly collimate

both neutrons and γ rays.

The beam has been directed towards the objects: a block of 56Fe of dimension

10×4×2.5 cm and a cylinder of 63Cu of diameter 5 cm and 7 cm of height. These

have been scanned in 3660 projections2: 61 translations × 60 rotations (6◦ step over

360◦ ). Every sample position corresponds to a projection and to a different simulation.

23660 projections correspond to 3660 different sample position and therefore simulations, for a total
running time of approximately 10 days
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100 million neutrons were generated per simulation.

Each simulation scored three different features: the total neutron fluence at the plas-

tic scintillator, the total γ ray fluency at the plastic scintillator and γ ray spectrum

measured with the germanium detector. The physics of the detectors was not modelled,

therefore all the neutrons and γ rays passing through the detector were scored, consid-

ering thus an efficiency of 100%. This approximation was mainly due to time reasons:

a computer simulation considering all variables and parameters would have required an

amount of resources not available at the stage when the simulations were carried out.

However, it has to be highlighted that the purpose of these simulations is to give an idea

purely qualitative, without pretending (yet) to have accurate, quantitative results.

Making use of the projection data and the simulation results, the neutron tomograph

was generated, in order to analyse the spatial information of the objects being studied.

Subsequently, with the γ data spectra (one spectrum per projection were created by the

simulation), the γ counts of the 847 keV peak (56Fe), ware selected per projection and

the γ image was thus generated. This process was repeated selecting the 962 keV peak

of 63Cu.

The algebraic reconstruction algorithm used was SIRT, reported in the appendix,

since the number of projections was relatively small (see chapter 1 for a detailed ex-

planation). A different approach, such as the filtered back projection (FBP), could be

used for the analysis of the experimental data, as the experiment was conducted with

a continuous and repeated scan, which allows for a very large number of projections.

However, the FBP can only be applied to resolve the spatial information given by neu-

tron tomography, but not that given by the germanium spectrometer. This is purely due

to mathematical and geometry reasons. SIRT, on the other hand, is an algorithm that

can be easily adapted also to reconstruct the image that would be obtained using the

information of the germanium spectra, as it was done for the analysis of the simulation

results, presented here.

Figure 4.6 shows the neutron tomography results, the γ-ray tomography and the

combined fast-neutron γ-ray CT. It has to be highlighted that the γ rays exploited to

obtain such imaging are those produced by the 252Cf source, and not those induced by

fast neutrons.

The results are quite similar to each other, with a slight prevalence of contrast in the

γ ray tomography, mainly due to the relatively high-atomic number of iron and copper,

that, instead, attenuate fast neutrons much less producing therefore less image contrast.

As already stated, the neutron and γ tomography in this study aim to give a merely

qualitative information of the material structure and its spatial distribution.

Particularly important and interesting are the results presented in Figure 4.7. These

concern the image generated by the selection of fixed energy peaks in the germanium

detector spectra. In particular, the peak of the first nuclear level of iron-56, at 847 keV,

and the first level of copper-63, at 962 keV, were selected. The data were processed

using the SIRT image reconstruction code.

Regarding 56Fe, its presence can be clearly identified within the image. The presence
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Figure 4.6: On top: Monte Carlo simulations of: fast-neutron, γ ray and combined
fast-neutron/γ-ray tomography of the iron block and copper cylinder. The colour scale
used aims to highlight differences in contrast. On bottom: same picture plotted with
the conventionally used grey-level colour scale.

Figure 4.7: a) on the left: Monte Carlo simulations γ imaging of the iron block (top) and
the same image superimposed to the neutron tomograph (bottom), obtained increasing
the threshold level of the iron peak intensity. b) on the right: Monte Carlo simulations γ
imaging of the copper cylinder (top) and the same imaging superimposed to the neutron
tomograph (bottom), obtained increasing the threshold level of the copper peak intensity.

of noise and artefacts can also be noticed. This is mainly due to the reconstruction

code, which has still room for improvement. By raising the threshold level of the iron
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peak intensity, the image on the bottom is obtained, superimposing the γ image with

the fast-neutron tomograph. In this case, by raising the threshold, the noise disappears

and only the iron remains. Copper is not present for the fact that only the 847 keV γ

rays, emitted only by iron and not by copper, have been selected.

Concerning copper, by selecting only its 962 keV γ rays, the cylindrical shape of the

sample cylinder is clearly denoted. Artefacts and noise are still present, as it occurred

with iron; whilst in the bottom image (figure 4.7b), carried out by raising the peak

intensity threshold and superimposing it with the neutron tomograph, the cylindrical

shape of 63Cu is best seen. A fundamental aspect emerges from the data analysis on the

copper sample: the centre of the cylinder appears as if it were empty. This fact is very

interesting because it does not occur with the iron sample. The most rational reason is

the fact that the copper sample, unlike the iron one, is much thicker, in fact it has a

diameter of 5 cm, and the fast neutrons used, of average energy 2 MeV, have just enough

energy to excite only the external regions of the cylinder. After their interaction, they

lose energy which will no longer be such as to excite even the internal structure. For

cases like this, higher energy neutrons, such as 14 MeV produced by neutron generators,

are recommended.

Although the experimental data are not yet fully available for the analysis, some

preliminary experimental evidence of clear detection of the 847 keV peak of 56Fe, emerged

during the experiment itself. Some γ spectra were obtained from germanium detectors.

In particular, the iron block was placed in a fixed position for which it was directly

irradiated by the beam. The peak of the excitation level was clearly observed, as shown

in figure 4.8. Oppositely, when the sample was out of the neutron beam, due to the scan

translation movement, and therefore not being irradiated, this peak was not present,

clearly indicating that it was generated by the sample solo irradiation. This is indeed an

experimental indication of fundamental importance, pending the results of the complete

data analysis, which is currently ongoing.

Figure 4.8: Germanium detector spectrum obtained irradiating an iron block. The peak
at 847 keV of 56Fe most probable nuclear transition is clearly visible. Iron is composed
by 91.75% of 56Fe and the rest is 5.85% 54Fe and 2.12% 57Fe.
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4.5 Conclusion

Currently, the data analysis of the measurements described in this work is ongoing.

Preliminary results and first experimental evidences seem to be promising. The work

presented in this chapter, whilst still being at its embryonic stage, is intended to show

the potential of an innovative experimental technique that combines the advantages

conferred by fast neutron tomography and neutron activation analysis, with the option

to also combine a third technique, γ-ray tomography.

The experiments were conducted at the ALTO facility of the Institute of Nuclear

Physics of Orsay, using the neutron beam produced by the interaction of a proton beam

in a lithium target. The energy of neutrons produced was about 2 MeV, sufficient to

excite the first nuclear transition levels of some metals, as shown in the previous section.

Looking ahead it would also be interesting to explore this technique using neutrons of

higher energies, as well. For instance, neutrons of 14 MeV, which would allow to have

a much greater penetrating power. In fact, as shown by the analysis of the copper

cylinder, for thick samples, relatively low energy neutrons are just enough to excite the

outer layers of the sample. A use of 14 MeV neutrons, is more likely to induce a higher γ

ray yield. Furthermore, a greater range of elements of the periodic table can be analysed,

for example samples of geological and biological materials, mainly composed by elements

such like carbon, nitrogen, oxygen silicon, phosphor and sulphur.

Comparing the technique presented here, with an analogy to the medical field, this

would be comparable to combined Positron Emission Tomography and Computed Axial

Tomography (PET-CT): the CT provides spatial information of a body/object section

scanned, while the PET gives the spatial distribution of a certain material inside the

body/object itself. Similarly, in this work, fast neutron tomography provides the in-

ternal structure information of the metals analyzed, whilst the γ emission stimulated

by neutrons themselves, allows to identify certain isotopes thanks to their particular

signatures emitted.

The technique presented has many potential applications. Several scenarios would

open up, for instance, from the identification of particular metal isotopes within materi-

als, Above all, the analysis of bulk materials and quality control of different minerals as

well as the determination of their ore composition, would be one of the main applications.



Chapter 5

Conclusions

5.1 Discussion

The technological and scientific progress of recent years led to the development of

3D imaging methods, the increasing use of a wider variety of neutron energies and

real-time analysis. Furthermore, with the advent of portable neutron sources, neutron

imaging is being used increasingly independent of dedicated neutron facilities where,

until recently, its use has relied upon. This has made it possible to apply neutron

imaging in areas for which it was not previously possible [217], such as the search of

drugs and explosives concealed in luggage and cargo containers, as well as weapons and

special nuclear materials. The outcomes of these applications depend on the neutron

source properties and on the detection system. It is the demand of new research in these

areas that has led to the development of digital, real-time imaging and new modern

image processing tools.

Within this framework, the research presented in this thesis has addressed several

topics of fundamental importance today, with the aim to contribute at the current state

of the art of fast-neutron/γ-ray-based inspection technologies.

The Monte Carlo simulation study presented in the results, chapter 1, has shown the

potential of fast-neutron/γ-ray combination applied for the identification of concealed

actinide-based compounds. Current radiography systems have important limitations

in identifying special nuclear materials, especially when small quantities of these are

concealed or placed inside dense objects [218]. SNM are usually detected by radiation

portal monitors that detect γ radiation passively, or by X-ray scans generated irradiating

objects with γ sources such as 60Co, 137Cs or a linear accelerator. The probability of

SNM identification decreases as the size of the threat object becomes smaller, therefore

it is relatively difficult for current radiography systems to detect a small piece of SNM.

Better results are obtained by performing different scans of the same object with γ rays

of different energies, such as 6 and 9 MeV [219]. Dual-energy, monoenergetic, gamma

radiography allows different opacity levels to be correlated and to best distinguish high

Z materials from each other [220]. Some detection systems use fast neutron detectors

for the identification of SNM. In fact, special nuclear materials and/or actinide-based

substances, may emit neutrons, due to induced fission when they are inspected actively

107
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with an external neutron source, or naturally, due to the spontaneous fission of pluto-

nium or uranium-238 in related compounds. However, neutrons can also be shielded,

or moderated, using materials rich in hydrogen content, that consequently would mask

the presence of SNM [221]. Neutron-based, non-intrusive inspection approaches [97] in-

clude fast neutron activation analysis (FNAA) and pulsed fast neutron analysis (PFNA),

which use fast neutrons as a probing radiation with the subsequent detection of γ rays

produced by neutron inelastic scatter; associated particle imaging (API) [29, 147], that

usually exploits 14 MeV neutron to actively investigate samples; and thermal neutron

analysis (TNA), which is based on the detection of neutron-capture γ rays. Neutron

scatter cameras [222–224] and the use of coded aperture imaging methods are also an

innovative neutron imaging techniques, which often allow the deployment of relatively

portable imaging systems [225] . All these methods are used to track down SNM and/or

illicit materials such as drugs and explosives by detecting particular γ-ray fingerprints or

neutron spectra. Only a few researches report the use of these methods in combination

to other different imaging techniques, as well as only a few report the use of fast neutron

tomography or radiography, or the combinations of fast-neutrons and γ rays, for the

identification of SNM [107,226–228].

The study presented in the first results chapter of this thesis is focused on the iden-

tification of actinide-containing materials in shielded arrangements, with a single source

of γ rays and fast neutrons (americium-beryllium), under the hypothesis that radiation

quanta are detected by a scintillation array connected to a digital real-time pulse shape

discrimination system (mixed field analyser). This study has demonstrated the possi-

bility to distinguish SNM such as plutonium and uranium compounds from materials

used for their shielding (lead and polyethylene), and, albeit in qualitative terms, with

a spatial resolution of a few millimetres. Combined n-γ tomography has been able to

identify 2.5 cm diameter tablets of plutonium metal and plutonium oxide, shielded with

an arrangement of several centimetres of high-density polyethylene (HDPE) and lead.

The discrimination of both actinides, Pb and HDPE was not possible prior to this re-

search, for example by using fast neutron tomography or γ rays in isolation. Similar

outcomes were obtained simulating 3 cm tablets of highly enriched uranium (HEU),

uranium carbide and uranium trioxide, concealed in a lead box of 7 cm. In this scenario,

combined neutron-γ tomography aids the identification of HEU and UC2 whilst U3O8

appears to be best distinguishable using γ ray tomography alone. In this research, a

parallel study concerning the development of an image reconstruction algorithm was also

conducted, based on the well-known ART, suitable for the simulated tomography sys-

tem. This study turned out to be also useful for the experimental measurements carried

out subsequently in this work.

Most non-intrusive inspections are also suitable for the identification of explosives

and illicit materials. These inspections play a key and crucial role particularly at airports

and borders. In this case, X-ray scanning is often the only technique used, however, neu-

tron based inspections are being studied and deployed [8]. In this regard, the research

presented in the second chapter of the results part, sought to understand, via Monte
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Carlo simulations, how combined fast-neutron and γ-ray imaging responds when inter-

rogating samples containing a lithium polymer, some explosives, and some low density

substances. Experimentally, the fast-neutron, γ-ray, and combined n-γ radiography of

a lithium ion battery were compared to that obtained by X-rays performed using the

same scan machine used in many UK airports.

The technological advancements of X-ray computed tomography made possible to

investigate the internal structure of batteries and their performance in great detail

[229–231]. In recent years, the use of neutron imaging for battery applications has also

increased, particularly for the investigation of lithium polymer-related batteries. The

reason for this growing interest is the presence of lithium-6, an isotope well-known for

its high neutron capture cross section. The potential of neutron imaging for lithium cell

scans is presented in [232–234], whilst [235] and [236] have shown the use of X-rays and

neutron CT as complementary techniques. In [116], instead, an interesting 4D imaging

study of neutron and X-ray tomography was presented recently, in which the mechani-

cal degradation processes and the lithium diffusion is shown in its temporal evolution,

and demonstrates the potential of combination of X-rays and (thermal) neutrons as a

complementary source of information. These studies used neutron spallation sources, or

research reactors, as well as different detection systems for X-rays and thermal neutrons.

To the author’s knowledge, fast neutrons have not been used to investigate lithium

ion batteries prior to this research, although neutron imaging is a valid method to image

materials with a high content of hydrogen, carbon, nitrogen, oxygen, and lithium; as

shown in [153]. The experimental research presented in chapter 2 has explored the use of

fast neutrons and γ rays, produced by the 75 MBq californium-252 source at Lancaster

University and detected by a digital, real-time pulse shape discrimination system (as

per the hypothesis of the previous simulation studies), to investigate the battery of a

commercial laptop. The study demonstrated the potential of fast neutron tomography

to highlight the cells of the lithium battery, in contrast to that obtained by using γ

rays in isolation, that did not provide a great deal of information about the cells. Both

fast-neutron and combined n-γ tomography, furthermore, were compared to an X-ray

CT performed at the Henry Moseley Manchester facility in Manchester, using a CT

Rapiscan machine used for the security checks in airports. The Monte Carlo simulations

that integrated this study wanted to show the potential use of fast neutron imaging

for the depiction of a common lithium polymer against some hazardous materials with

similar density, in contrast to what happens using only γ imaging, which does not allow

discrimination. With fast neutron tomography in isolation, a lithium polymer was clearly

discernible from explosive such as NC, TNT and RDX, as well as from acetone, water

peroxide and water. These materials can be inspected with fast neutrons thanks to the

differences in energy loss following elastic scattering. Explosives have molecules of C,

N, O, while in different ratios, polymers have C, H, O, to which lithium is added. This

produces a greater neutron energy loss for lithium polymers which will cause a greater

number of neutrons to drop below the detection threshold, giving a result similar to that

obtained with the absorption of thermal neutrons. Liquid scintillators, whose detection
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threshold is about 0.5 MeV [237], are then particularly suitable as detection system for

fast neutron tomography. After a few scatters with these sample, neutrons fall below

the detection threshold, therefore not being revealed, and this makes lithium polymers

look as if they were ”opaque” materials to neutrons, when they are imaged.

Another alternative and innovative non-intrusive imaging technique is backscatter

imaging, as described in chapter 3. Several studies describe the use of X-ray backscatter

[173] imaging in different fields, for example to reveal dense materials, such as SNM

[172, 238], or in the oil & gas sector [179] and in the aerospace [174, 175]. Neutron

backscatter is also used, in particular for geological and geophysical studies, such as

the study of the water content on some types of rocks, porosity assessments of rocks

and their fraction in hydrogen [177, 178, 239]. In addition, it has been used to inspect

pipelines to measure the presence and/or the level of liquids and to seek for defects.

Furthermore, fast-neutron, elastic scatter, using a DT neutron generator, was applied

using associated particle imaging techniques to obtain material-specific information of

HDPE, steel, tungsten, lead and depleted uranium [240].

In light of this scientific literature, combined gamma and neutron backscatter has

been explored, according to the same experimental principles described in previous re-

search, once again with the use of a single source (californium-252) and a detection

system connected to the real time pulse shape discrimination system. Slabs of a single

material (steel) of different thicknesses have been investigated. It has been shown that

the backscattered flux varies according to the thickness of the steel, and this produces

a measurable effect, both with γ rays and fast neutrons, for thicknesses ranging from 5

mm to 25 mm. This result is important because, if applied to non-intrusive oil and gas

pipeline measurements, it may allow measure different grades of corrosion and defects

to be discerned, since both corrosion and defects cause variations in the thickness of the

steel.

Pipelines are often covered with insulating layers, such as polyethylene and concrete.

Whilst in the case of bare steel, neutrons and γ rays provide similar results, and thus

not necessarily requiring their combination, interesting results have been obtained in

this work by measuring the flux backscattered by the same steel thicknesses, with 1

cm of high density polyethylene and 1 cm of concrete above them. In this case, the

combination of γ rays and neutrons is often fundamental, for example, if a 5 mm pit

difference in a pipeline with a wall thickness of 25 mm, insulated with concrete, needs

to be assessed.

By means of the use of digital real-time pulse shape discrimination systems, this

research also wanted to provide an alternative and complementary method to other in-

spection techniques. In particular, ultrasound technology, which is widely used thanks

to its speed and precision, is performed inserting inspection systems inside the pipeline;

however, this requires a medium as the ultrasound scan has does not have a great pene-

trating power (limited to a few cm), thus not being able to identify possible irregularities

in the external pipeline region and in the insulating layer. The technique presented in

this thesis, whilst relatively slow to reveal differences in thickness (from a few seconds
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up to a couple of minutes), it is compatible with inspection of the material from the

outside, without reliance on there being a medium present. This technique may also

be applied in fields where non-intrusive assessments in order to verify the integrity of

relatively large structures are required.

Finally, the last research presented in this thesis integrates the experimental methods

discussed above, with a third technique, namely the fast neutron activation analysis.

FNAA is widely addressed in the scientific literature [203–205] and it is applied for

different purposes [206,208,212,214]. However, these studies only allow to recognize the

presence of a given element or isotope, not letting its spatial distribution being analysed.

This weakness was overcome with the research described in chapter 4, by combining

fast neutron tomography and high precision spectroscopy of γ rays generated by fast

neutron irradiation. The research is based on Monte Carlo simulations and has shown

the potential to identify metal isotopes, such as iron-56 and cooper-63, by selecting fixed,

high energy γ rays produced by activating the samples with fast neutrons of relatively

low energy (2 MeV). The data analysis of the experiments carried out at IPN Orsay, can

provide experimental evidence of the hypothesis explored in such research .

5.2 Recommendations for future study

The research presented this thesis aims to be a starting point to provide new ideas

for future research.

As future research, it would be interesting to reproduce the tomography system as

well as the same shielded actinides arrangements described in the Monte Carlo study

presented in chapter 1 of the results section. During the course of the PhD this turned

out to be challenging, due to restricted access to special nuclear materials samples and

the potential time needed to the authorization to proceed for their use, travel to achieve

access overseas etc.

Another potential future research avenue can be appreciated from consideration of the

experimental measurements of chapter 2. In this regard, it would be interesting to verify

the results obtained from the simulations, experimentally, investigating the differences

between conventional explosives and lithium polymer. In this case, explosive simulants

could be used if required due to access restrictions, arguably more easily than for SNMs.

In addition, to replace the laptop battery with the same explosive stimulants, repeating

both the fast neutron radiography and the X-ray radiography, would be explored, in order

to compare the results with those presented here. Finally, related to this, a destructive

test of the battery could provide more information about its internal structure.

As far as the detector topic is concerned, the experimental measurements too date in

this specific research study have always been carried out with liquid scintillators EJ-301,

which provide excellent pulse shape discrimination (PSD), usually slightly better than

EJ-309. Furthermore, their size, being smaller than EJ-309 detectors available for use in

this study, provides better spatial resolution, when imaging as part of a scintillator array.

However, the EJ-301 scintillant has a low flashpoint, making them problematic to be used

in certain environments, difficult to transport etc. A valid alternative could be provided
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by stilbene crystals. These, although more expensive than the EJ-301, are excellent

scintillators, usually even smaller than EJ-301s (due to limitations on their growth) and

provide similar or better performance in terms of PSD. Hence, it would be exploring

the use of these detectors in place of the EJ-301s. Still concerning detectors and pulse

shape discrimination, it would be worth exploring and implementing digital pulse shape

discrimination algorithms applied to lithium-loaded plastic or liquid scintillators, so as to

be able to also detect both fast and thermal neutrons, in addition to γ rays, making thus

possible three simultaneous detection functions, with widespread application potential,

especially in nuclear safeguards and homeland security.

Strictly related to detectors is the study of the neutron cross-talk. In the presence

of detector arrays, in which the detectors are close to each other, neutrons scattering

from the sensitive volume of a detector to one another can produce false-positive events,

in the sense that post-scattering they are no longer characteristic of the sample being

characterised. The cross-talk neutron rate that one detector induces on the others should

therefore be measured and simulated. This is particularly relevant for large volume

detectors, such as the EJ-309 devices in use at Lancaster as part of the ADRIANA

facility, whilst it was neglected in this research, since the smaller EJ-301 variants were

used; however, a correct estimation of the cross-talk may improve the spatial resolution

and materials discrimination, given that this is widely considered not to be trivial.

Finally, the experimental measurements of this thesis have been carried out using

californium-252 sources, assuming an isotropic neutron and gamma emission dependence.

This was an approximation, it being known that the californium emission in this case is

slightly anisotropic due mainly to the influence of the water bath in which it is contained.

Therefore, such anisotropies should be evaluated and corrections applied to the detected

flux, as a function of detector distance and position with respect to the source.

5.3 Final remarks

The use of neutrons for non-destructive tests goes back for more than 50 years,

when the first neutron sources were available. Since then, there has been a continuous

development and a succession of improvements and discoveries, including new techniques,

starting from the common radiography, passing through computed tomography, up to

the development of the most advanced techniques of refractometry, interferometry, and

small angle neutron scattering.

Although neutron imaging and neutron non-destructive testing techniques are un-

doubtedly a technology with several advantages, it is difficult to attract investments and

funds due to difficulties and costs necessary, for instance, to build a neutron facility from

scratch, or to buy a neutron generator, or even to have an area suitable for the measures.

To have an idea, currently, there are around 450 operational nuclear reactors worldwide,

and 72 of these can be used to perform neutron imaging, 8 are under construction, and

14 are planned. It is plausible that, due to the relative age of the reactors, the future

number of these facilities will tend to decrease instead of increase. Considering nuclear

spallation sources, definitely not a huge number worldwide, one more factor to consider
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are shutdown periods of time due to maintenance. Nowadays, all these problems are

an obstacle to the research & development and they contribute to not making neutron

imaging a competitive technology on the market. This scenario is obviously placed side

by side by the advantages of the X-ray technology, that, despite being different and

complementary, is ahead and more widespread in an industrial context.

It is therefore needed to focus on the potential strength of neutron imaging and on

the ease of allowing researchers and industrial partners to access neutron imaging facili-

ties. Furthermore, it is crucial to provide multiple image techniques in a single measure

to reduce costs, times and provide detailed and precise measurements, a fundamental

need today. In fact, techniques such as, for example in the medical field, dual ray X-ray

radiography, combined positron emission tomography - computed axial tomography, or

even the single-photon emission computed tomography together with computed axial

tomography, have been developed. Also, thanks to recent developments in the techno-

logical field and in the detection of neutrons and γ rays, are being studied experimental

methods to combine thermal neutrons and fast neutrons, which is the analogous of the

dual x-ray radiography, however with neutrons of different energy.

Within this context is based the research work presented in this thesis. The aim

was to demonstrate advantages and applications of different imaging techniques, using

neutrons in primis, and, secondly, turning into an advantage the fact that neutrons

are always followed by γ rays when produced in the sources. These γ rays are usually

considered source of noise and of background in most experiments, however, thanks to

the possibility provided by real-time pulse shape discrimination systems, developed at

Lancaster University in previous research, it was possible to exploit these γ rays, by

developing thus a simultaneous, radiographic and tomographic neutron-gamma imaging

technique.
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Appendix A

MCNP6

A.1 Californium source

SDEF PAR=D1 ERG=FPAR=D2 POS=0.0001 0.0001 0.0001

si1 L n p

sp1 1 1

ds2 S 3 4

si3

sp3 -3 1.025 2.926

si4 A 0.085 0.09 0.1 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.2 0.21 &

0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3 0.35 0.4 0.45 0.5 0.55 0.6 &

0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.0 1.05 1.1 1.15 1.2 1.25 1.3 1.35 &

1.4 1.45 1.5 1.55 1.6 1.65 1.7 1.75 1.8 1.85 1.9 1.95 2 2.05 2.1 2.15 &

2.2 2.25 2.3 2.35 2.4 2.45 2.5 2.55 2.6 2.65 2.7 2.75 2.8 2.85 2.9 2.95 &

3 3.05 3.1 3.15 3.2 3.25 3.3 3.35 3.4 3.45 3.5 3.55 3.6 3.65 3.7 3.75 &

3.8 3.85 3.9 3.95 4 4.05 4.1 4.15 4.2 4.25 4.3 4.35 4.4 4.45 4.5 4.55 &

4.6 4.65 4.7 4.75 4.8 4.85 4.9 4.95 5 5.05 5.1 5.15 5.2 5.25 5.3 5.35 &

5.4 5.45 5.5 5.55 5.6 5.65 5.7 5.75 5.8 5.85 5.9 5.95 6 6.05 6.1 6.15 &

6.2 6.25 6.3 6.35 6.4 6.45 6.5 6.55 6.6 6.65 6.7 6.75 6.8 6.85 6.9 6.95 &

7 7.05 7.1 7.15 7.2 7.25 7.3 7.35 7.4 7.45 7.5 7.55 7.6 7.65 7.7 7.75 &

7.8 7.85 7.9 7.95 8 8.05

sp4 0.0 0.000182468 0.000556455 0.000942761 0.001341689 0.001753553 0.00217867

0.002617366 0.003069975 0.003536836 0.004018297 0.004514714 0.005026448 &

0.005553871 0.006097362 0.006657308 0.007234104 0.007828155 0.008439874 &

0.009069682 0.009718011 0.010385300 0.011099912 0.009894086 0.008819253 &

0.007861184 0.007007193 0.006245974 0.005567450 0.004962637 0.004423526 &

0.003942982 0.003514640 0.003132831 0.002792500 0.002489140 0.002218735 &

0.002081267 0.001969888 0.001864470 0.001764693 0.001670256 0.001580872 &

0.001496272 0.001416199 0.001340412 0.001268680 0.001200787 0.001136527 &

0.001075706 0.001018139 0.000963654 0.000912084 0.000863274 0.000817076 &

0.000773350 0.000731965 0.000692794 0.000655719 0.000620628 0.000587415 &

0.000555980 0.000526227 0.000498066 0.000471412 0.000446184 0.000422307 &
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0.000399707 0.000378317 0.000358071 0.000338909 0.000320772 0.000303606 &

0.000287359 0.000271981 0.000257426 0.000243650 0.000230611 0.000218270 &

0.000206589 0.000195534 0.000185070 0.000175166 0.000165792 0.000156919 &

0.000148522 0.000140574 0.000133051 0.000125931 0.000119192 0.000112813 &

0.000106776 0.000101062 0.000095653 0.000090535 0.000085690 0.000081104 &

0.000076764 0.000072656 0.000068768 0.000065087 0.000061604 0.000058308 &

0.000055187 0.000052234 0.000049439 0.000046793 0.000044289 0.000041919 &

0.000039675 0.000037552 0.000035543 0.000033641 0.000031840 0.000030136 &

0.000028524 0.000026997 0.000025552 0.000024185 0.000022891 0.000021657 &

0.000020506 0.000019409 0.000018370 0.000017387 0.000016457 0.000015576 &

0.000014742 0.000013954 0.000013207 0.000012500 0.000011831 0.000011198 &

0.000010599 0.000010032 0.000009495 0.000008987 0.000008506 0.000008050 &

0.000007620 0.000007212 0.000006826 0.000006461 0.000006115 0.000005788 &

0.000005478 0.000005185 0.000004907 0.000004645 0.000004396 0.000004161 &

0.000003938 0.000003727 0.000003528 0.000003339 0.000003161 0.000002991 &

0.000002831 0.000002680 0.000002536 0.000002401 0.000002272 0.000002151 &

0.000002035 0.000001927 0.000001823 0.000001726 0.000001634 0.000001546 &

0.000001463 0.000001385 0.000001311 0.000001241 0.000001174 0.000001112 &

0.000001052 0.000000996 0.000000942

A.2 Americium-Beryllium neutron-gamma source

SDEF PAR=D1 ERG=FPAR=D2 POS=0.0001 0.0001 0.0001

si1 L n p

sp1 1 1

ds2 S 3 4

si3 H 4.14E-07 0.11 0.33 0.54 0.75 0.97 1.18 1.4 1.61 1.82 2.04 &

2.25 2.47 2.68 2.9 3.11 3.32 3.54 3.75 3.97 4.18 4.39 4.61 4.82 &

5.04 5.25 5.47 5.68 5.89 6.11 6.32 6.54 6.75 6.96 7.18 7.39 7.61 &

7.82 8.03 8.25 8.46 8.68 8.89 9.11 9.32 9.53 9.75 9.96 10.18 10.39 &

10.6 10.82 11.03

sp3 D 0 0.0144 0.0334 0.0313 0.0281 0.025 0.0214 0.0198 0.0175 0.0192 &

0.0222 0.0215 0.0225 0.0228 0.0295 0.0356 0.0368 0.0346 0.0307 0.0300 &

0.0269 0.0286 0.0318 0.0307 0.0333 0.0304 0.0274 0.0233 0.0206 0.0181 &

0.0177 0.0204 0.0183 0.0163 0.0168 0.0168 0.0188 0.0184 0.0169 0.0143 &

0.0097 0.0065 0.0043 0.0037 0.0038 0.0051 0.0062 0.0055 0.0047 0.0037 &

0.0028 0.0015 0.0004

si4 A 4.34 4.390 4.440 4.490 4.54

sp4 0.000 0.125 0.750 0.125 0.000



MCNP6: example of code 117

A.3 MCNP6: example of code

Input file

C CELL CARDS

C ———————————————————— COLLIMATOR

1 5 -19.300 -1 imp:n=1 imp:p=1

2 5 -19.300 -2 imp:n=1 imp:p=1

3 10 -0.955 -3 imp:n=1 imp:p=1

4 10 -0.955 -4 imp:n=1 imp:p=1

5 5 -19.300 -5 imp:n=1 imp:p=1

6 5 -19.300 -6 imp:n=1 imp:p=1

7 4 -11.350 -7 imp:n=0 imp:p=0

10 7 -1.000 -10 imp:n=0 imp:p=0

11 7 -1.000 -11 imp:n=0 imp:p=0

C

C

C

C ———————————————————— SAMPLE

12 9 -2.550 -12 122 imp:n=1 imp:p=1

140 10 -0.955 -130 #141 #142 imp:n=1 imp:p=1

141 14 -14.000 -131 imp:n=1 imp:p=1

142 4 -11.350 -132 #141 imp:n=1 imp:p=1

C

C ———————————————————— DETECTORS

C —————————————— S4d

16 2 -0.8745 -16 imp:n=1 imp:p=1

17 3 -2.6989 16 -17 imp:n=1 imp:p=1

18 1 -0.0012 -18 imp:n=1 imp:p=1

19 3 -2.6989 18 -19 imp:n=1 imp:p=1

C —————————————— S3d

26 LIKE 16 BUT trcl=20

27 LIKE 17 BUT trcl=20

28 LIKE 18 BUT trcl=20

29 LIKE 19 BUT trcl=20

C —————————————— S2d

36 LIKE 16 BUT *trcl=30

37 LIKE 17 BUT *trcl=30

38 LIKE 18 BUT *trcl=30

39 LIKE 19 BUT *trcl=30

C —————————————— S1d

46 LIKE 16 BUT *trcl=40

47 LIKE 17 BUT *trcl=40

48 LIKE 18 BUT *trcl=40
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49 LIKE 19 BUT *trcl=40

C —————————————— S5d

56 LIKE 16 BUT *trcl=50

57 LIKE 17 BUT *trcl=50

58 LIKE 18 BUT *trcl=50

59 LIKE 19 BUT *trcl=50

C —————————————— S6d

66 LIKE 16 BUT *trcl=60

67 LIKE 17 BUT *trcl=60

68 LIKE 18 BUT *trcl=60

69 LIKE 19 BUT *trcl=60

C —————————————— S7d

76 LIKE 16 BUT *trcl=70

77 LIKE 17 BUT *trcl=70

78 LIKE 18 BUT *trcl=70

79 LIKE 19 BUT *trcl=70

C

C

C —————————————— S1p

261 LIKE 16 BUT trcl=21

271 LIKE 17 BUT trcl=21

281 LIKE 18 BUT trcl=21

291 LIKE 19 BUT trcl=21

C —————————————— S2p

361 LIKE 16 BUT *trcl=32

371 LIKE 17 BUT *trcl=32

381 LIKE 18 BUT *trcl=32

391 LIKE 19 BUT *trcl=32

C —————————————— S3p

461 LIKE 16 BUT *trcl=43

471 LIKE 17 BUT *trcl=43

481 LIKE 18 BUT *trcl=43

491 LIKE 19 BUT *trcl=43

C —————————————— S4p

561 LIKE 16 BUT *trcl=54

571 LIKE 17 BUT *trcl=54

581 LIKE 18 BUT *trcl=54

591 LIKE 19 BUT *trcl=54

C —————————————— S5p

661 LIKE 16 BUT *trcl=65

671 LIKE 17 BUT *trcl=65

681 LIKE 18 BUT *trcl=65
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691 LIKE 19 BUT *trcl=65

C —————————————— S6p

761 LIKE 16 BUT *trcl=76

771 LIKE 17 BUT *trcl=76

781 LIKE 18 BUT *trcl=76

791 LIKE 19 BUT *trcl=76

C

C

C

C

C ———————————————————— ROOM

980 1 -0.0012 -990 #2 #3 #4 #5 #6 #7 #10 #11 &

#12 #16 #17 #18 #19 &

#26 #27 #28 #29 &

#36 #37 #38 #39 &

#46 #47 #48 #49 &

#56 #57 #58 #59 &

#66 #67 #68 #69 &

#76 #77 #78 #79 &

#140 #141 #142 &

#261 #271 #281 #291 &

#361 #371 #381 #391 &

#461 #471 #481 #491 &

#561 #571 #581 #591 &

#661 #671 #681 #691 &

#761 #771 #781 #791 &

#1 imp:n=1 imp:p=1

990 6 -2.18 990 -100 imp:n=0 imp:p=0

100 0 100 imp:n=0 imp:p=0

C

C

C SURFACE CARDS

C ———————————————————— COLLIMATOR

1 RPP 0.0 3.0 -25.0 25.0 -18.15 -0.2

2 RPP 0.0 3.0 -25.0 25.0 0.2 18.2

3 RPP 3.0 27.0 -25.0 25.0 -18.15 -0.2

4 RPP 3.0 27.0 -25.0 25.0 0.2 18.2

5 RPP 27.0 30.0 -25.0 25.0 -18.15 -0.2

6 RPP 27.0 30.0 -25.0 25.0 0.2 18.2

9 RPP 0.00 30.0 10.0 25.0 -0.15 0.15

10 RPP -32.5 -2.5 -25.0 25.0 -18.15 18.15
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11 RPP -32.5 27 -25.0 25.0 -50 -20

7 RPP 27 30 -25.0 25.0 -50 -20

C

C

C

C ———————————————————— T. and SAMPLE

12 RPP 34 56 -30.5 30.5 -64 -17

122 RPP 34.5 55.5 -30 31 -63.5 -17.5

C

130 1 RPP -5.5 4.5 -4.5 5.5 -5 5

131 1 RCC -1 1 -4 0 0 8 1.25

132 1 RPP -3.5 2.5 -2.5 3.5 -4.5 4.5

C

138 1 RPP -6.5 6.5 -6.5 6.5 -5 5

C

C ———————————————————— DETECTOR

16 10 RCC 0 0 0 0 0 1.5 0.95

17 11 RCC 0 0 0 0 0 1.60 1.0

18 12 RCC 0 0 0 0 0 7.4 0.95

19 13 RCC 0 0 0 0 0 8.0 1.7

C ———————————————————— ROOM

990 RPP -180 280 -280 280 -64 220

100 RPP -200 300 -300 300 -100 240

C

C

C DATA CARDS

C ——————– materials

C

m1 7014 -0.7803 8016 -0.2099 6000 -0.0098

m2 1001 -0.077418 6000 -0.922582

m3 13027 1.000000

m4 82208 1.000000

m5 74000.21c 1.000000

m7 1001 -0.111894

8016 -0.888106

m9 8016 -0.486722

12000 -0.036182

13027 -0.132313

14000 -0.280461

20000 -0.064322

m10 1001 0.666662
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6000 0.333338

m14 8016 -0.062713 −− PuO −−
94238 -0.000469

94239 -0.876363

94240 -0.056237

94241 -0.003749

94242 -0.000469

m16 8016 -0.152037 −− U3O8−−
92234 -0.000226

92235 -0.025439

92236 -0.000117

92238 -0.822181

m17 6000 -0.091692 −− UC2−−
92234 -0.000243

92235 -0.027249

92236 -0.000125

92238 -0.880691

m30 92234 -0.009800 −−HEU −−
92235 -0.931550

92236 -0.004500

92238 -0.054150

C

C ——————– physics

C

mode n p

phys:n

phys:p

C

C

C ——————————————————— SOURCE AmBe

C

C — as per previous section

C

C

C

C ——————– coordinate transformation

C

C Sample transformation for tomography

*TR1 39 0 0 0 90 90 90 0 90 90 90 0 1

C

C Detector positions

*TR10 90.00 0 -0.75 0 -90 90 90 0 90 90 90 0 1
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*TR11 90.00 0 -0.8 0 -90 90 90 0 90 90 90 0 1

*TR12 90.00 0 0.8 0 -90 90 90 0 90 90 90 0 1

*TR13 90.00 0 0.8 0 -90 90 90 0 90 90 90 0 1

C

*TR20 0 0 0 2.23 -87.77 90.00 92.23 2.23 90.00 90.00 90.00 0.00 1

*TR30 0 0 0 4.46 -85.54 90.00 94.46 4.46 90.00 90.00 90.00 0.00 1

*TR40 0 0 0 6.68 -83.32 90.00 96.68 6.68 90.00 90.00 90.00 0.00 1

*TR50 0 0 0 -2.23 -92.23 90.00 87.77 -2.23 90.00 90.00 90.00 0.00 1

*TR60 0 0 0 -4.46 -94.46 90.00 85.54 -4.46 90.00 90.00 90.00 0.00 1

*TR70 0 0 0 -6.68 -96.68 90.00 83.32 -6.68 90.00 90.00 90.00 0.00 1

C

*TR21 3.5 0 0 5.97 -84.03 90.00 95.97 5.97 90.00 90.00 90.00 0.00 1

*TR32 3.5 0 0 3.58 -86.42 90.00 93.58 3.69 90.00 90.00 90.00 0.00 1

*TR43 3.5 0 0 1.19 -88.81 90.00 91.19 1.19 90.00 90.00 90.00 0.00 1

*TR54 3.5 0 0 -1.19 -91.19 90.00 88.81 -1.19 90.00 90.00 90.00 0.00 1

*TR65 3.5 0 0 -3.58 -93.58 90.00 86.42 -3.58 90.00 90.00 90.00 0.00 1

*TR76 3.5 0 0 -5.97 -95.97 90.00 84.03 -5.97 90.00 90.00 90.00 0.00 1

C

C ——————– Tallies

C

C neutrons

F11:n 47017.1

F21:n 37017.1

F31:n 27017.1

F41:n 17.1

F51:n 57017.1

F61:n 67017.1

F71:n 77017.1

F111:n 271017.1

F121:n 371017.1

F131:n 471017.1

F141:n 571017.1

F151:n 671017.1

F161:n 771017.1

C photons

F811:p 47017.1

F821:p 37017.1

F831:p 27017.1

F841:p 17.1

F851:p 57017.1

F861:p 67017.1

F871:p 77017.1



MCNP6: example of code 123

F911:p 271017.1

F921:p 371017.1

F931:p 471017.1

F941:p 571017.1

F951:p 671017.1

F961:p 771017.1

C neutrons

E11 1 9i 12

E21 1 9i 12

E31 1 9i 12

E41 1 9i 12

E51 1 9i 12

E61 1 9i 12

E71 1 9i 12

E111 1 9i 12

E121 1 9i 12

E131 1 9i 12

E141 1 9i 12

E151 1 9i 12

E161 1 9i 12

C photons

E811 0.1 9i 8

E821 0.1 9i 8

E831 0.1 9i 8

E841 0.1 9i 8

E851 0.1 9i 8

E861 0.1 9i 8

E871 0.1 9i 8

E911 0.1 9i 8

E921 0.1 9i 8

E931 0.1 9i 8

E941 0.1 9i 8

E951 0.1 9i 8

E961 0.1 9i 8

C ——————– print

print

C ——————– particle gun

nps 20000000
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Scanning control system

B.1 Brief description of the scanning and control system

The scanning system used in several measurements described in this thesis is com-

posed of a mobile table (turntable) that allows the movement of the sample to be analysed

and a TTL signal counter, synchronized with each other by a graphical user interface

(GUI) written in Visual C#.

The mobile table was developed during a research project prior to this [31] doctorate,

while the TTL counter is an improvement on the one used in this same [31] project. The

GUI control system was instead completely written and developed during the doctoral

research carried out at Lancaster University.

The turntable allows the phantom being investigated to be rotated and translated

both horizontally and vertically. In this way it is possible to store data in different

contrasting positions (projections), being able to provide cross sectional images of the

samples. Three stepper motors are responsible of the rotational, horizontal and vertical

Figure B.1: Picture of the Turntable.

movement. The motors are controlled by three drive circuit boards (Quasar Electronics).

124



Brief description of the scanning and control system 125

An Arduino Leonardo micro-controller is used to provide the control signals to the motor

drive boards. The Arduino has its own programming software and was chosen, prior

to this research project, thanks to its flexibility, ease of use and adequate number of

input/output pins.

The turntable provides 100 mm of horizontal translations, 110 mm of vertical trans-

lation and 360◦ of rotation. Table B.1 shows the minimum and maximum displacement

that each movement parameter can achieve and the total number of steps over the full

displacement length.

Table B.1: Displacement values for Vertical, Horizontal and Rotational movements

Vertical Horizontal Rotational

Min. displacement 0.0075mm 0.02mm 0.27◦

Max. displacement 110mm 100mm 360◦

Number of steps 14666.7 5000 1333.4

The position of the sample that has to be scanned, must be synchronised with the

image data coming from the TTL counter, therefore a control system is needed. Such

control system should meet several requirements:

• Arrange the sample in the desired position, communicating with the Arduino driv-

ing the turntable motors.

• Command the counter to start and then stop counting after a desired measurement

time has been reached.

• Receive data from the counter.

• Combine phantom position and counter readings.

• Output data ready for reconstruction.

It was chosen Visual C# as a language for the implementation of the control system.

This choice is due to its relative simplicity in building graphical interfaces and making

executable applications. Visual C# is an object oriented programming language, with

a huge amount of libraries allowing integration with external data acquisition systems,

throw protocols such as USB, Ethernet and PCI. C# is also suitable for being interfaced

with Arduino systems, via serial communication protocols.

Microsoft Visual Studio 2015 R© is the open source integrated development environ-

ment (IDE) used to develop the graphical user interface (GUI) and its control system.

Once the GUI was created and built by the software, an executable Windows application

is created. This application runs in any computer with Windows Operating System and

with no need of having installed Microsoft Visual Studio.

The code consists of about 1200 C# lines and the final executable application is

shown in figure B.6. The Graphical User Interface can be divided into two sections: the
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first part controls the motors and the second controls the counter system. Both sections

are synchronised with each other in order to achieve the requirements aforementioned.

The system communicates with and Arduino controlling the motors and with a

Teensy board controlling the counter, both via USB protocol, that is used as serial

communication protocol. The Teensy board is also programmable with the Arduino

code. As a first step for driving the turntable motors, the serial port in which the Ar-

duino is linked, has to be selected and opened (Fig. B.2). After that, it is possible to

Figure B.2: Initial settings of the GUI. Section of image B.6.

choose between two operational modes: “manual” and “computer driven”. The former

allows the sample to be set in a single, fixed desired position, while the latter is the mode

usually used to perform the entire scan, from a user-defined initial sample position to

its final.

The “manual” operational mode (Fig. B.3) can be useful to test the system, the

motors and the counter in their first configurations. Once the position is set by the user,

Figure B.3: Manual operational mode of the GUI. Section of image B.6.

this has to be sent to the Arduino. The instructions are an array of character bytes.
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The array read by the Arduino is in the form of: “ZZZZ,YYYY,θθθθ”. Z, Y and θ are

respectively the desired sample position with respect to the z-axis, the y-axis and the

rotation around the z-axis, all expressed in terms of number of motor steps.

The “computer driven” operational mode (figure B.4) allows to set the initial, the fi-

nal position and the discrete size increments for the three required phantom translations.

Moreover, the user can define the sampling time during which the counter records the

TTL signals coming from the radiation detected by the scintillators and discriminated

by the multichannel analyzer. Once the button “start” is pressed, the motors arrange

Figure B.4: Computer driven operation mode of the GUI. Section of image B.6.

the sample in the initial position, and once it is fixed, the counter begin to count for the

pre-defined sampling time. After that, the counter stops and records the sample current

position and the number of events measured. Successively the stepper motors fix the

sample in the next position, and subsequently this step, the counter starts again. This

process is repeated recursively until the final position is reached.

As soon as the scanning process is finished, a text file is generated and saved by

the application. Such file contains for each projection of the sample, the number of

neutrons and/or γ rays detected by each detector. This file will be processed by the

proper algorithm reconstruction code.

One section of the graphical user interface is dedicated to the detection and counter

system (Fig. B.5). The Arduino-Teensy board controlling the counter system is different

to the one controlling the stepper motors, therefore a different serial-USB port has to be
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selected and opened. The user can set the number of detector used during an experiment

and the type of radiation that wants to retain. The counter system can be used also

Figure B.5: Counter system section of the GUI.

independently to the turntable control system. This can be done when the “manual

mode” is selected. Once the “computer driven” mode is selected, instead, the counter is

automatically synchronized with the turntable control system; in other words, the two

Arduinos are synchronized with each others.
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B.2 Counter boards Design

The signal produced by the analyzer is 50 ns TTL (Transistor-Transistor Logic)

pulse, and once processed, is sent to an external counter system. Such a device works

with a maximum frequency of 20 MHz and was designed such that 32 Counting channels

were available. This means that it can count the neutron events up to 32 scintillators

detectors or both the neutron and γ events generated by 16 scintillators. Another im-

portant feature is that the device has been designed as a 32-bit counter, in order to

allow long-duration assessments with their possible large amounts of neutron/γ counts.

Thee counter is controlled by a Teensy 3.1/3.2 chip (figure B.7). The Teensy is smaller

than Arduino, it has more pins and is faster, and the advantage is that it supports the

Arduino language code, therefore it is easily programmable. In the same Teensy control

board, an Adafruit Multiplexer allows to connect up to 8 different 16-channel counter,

for a potential of 128 Channels. The designed configuration consists of 2×16-channel

counters (figure B.8). Each counter is made of 2×4 four-channel boards connected in

series with each other and in turn connected to a control board mounting the Teensy

board. The boards were designed with the software of PCB design Eagle.

Figure B.7: Eagle design and schematics of the Teensy control board.
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Appendix C

Codes and script

C.1 Projection matrix generator: C++ code

#include ” s tda fx . h”

#include <iomanip>

#include <i o s>

#include <ios fwd>

#include <iostream>

#include <i stream>

#include <ostream>

#include <sstream>

#include <streambuf>

#include <c s t r i n g>

#include <s t r i ng>

#include <c s t d l i b >

#include <cmath>

#include <ctime>

#include <time . h>

#include <c f l o a t >

#include <s t r i ng>

#include <algor ithm>

#include <vector>

#include < i t e r a t o r >

#include < l i m i t s >

#include <windows . h>

#include <f stream>

using namespace std ;

o f stream OUTPUT;

// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
// DEFINE PARAMETERS AND CONSTANTS

#define PI 3.14159265358979323846

//mm −− must be the cen t re o f the matrix o f the area you want to scan

#define DISTANCE SOURCE TO OBJECT 390

#define DISTANCE SOURCE TO DETECTOR 1300 //mm

132
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#define NUMBER OF DETECTORS 1

#define DETECTOR WIDTH 28.5 //mm

#define GAP BETWEEN DETECTORS 0 //mm

#define OFFSET BETWEEN DETECTORS 0 // degree ! ! !

#define MATRIX DIMENSION MM 100 //mm

#define MATRIX DIMENSION PIX 128 // square p i x e l matrix

#define THETA START 0 // degree

#define Y START −30 //mm

#define THETA INCREMENT 15 // degree

#define Y INCREMENT 5 //mm

#define MAX ROTATION 360 // degree

#define MAX TRANSLATION 100 //mm

// IF ROTATION IS COUNTERCLOCKWISE −−> CLOCK SENSE = 1

// IF ROTATION IS CLOCKWISE −−> CLOCK SENSE = 2

#define CLOCK SENSE 2

// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

// func t i on d e c l a r a t i o n s

void SetGeometry ( ) ;

void SetTomographyParameters ( ) ;

void SetDetectorGeometry ( ) ;

void SetPro jec t ionMatr ix ( ) ;

void Reset Matr ix Detector View ( ) ;

void ProjectonMatr ix OpenFi le ( int d ) ;

void P r o j e c t o n M a t r i x F i l l F i l e ( s t r i n g value ) ;

void Pro j e c tonMatr ix C lo s eF i l e ( ) ;

// v a r i a b l e s and arrays d e c l a r a t i o n s

int MatrixDimension pix ;

double Dis tance Source to Objec t , D i s tance Source to Detec to r ,

Detector Width , Gap between Detectors ,

Source Pos i t i on x , Sou r c e Pos i t i on y ;

double MatrixDimension mm , Pix dimension ,

X Matrix Centre , Y Matrix Centre , x pix , y pix ,

newY Matrix Centre , Theta Increment , Y Increment ,

Max Rotation , Max Translation ;

double M a [NUMBER OF DETECTORS] , M b [NUMBER OF DETECTORS] ,

X a [NUMBER OF DETECTORS] , X b [NUMBER OF DETECTORS] ,

Y a [NUMBER OF DETECTORS] , Y b [NUMBER OF DETECTORS] ;

double Gamma a [NUMBER OF DETECTORS] , Gamma b [NUMBER OF DETECTORS] ;

unsigned long

Detector View [NUMBER OF DETECTORS] [ MATRIX DIMENSION PIX ] [ MATRIX DIMENSION PIX ] ;
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// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ MAIN CODE

int main ( )

{
cout << ” TOMOGRAPHY RECONSTRUCTION VISUAL C++ CODE ” << endl ;

cout << ” Mauro Licata −− m. l i c a t a @ l a n c a s t e r . ac . uk ” << endl ;

cout << ” mauro . l i cata88@gmai l . com ” << endl ;

cout << endl << endl << endl ;

t ime t s = time ( 0 ) ;

SetGeometry ( ) ;

SetTomographyParameters ( ) ;

SetDetectorGeometry ( ) ;

Se tPro jec t ionMatr ix ( ) ;

t ime t e = time ( 0 ) ;

cout << ” Execution Time : ” << e − s << ” seconds ” << endl ;

return 0 ;

}

// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ FUNCTIONS DEFINITION

// s e t Geometry v a r i a b l e s and paramenters

void SetGeometry ( )

{
Sour c e Pos i t i on x = 0 ;

Sou r c e Pos i t i on y = 0 ;

D i s tance Source to Objec t = DISTANCE SOURCE TO OBJECT;

D i s tance Sourc e to Det e c to r = DISTANCE SOURCE TO DETECTOR;

Detector Width = DETECTOR WIDTH;

Gap between Detectors = GAP BETWEEN DETECTORS;

O f f s e t = OFFSET BETWEEN DETECTORS;

cout << ” Source Pos i t i on X [mm] : ” << Sour c e Pos i t i on x << endl ;

cout << ” Source Pos i t i on Y [mm] : ” << Sour c e Pos i t i on x << endl << endl ;

cout << ” Distance Source to Object [mm] : ”<<Dis tance Source to Objec t<<endl ;

cout << ” Distance Source to Detector [mm] : ”<<Dis tance Source to Detec to r<<endl ;

cout << ” Detector Width [mm] : ” << Detector Width << endl ;

cout << ” Gap between Detector s [mm] : ” << Gap between Detectors << endl ;

cout << ” O f f s e t between Detector s [ degree ] : ” << O f f s e t << endl ;

}

// s e t tomography parameters

void SetTomographyParameters ( )
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{
// de f i n e square area to be scanned and i t s matrix dimension

MatrixDimension mm = MATRIX DIMENSION MM;

MatrixDimension pix = MATRIX DIMENSION PIX;

Pix dimension = MatrixDimension mm / MatrixDimension pix ;

// I n i t i a l Matrix ( and sample ) p o s i t i o n .

//Centre o f the Matrix taken in t o account

X Matrix Centre = Di s tance Source to Objec t ;

Y Matrix Centre = Y START;

// de f i n e s t e p s f o r t r a n s l a t i o n and r o t a t i o n s −− p r o j e c t i on genera t ion

// i t depends on how you performed your exper imets

Theta Start = THETA START; // degree

Y Start = Y START; //mm

Theta Increment = THETA INCREMENT;

Y Increment = Y INCREMENT;

Max Rotation = MAX ROTATION;

Max Translation = MAX TRANSLATION;

cout << ”TOMOGRAPHY PARAMETERS” << endl ;

cout << ” Matrix Dimension [mm] : ” << MatrixDimension mm << endl ;

cout << ” Matrix Dimension [ p i x e l ] : ” << MatrixDimension pix << ” x ”

<< MatrixDimension pix << endl ;

cout << ” Matrix r e s o l u t i o n : 1 P ixe l = ” << Pix dimension << ” mm ” << endl ;

cout << ” Matrix cent r e coo rd ina t e s ( at the i n i t i a l p o s i t i o n ) : ” << endl ;

cout << ” X: ” << X Matrix Centre << ” mm ” << endl ;

cout << ” Y: ” << Y Start << ” mm ” << endl << endl ;

cout << ” I n i t i a l Po s i t i on : ” << Y Start << ” mm ” << endl ;

cout << ” Y Increment : ” << Y Increment << ” mm ” << endl ;

cout << ” Fina l Pos i t i on : ” << Max Translation << ” mm ” << endl << endl ;

cout << ” I n i t i a l ang le o f r o t a t i o n : ” << Theta Start << ” deg ” << endl ;

cout << ” Angle Increment : ” << Theta Increment << ” deg ” << endl ;

cout << ” Max Rotation : ” << Max Rotation << ” deg ” << endl << endl ;

cout << ” NUMBER OF PROJECTIONS per Detector : ”

<<(((Max Translation − Y Start )/ Y Increment)+ 1)∗
( ( Max Rotation − Theta Start ) / Theta Increment ) << endl ;

cout << ” TOTAL NUMBER OF PROJECTIONS: ”

<< ( ( ( Max Translation − Y Start ) / Y Increment ) + 1)∗
( ( Max Rotation−Theta Start )/ Theta Increment )∗NUMBER OF DETECTORS

<<endl ;

}

// s e t Detec tor Geometry

// c a l c u l a t i o n o f the deec to r angu lar c o f f i c i e n t

// wi th r e s p e c t to the source ( o r i g i n o f a x i s )

void SetDetectorGeometry ( )

{

// i f the number o f d e t e c t o r i s even .

i f (NUMBER OF DETECTORS % 2 == 0) {
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// c en t r a l d e t e c t o r inc luded !

int Number o f Detec tor s counte rc lockwi se = NUMBER OF DETECTORS / 2 ;

int Number o f Detec tor s c lockwi se = NUMBER OF DETECTORS / 2 ;

double Beta = atan ( ( Detector Width /2)/ D i s t ance Sourc e to Det e c to r ) ;

double Angle between Det=2∗atan ( ( Gap between Detectors / 2)/

D i s tance Sourc e to Det e c to r ) + ( O f f s e t / 180 ∗ PI ) ;

double Dis tance Source to Detec to r Edge = Di s tance Sourc e to Det e c to r /

cos ( ( Detector Width / 2) / D i s t ance Sourc e to Det e c to r ) ;

double Gamma aMAX = ( Number o f Detec tor s counte rc lockwi se − 0 . 5 ) ∗
Angle between Det+2∗Number o f Detec tor s counte rc lockwi se ∗Beta ;

double Gamma bMAX = ( Number o f Detec tor s counte rc lockwi se − 0 . 5 ) ∗
Angle between Det +2∗( Number o f Detector s counterc lockwise −1)∗Beta ;

cout << ” DETECTOR GEOMETRY” << endl ;

cout << ” Total Number o f Detector s : ”

<< NUMBER OF DETECTORS << endl ;

cout << ” Number o f Detector s counte r c l o ckw i s e : ”

<< Number o f Detec tor s counte rc lockwi se << endl ;

cout << ” Number o f Detector s c l o ckw i s e : ”

<< Number o f Detec tor s c lockwi se << endl ;

cout << ” Maximum Angle Aperture ( Detector edge A) : ”

<< Gamma aMAX ∗ 180 / PI << ” degree ” << endl ;

cout << ” Maximum Angle Aperture ( Detector edge B) : ”

<< Gamma bMAX ∗ 180 / PI << ” degree ” << endl << endl ;

cout << ” Angle viewed from each Detector : ”

<< 2 ∗ Beta ∗ 180 / PI << ” ” << endl ;

cout << ” Angle between each Detector : ”

<< Angle between Det ∗ 180 / PI << endl << endl ;

cout << ” Detector ” << ” Angle ” << ” ”

<< ” X ” << ” ” << ” Y ”

<< ” c o e f f A” << ” c o e f f B” << endl ;

for ( int i = 0 ; i < Number o f Detec tor s counte rc lockwi se ; i++) {

Gamma a [ i ] = Gamma aMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

Gamma b [ i ] = Gamma bMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

X a [ i ] = Di s tance Source to Detec to r Edge ∗ cos (Gamma a [ i ] ) ;

X b [ i ] = Di s tance Source to Detec to r Edge ∗ cos (Gamma b [ i ] ) ;

Y a [ i ] = Di s tance Source to Detec to r Edge ∗ s i n (Gamma a [ i ] ) ;

Y b [ i ] = Di s tance Source to Detec to r Edge ∗ s i n (Gamma b [ i ] ) ;

M a [ i ] = Y a [ i ] / X a [ i ] ;

M b [ i ] = Y b [ i ] / X b [ i ] ;

cout << s e t p r e c i s i o n (3 ) << f i x e d

<< ” ” << i + 1

<< ” ” << (Gamma a [ i ] + Gamma b [ i ] )∗ ( 1 8 0 / PI ) / 2

<< ” ” << ( X a [ i ] + X b [ i ] ) / 2

<< ” ” << ( Y a [ i ] + Y b [ i ] ) / 2

<< ” ” << M a [ i ]

<< ” ” << M b [ i ] << endl ;

}
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// d e t e c t o r s coord ina t e s and t h e i r angu lar c o e f f i c e n t s

//−−− CLOCKWISE

for ( int i = Number o f Detec tor s c lockwi se ;

i < NUMBER OF DETECTORS;

i++) {

Gamma a [ i ] =

Gamma aMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

Gamma b [ i ] =

Gamma bMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

X a [ i ] =

Di s tance Source to Detec to r Edge ∗ cos (Gamma a [ i ] ) ;

X b [ i ] =

Di s tance Source to Detec to r Edge ∗ cos (Gamma b [ i ] ) ;

Y a [ i ] =

Di s tance Source to Detec to r Edge ∗ s i n (Gamma a [ i ] ) ;

Y b [ i ] =

Di s tance Source to Detec to r Edge ∗ s i n (Gamma b [ i ] ) ;

M a [ i ] = Y a [ i ] / X a [ i ] ;

M b [ i ] = Y b [ i ] / X b [ i ] ;

cout << s e t p r e c i s i o n (3 ) << f i x e d

<< ” ” << i + 1

<< ” ” << (Gamma a [ i ] + Gamma b [ i ] )∗ ( 1 8 0 / PI ) / 2

<< ” ” << ( X a [ i ] + X b [ i ] ) / 2

<< ” ” << ( Y a [ i ] + Y b [ i ] ) / 2

<< ” ” << M a [ i ]

<< ” ” << M b [ i ] << endl ;

}
}

// i f the number o f d e t e c t o r i s odd .

else {
// c en t r a l d e t e c t o r inc luded !

int Number o f Detec tor s counte rc lockwi se =

NUMBER OF DETECTORS / 2 + 1 ;

int Number o f Detec tor s c lockwi se = NUMBER OF DETECTORS / 2 ;

double Beta = atan ( ( Detector Width / 2) / D i s t ance Sourc e to Det e c to r ) ;

double Angle between Det =

2 ∗ atan ( ( Gap between Detectors / 2) / D i s tance Sourc e to Det e c to r )

+ ( O f f s e t / 180 ∗ PI ) ;

double Dis tance Source to Detec to r Edge = Di s tance Sourc e to Det e c to r

/ cos ( ( Detector Width / 2) / D i s t ance Sourc e to Det e c to r ) ;

double Gamma aMAX = (2 ∗ Number o f Detec tor s counte rc lockwi se − 1)

∗Beta+(Number o f Detec tor s counte rc lockwi se − 1)∗Angle between Det ;

double Gamma bMAX = (2 ∗ Number o f Detec tor s counte rc lockwi se − 3)

∗Beta +(Number o f Detec tor s counte rc lockwi se − 1)∗Angle between Det ;

cout << ” DETECTOR GEOMETRY” << endl ;

cout << ” Total Number o f Detector s : ”

<< NUMBER OF DETECTORS << endl ;
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cout << ” Number o f Detector s counte r c l o ckw i s e : ”

<< Number o f Detec tor s counte rc lockwi se << endl ;

cout << ” Number o f Detector s c l o ckw i s e : ”

<< Number o f Detec tor s c lockwi se << endl ;

cout << ” Maximum Angle Aperture ( Detector edge A) : ”

<< Gamma aMAX ∗ 180 / PI << ” degree ” << endl ;

cout << ” Maximum Angle Aperture ( Detector edge B) : ”

<< Gamma bMAX ∗ 180 / PI << ” degree ” << endl << endl ;

cout << ” Angle viewed from each Detector : ”

<< 2 ∗ Beta ∗ 180 / PI << ” ” << endl ;

cout << ” Angle between each Detector : ”

<< Angle between Det ∗ 180 / PI << endl << endl ;

cout << ” Detector ” << ” Angle ” << ” ”

<< ” X ” << ” ” << ” Y ” << ” c o e f f A” << ” c o e f f B” << endl ;

// d e t e c t o r s coord ina t e s and t h e i r angu lar c o e f f i c e n t s

//−−− COUNTER CLOCKWISE

for ( int i = 0 ; i < Number o f Detec tor s counte rc lockwi se ; i++) {

Gamma a [ i ] = Gamma aMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

Gamma b [ i ] = Gamma bMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

X a [ i ] = Dis tance Source to Detec to r Edge ∗ cos (Gamma a [ i ] ) ;

X b [ i ] = Di s tance Source to Detec to r Edge ∗ cos (Gamma b [ i ] ) ;

Y a [ i ] = Dis tance Source to Detec to r Edge ∗ s i n (Gamma a [ i ] ) ;

Y b [ i ] = Di s tance Source to Detec to r Edge ∗ s i n (Gamma b [ i ] ) ;

M a [ i ] = Y a [ i ] / X a [ i ] ;

M b [ i ] = Y b [ i ] / X b [ i ] ;

cout << s e t p r e c i s i o n (3 ) << f i x e d

<< ” ” << i + 1

<< ” ” << (Gamma a [ i ] + Gamma b [ i ] )∗ ( 1 8 0 / PI ) / 2

<< ” ” << ( X a [ i ] + X b [ i ] ) / 2

<< ” ” << ( Y a [ i ] + Y b [ i ] ) / 2

<< ” ” << M a [ i ]

<< ” ” << M b [ i ] << endl ;

}

// d e t e c t o r s coord ina t e s and t h e i r angu lar c o e f f i c e n t s

//−−− CLOCKWISE

for ( int i = Number o f Detec tor s c lockwi se + 1 ;

i < NUMBER OF DETECTORS;

i++) {

Gamma a [ i ] = Gamma aMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

Gamma b [ i ] = Gamma bMAX − i ∗ 2 ∗ Beta − i ∗Angle between Det ;

X a [ i ] = Dis tance Source to Detec to r Edge ∗ cos (Gamma a [ i ] ) ;

X b [ i ] = Di s tance Source to Detec to r Edge ∗ cos (Gamma b [ i ] ) ;

Y a [ i ] = Dis tance Source to Detec to r Edge ∗ s i n (Gamma a [ i ] ) ;

Y b [ i ] = Di s tance Source to Detec to r Edge ∗ s i n (Gamma b [ i ] ) ;

M a [ i ] = Y a [ i ] / X a [ i ] ;
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M b [ i ] = Y b [ i ] / X b [ i ] ;

cout << s e t p r e c i s i o n (3 ) << f i x e d

<< ” ” << i + 1

<< ” ” << (Gamma a [ i ] + Gamma b [ i ] )∗ ( 1 8 0 / PI ) / 2

<< ” ” << ( X a [ i ] + X b [ i ] ) / 2

<< ” ” << ( Y a [ i ] + Y b [ i ] ) / 2

<< ” ” << M a [ i ]

<< ” ” << M b [ i ] << endl ;

}
}
cout << ” ” << endl ;

}

// c a l c u l a t e the p r o j e c t i on matrix and the d e t e c t o r view

// most important f unc t i on o f the code

void SetPro jec t ionMatr ix ( )

{
/∗
This p a r t i c u l a r s e c t i on o f the code i s a v a i l a b l e from the author

on reasonab l e r e que s t . mauro . l i ca ta88@gmai l . com

∗/

}

void ProjectonMatr ix OpenFi le ( int d)

{
s t r i n g name = ” Project ion Matrix DET ” ;

s t r i n g det = std : : t o s t r i n g (d + 1 ) ;

s t r i n g format = ” . dat ” ;

s t r i n g FILENAME = name + det + format ;

OUTPUT. open (FILENAME. c s t r ( ) , s td : : i o s : : app ) ;

}

void P r o j e c t o n M a t r i x F i l l F i l e (double value )

{
OUTPUT << s e t p r e c i s i o n (3 ) << f i x e d << value << ” ” ;

}
void P r o j e c t o n M a t r i x F i l l F i l e s t r i n g ( s t r i n g value )

{
OUTPUT << value ;

}
void Pro j e c tonMatr ix C lo s eF i l e ( )

{
OUTPUT. c l o s e ( ) ;

}
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double Weight Calc (double x pix , double y pix , double theta , int de t e c t o r )

{

double i n s i d e = 0 . 0 ;

double out s i d e = 0 . 0 ;

double x pix min = x pix − Pix dimension / 2 ;

double x pix max = x pix + Pix dimension / 2 ;

double y pix min = y pix − Pix dimension / 2 ;

double y pix max = y pix + Pix dimension / 2 ;

// only used once to i n i t i a l i s e ( seed ) engine

std : : random device rd ;

// random−number engine used (Mersenne−Twister in t h i s case )

std : : mt19937 rngX ( rd ( ) ) ;

s td : : mt19937 rngY ( rd ( ) ) ;

// guaranteed unbiased

std : : u n i f o r m i n t d i s t r i b u t i o n <int> uniX ( x pix min , x pix max ) ;

std : : u n i f o r m i n t d i s t r i b u t i o n <int> uniY ( y pix min , y pix max ) ;

for ( int i = 0 ; i < 10000 ; i++) {

auto random X = uniX ( rngX ) ;

auto random Y = uniY ( rngY ) ;

double random x pix RotoTransl =

random X∗ cos ( theta ∗PI / 180) − random Y∗ s i n ( theta ∗PI / 180)

+ X Matrix Centre ;

double random y pix RotoTransl =

random X∗ s i n ( theta ∗PI / 180) + random Y∗ cos ( theta ∗PI / 180)

+ newY Matrix Centre ;

double random PixCoef =

random y pix RotoTransl / random x pix RotoTransl ;

i f ( ( M a [ de t e c t o r ] >= random PixCoef ) &&

( random PixCoef >= M b [ de t e c t o r ] ) ) {
i n s i d e = i n s i d e + 1 ;

}
else {

out s i d e = out s id e + 1 ;

}
}

weight = i n s i d e / ( i n s i d e + out s id e ) ;

return weight ;

}
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Figure C.1: A screenshot of the image reconstruction program.

C.2 Image reconstruction: Matlab script

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

RECONSTRUCTION CODE −−− SIRT

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%

%% m. l i c a t a @ l a n c a s t e r . i t

%% algor i tm implemented by the author with the help o f the

%% as t ra too lbox

%W. V. Aarle , W. J . Pa l en s t i j n , J . D. Beenhouwer ,

%T. Al tantz i s , S . Bals , K. J . Batenburg , J . S i j b e r s .

%The ASTRA Toolbox : A plat form for advanced a lgor i thm

%development in e l e c t r o n tomography .

%Ultramicroscopy 157 (2015) 35−47.

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%

DIM = 128 ;

% number o f pro j . per de t e c t o r

// ( say 744 = 31 t r a n s l a t i o n s x 24 r o t a t i on p o s i t i o n s )

NUMBER OF PROJECTION=744;

% number o f pro j . t imes nummber o f d e t e c t o r s

TOTAL NUMBER OF PROJECTION = 9672 ;

%number o f i t e r a t i o n s

k i t e r = 51 ;

%%
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%%

%%IMPORT PROJECTION MATRIX from the output generated by the c++ code

%% I n i t i a l i z e v a r i a b l e s .

d e l i m i t e r = ’ ’ ;

% c o n f i g u r a t i o n with 13 d e t e c t o r s

DETECTOR1 = ’ Project ion Matrix DET 1 . dat ’ ;

.

.

.

DETECTOR13 = ’ Project ion Matrix DET 13 . dat ’ ;

formatSpec = ’%f%f%f%f%f%f%f%f . . . . . . . % f%f%f%f%f%f %[ˆ\n\ r ] ’ ;

fileID DETECTOR1 = fopen (DETECTOR1, ’ r ’ ) ;

.

.

.

fileID DETECTOR13 = fopen (DETECTOR13, ’ r ’ ) ;

dataArray DETECTOR1 = text scan ( fileID DETECTOR1 , formatSpec ,

’ De l im i t e r ’ , d e l im i t e r , ’ MultipleDelimsAsOne ’ , true ,

’ EmptyValue ’ ,NaN, ’ ReturnOnError ’ , fa l se ) ;

.

.

.

dataArray DETECTOR13 = text scan ( fileID DETECTOR13 , formatSpec ,

’ De l im i t e r ’ , d e l im i t e r , ’ MultipleDelimsAsOne ’ , true ,

’ EmptyValue ’ ,NaN, ’ ReturnOnError ’ , fa l se ) ;

%%

f c l o s e ( fileID DETECTOR1 ) ;

.

.

.

f c l o s e ( fileID DETECTOR13 ) ;

%% Create output v a r i a b l e

ProjectionMatrixDET1 = [ dataArray DETECTOR1{1 : end−1} ] ;

.

.

.

ProjectionMatrixDET13 = [ dataArray DETECTOR13{1 : end−1} ] ;

%%

W1 = ProjectionMatrixDET1 ;

.

.

.

W13 = ProjectionMatrixDET13 ;

W = v e r t c a t (W1, W2, W3, W4, W5, W6, W7, W8, W9, W10, W11, W12, W13) ;

%%

%%

%% Clear temporary v a r i a b l e s

c l e a r vars d e l i m i t e r formatSpec ans ;

c l e a r v a r s DETECTOR1 fileID DETECTOR1

dataArray DETECTOR1 ProjectionMatrixDET1 ;

.

.
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.

c l e a r v a r s DETECTOR13 fileID DETECTOR13

dataArray DETECTOR13 ProjectionMatrixDET13 ;

%%

%%

%%

%%

%%− IMPORT ATTENUATION INDEX DATA

%% I n i t i a l i z e v a r i a b l e s .

d e l i m i t e r = ’ ’ ;

%%

DATA DETECTOR1 = ’DET 1 DATA NEUTRON. txt ’ ;

.

.

.

DATA DETECTOR13 =’DET 13 DATA NEUTRON. txt ’ ;

%%

formatSpec = ’%∗s%∗s%∗s%f %[ˆ\n\ r ] ’ ;

formatSpecATTENUATION INDEX = ’%f %[ˆ\n\ r ] ’ ;

%%

fileID DATA DETECTOR1 = fopen (DATA DETECTOR1, ’ r ’ ) ;

.

.

.

fileID DATA DETECTOR13 = fopen (DATA DETECTOR13, ’ r ’ ) ;

%%

dataArray DATA DETECTOR1 = text scan (fileID DATA DETECTOR1 , formatSpec ,

’ De l im i t e r ’ , d e l im i t e r , ’ MultipleDelimsAsOne ’ , true ,

’ ReturnOnError ’ , fa l se ) ;

.

.

.

dataArray DATA DETECTOR13 = text scan ( fileID DATA DETECTOR13 , formatSpec ,

’ De l im i t e r ’ , d e l im i t e r , ’ MultipleDelimsAsOne ’ , true ,

’ ReturnOnError ’ , fa l se ) ;

%%

f c l o s e ( fileID DATA DETECTOR1 ) ;

.

.

.

f c l o s e ( fileID DATA DETECTOR13 ) ;

%%

%%

ATT INDEX DETECTOR1 = dataArray DATA DETECTOR1{ : , 1} ;

.

.

.

ATT INDEX DETECTOR13 = dataArray DATA DETECTOR13{ : , 1} ;

%%

%%

p1 = ATT INDEX DETECTOR1;
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.

.

.

p13 = ATT INDEX DETECTOR13;

p = v e r t c a t ( p1 , p2 , p3 , p4 , p5 , p6 , p7 , p8 , p9 , p10 , p11 , p12 , p13 ) ;

%%

%% Clear temporary v a r i a b l e s

c l e a r v a r s d e l i m i t e r formatSpec ans ;

c l e a r v a r s fileID DATA DETECTOR1 DATA DETECTOR1 dataArray DATA DETECTOR1

ATT INDEX DETECTOR1;

.

.

.

c l e a r v a r s fileID DATA DETECTOR13 DATA DETECTOR13 dataArray DATA DETECTOR13

ATT INDEX DETECTOR13;

%%

%%

%%%%%%%%%%%%%%%%%%% SIRT algor i thm

%%

W t = transpose (W) ;

W1 t = transpose (W1) ;

.

.

.

W13 t = transpose (W13) ;

%%

R = W ∗ ones (DIM∗DIM, 1 ) ; R(R==0)=I n f ; R(R<1.e−4)=I n f ;

R1 = W1 ∗ ones (DIM∗DIM, 1 ) ; R1(R1==0)=I n f ; R1(R1<1.e−4)=I n f ;

.

.

.

R13 = W13 ∗ ones (DIM∗DIM, 1 ) ; R13(R13==0)=I n f ; R13(R13<1.e−4)=I n f ;

%%

C = W t ∗ ones (TOTAL NUMBER OF PROJECTION, 1 ) ; C(C==0)=I n f ; C(C<1.e−4)=I n f ;

C1 = W1 t ∗ ones (NUMBER OF PROJECTION, 1 ) ; C1(C1==0)=I n f ; C1(C1<1.e−4)=I n f ;

.

.

.

C13 = W13 t ∗ ones (NUMBER OF PROJECTION, 1 ) ; C13(C13==0)=I n f ; C13(C13<1.e−4)=I n f ;

%%

v = ze ro s (DIM∗DIM, 1 ) ;

v1 = ze ro s (DIM∗DIM, 1 ) ;

.

.

.

v13 = ze ro s (DIM∗DIM, 1 ) ;

%%

for k = 1 : k i t e r

r = (p ( : ) − W∗v ) . / R;

r1 = ( p1 ( : ) − W1∗v1 ) . / R1 ;

.

.
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.

r13 = ( p13 ( : ) − W13∗v13 ) . / R13 ;

%%

v = v + (W t∗ r ) . / C;

v1 = v1 + (W1 t∗ r1 ) . / C1 ;

.

.

.

v13 = v13 + ( W13 t∗ r13 ) . / C13 ;

%%

v (v<0)=0;

v1 ( v1<0)=0;

.

.

.

v13 ( v13<0)=0;

end

%%

tota l image = vec2mat (v ,DIM) ;

image1 = vec2mat ( v1 ,DIM) ;

.

.

.

image13 = vec2mat ( v13 ,DIM) ;

%%

colormap j e t ;

a x i s square ;

subplot ( 2 , 7 , 1 ) ;

imagesc ( image1 ) ;

.

.

.

a x i s square ;

subplot ( 2 , 7 , 1 3 ) ;

imagesc ( image13 ) ;

t i t l e ( ’DET13 ’ ) ;

a x i s square ;

subplot ( 2 , 7 , 1 4 ) ;

imagesc ( to ta l image ) ;

t i t l e ( ’TOTAL’ ) ;

a x i s square ;

%%

save totalimage NEUTRON AmBe . dat tota l image −ASCII

% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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C.3 Arduino Counter Code

//==================================================//

// 05/04/2018 IT/ML Pulse counter v e r f i c a t i o n t e s t //

// Data c o l l e c t i o n from I2C port0 o f mu l t i p l e x e r //

// S e r i a l monitor i n t e r f a c e . ML to update f o r . exe //

//==================================================//

//

//

//=========================================//

// I n i t i a l i s a t i o n //

//=========================================//

/∗ For I2C communication ∗/
#include ”Wire . h”

/∗ For bus scanning ∗/
extern ”C” {
#include ” u t i l i t y / twi . h”

}

/∗ Mul t i p l e x e r address ∗/
#define TCAADDR 0x70

/∗ ch12 s t o r e s channel 1 and 2 by t e s ∗/
int ch12 [ 2 ] [ 4 ] ;

int ch34 [ 2 ] [ 4 ] ;

int ch56 [ 2 ] [ 4 ] ;

int ch78 [ 2 ] [ 4 ] ;

int ch910 [ 2 ] [ 4 ] ;

int ch1112 [ 2 ] [ 4 ] ;

int ch1314 [ 2 ] [ 4 ] ;

int ch1516 [ 2 ] [ 4 ] ;

int j ;

int h ;

int f ;

int b ;

int t ;

int mpx;

int ch [ 1 6 ] ;

/∗ Counter p ins to Teensy ’ s I0 pins , see SN74LV8154 datashee t , page 3∗/
const int AL=20;

const int AU=21;

const int BL=22;

const int BU=23;

const int CCLR = 14 ;

const int RCLK = 17 ;

/∗ Port s e l e c t i o n g l o b a l f unc t i on ∗/
void t c a s e l e c t ( u i n t 8 t i ) {
i f ( i > 7) return ;

Wire . beg inTransmiss ion (TCAADDR) ;
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Wire . wr i t e (1 << i ) ;

Wire . endTransmission ( ) ;

}

/∗ Get GPIOA or GPIOB data ( channel 1 or 2 i n d i v i d u a l byte , e . g . GAL) ∗/
char wr i t eaddre s s [2 ]={0 x13 , 0x12 } ;

// char address [4]={0 x20 , 0x24 , 0x20 , 0x24 } ;

/∗ Combos to ge t a l l i n d i v i d u a l b y t e s f o r each channel ∗/
const int combos [ 4 ] [ 4 ] = { {LOW, HIGH, HIGH, HIGH} ,

{HIGH, LOW, HIGH, HIGH} ,

{HIGH, HIGH, LOW, HIGH} ,

{HIGH, HIGH, HIGH, LOW}} ;

//=========================================//

// Setup //

//=========================================//

void setup ( )

{
pinMode (AL, OUTPUT) ;

pinMode (AU, OUTPUT) ;

pinMode (BL, OUTPUT) ;

pinMode (BU, OUTPUT) ;

pinMode (CCLR, OUTPUT) ;

pinMode (RCLK, OUTPUT) ;

Wire . begin ( ) ;

S e r i a l . begin ( 9 6 0 0 ) ;

}

//=========================================//

// Main loop //

//=========================================//

void loop ( )

{
r eadcounter s ( ) ;

}

//=========================================//

// Pulse counter //

//=========================================//

void r eadcounter s ( ){

while ( S e r i a l . a v a i l a b l e ( ) == 0 ) ;

/∗ Wait f o r user input ; number in minutes ∗/
int va l = S e r i a l . pa r s e In t ( ) ;

/∗ one second i n t e r v a l loop ∗/
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for ( j =1; j<=val ; j++) {

d i g i t a l W r i t e (CCLR, HIGH) ;

de lay ( 1 0 0 0 ) ;

/∗ Act i va t e RCLK to update counter ∗/
d i g i t a l W r i t e (RCLK, HIGH) ;

d i g i t a l W r i t e (RCLK, LOW) ;

S e r i a l . p r i n t ( j ) ;

/∗ mu l t i p l e x e r address s e l e c t i o n ∗/
for (mpx=0; mpx<=1 ; mpx++) {

t c a s e l e c t (mpx ) ;

/∗ For each i n d i v i d u a l combo ∗/
for ( f =0; f <4; f++){
d i g i t a l W r i t e (AL, combos [ f ] [ 0 ] ) ;

d i g i t a l W r i t e (AU, combos [ f ] [ 1 ] ) ;

d i g i t a l W r i t e (BL, combos [ f ] [ 2 ] ) ;

d i g i t a l W r i t e (BU, combos [ f ] [ 3 ] ) ;

/∗ For each GPIO (A and B) o f mcp23017 1 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 000∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x20 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x20 , 1 ) ;

ch12 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 2 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 001∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x24 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x24 , 1 ) ;

ch34 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 3 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 010∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x22 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x22 , 1 ) ;

ch56 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 4 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 110∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x26 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;
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Wire . endTransmission ( ) ;

Wire . requestFrom (0 x26 , 1 ) ;

ch78 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 001∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x21 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x21 , 1 ) ;

ch910 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 6 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 101∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x25 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x25 , 1 ) ;

ch1112 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 7 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 011∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x23 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x23 , 1 ) ;

ch1314 [ b ] [ f ]=Wire . read ( ) ;

}
/∗ For each GPIO (A and B) o f mcp23017 8 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ 111∗/
for (b=0; b<2; b++){
Wire . beg inTransmiss ion (0 x27 ) ;

Wire . wr i t e ( wr i t eaddre s s [ b ] ) ;

Wire . endTransmission ( ) ;

Wire . requestFrom (0 x27 , 1 ) ;

ch1516 [ b ] [ f ]=Wire . read ( ) ;

}
}

/∗ After each read , s t o r e to ch array ∗/
ch [0 ]=( ch12 [ 0 ] [ 0 ] + ch12 [ 0 ] [ 1 ]∗2 5 5 + ch12 [ 0 ] [ 2 ]∗65025+ ch12 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [1 ]=( ch12 [ 1 ] [ 0 ] + ch12 [ 1 ] [ 1 ]∗2 5 5 + ch12 [ 1 ] [ 2 ]∗65025+ ch12 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [2 ]=( ch34 [ 0 ] [ 0 ] + ch34 [ 0 ] [ 1 ]∗2 5 5 + ch34 [ 0 ] [ 2 ]∗65025+ ch34 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [3 ]=( ch34 [ 1 ] [ 0 ] + ch34 [ 1 ] [ 1 ]∗2 5 5 + ch34 [ 1 ] [ 2 ]∗65025+ ch34 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [4 ]=( ch56 [ 0 ] [ 0 ] + ch56 [ 0 ] [ 1 ]∗2 5 5 + ch56 [ 0 ] [ 2 ]∗65025+ ch56 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [5 ]=( ch56 [ 1 ] [ 0 ] + ch56 [ 1 ] [ 1 ]∗2 5 5 + ch56 [ 1 ] [ 2 ]∗65025+ ch56 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [6 ]=( ch78 [ 0 ] [ 0 ] + ch78 [ 0 ] [ 1 ]∗2 5 5 + ch78 [ 0 ] [ 2 ]∗65025+ ch78 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [7 ]=( ch78 [ 1 ] [ 0 ] + ch78 [ 1 ] [ 1 ]∗2 5 5 + ch78 [ 1 ] [ 2 ]∗65025+ ch78 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [8 ]=( ch910 [ 0 ] [ 0 ] + ch910 [ 0 ] [ 1 ]∗2 5 5 + ch910 [ 0 ] [ 2 ]∗65025+ ch910 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [9 ]=( ch910 [ 1 ] [ 0 ] + ch910 [ 1 ] [ 1 ]∗2 5 5 + ch910 [ 1 ] [ 2 ]∗65025+ ch910 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [10 ]=( ch1112 [ 0 ] [ 0 ] + ch1112 [ 0 ] [ 1 ]∗2 5 5 + ch1112 [ 0 ] [ 2 ]∗65025+ ch1112 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [11 ]=( ch1112 [ 1 ] [ 0 ] + ch1112 [ 1 ] [ 1 ]∗2 5 5 + ch1112 [ 1 ] [ 2 ]∗65025+ ch1112 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [12 ]=( ch1314 [ 0 ] [ 0 ] + ch1314 [ 0 ] [ 1 ]∗2 5 5 + ch1314 [ 0 ] [ 2 ]∗65025+ ch1314 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;
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ch [13 ]=( ch1314 [ 1 ] [ 0 ] + ch1314 [ 1 ] [ 1 ]∗2 5 5 + ch1314 [ 1 ] [ 2 ]∗65025+ ch1314 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [14 ]=( ch1516 [ 0 ] [ 0 ] + ch1516 [ 0 ] [ 1 ]∗2 5 5 + ch1516 [ 0 ] [ 2 ]∗65025+ ch1516 [ 0 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

ch [15 ]=( ch1516 [ 1 ] [ 0 ] + ch1516 [ 1 ] [ 1 ]∗2 5 5 + ch1516 [ 1 ] [ 2 ]∗65025+ ch1516 [ 1 ] [ 3 ] ∗ 1 6 5 8 1 3 7 5 ) ;

/∗ p r i n t read ings ∗/
for ( int h=0; h<16; h++){
S e r i a l . p r i n t ( ’ ’ ) ;

S e r i a l . p r i n t ( ch [ h ] ) ;

S e r i a l . p r i n t ( ’ ’ ) ;

}

}

S e r i a l . p r i n t l n ( ’ ’ ) ;

// d i g i t a lWr i t e (CCLR, LOW) ; // i f you want to r e s e t the counters each second

}

d i g i t a l W r i t e (CCLR, LOW) ; // r e s e t counters at the end

}
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