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Abstract Hashing-based medical image retrieval has

drawn extensive attention recently, which aims at pro-

viding effective aided diagnosis for medical personnel.

In the paper, a novel deep hashing framework is pro-

posed in the medical image retrieval, where the pro-

cesses of deep feature extraction, binary code learning,

and deep hash function learning are jointly carried out

in supervised fashion. Particularly, the discrete con-

strained objective function in the hash code learning

is optimized iteratively, where the binary code can be

directly solved with no need for relaxation. In the mean-

time, the semantic similarity is maintained by fully ex-

ploring supervision information during the discrete op-

timization, where the neighborhood structure of train-

ing data is preserved by applying a graph regulariza-
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tion term. Additionally, to gain the fine-grained rank-

ing of the returned medical images sharing the same

Hamming distance, a novel image re-ranking scheme

is proposed to refine the similarity measurement by

jointly considering Euclidean distance between the real-

valued feature descriptors and their category informa-

tion between those images. Extensive experiments on

the pulmonary nodule image dataset demonstrate that

the proposed method can achieve better retrieval per-

formance over the state-of-the-arts.

Keywords Deep Learning · Semantics-Preserving

Hashing · Pulmonary Nodule · Real-Time Image

Retrieval

1 Introduction

Lung cancer is one of the most fatal diseases in mod-

ern times and yields extremely high cancer morbidity

and mortality [1]. Recent medical reports show that

early detection is the most effective way in lung can-

cer treatment, which improves the patient survival rate

significantly from 14% to 49% [2]. Benefiting from the

rapid development of medical imaging technology, the

accurate early detection/diagnosis is becoming a real-

ity because of the massive amount of digital medical

data like pulmonary CT images [3,4]. The professional

medical staff can make quick and precise diagnosis re-

garding the lung cancer by comparing the existing cases

to the similar previous ones directly. With the explo-

sive growth on the quantity of medical images, effi-

cient medical image retrieval becomes an urgent de-

mand, which aims at finding similar disease cases from

the gallery to the query and providing effective aided

diagnosis information for medical practitioners. Ear-

lier retrieval methods are generally performed based
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on the floating-point level calculations on medical im-

ages, namely extracting their real-valued handcrafted

features (e.g., SIFT [5]) first and computing the dis-

tances (e.g., Euclidean distance) exhaustively between

them. That usually leads to low efficiency and high stor-

age requirement, which is extremely challenging when

tackling large-scale retrieval tasks. Consequently, hash-

ing that represents data with compact binary code (i.e.,

{0, 1} or {−1, 1}) has attracted extensive attention in

conducting efficient retrieval in the large-scale datasets

via bit-wise calculations on the Hamming distance [6,

7].

Specifically, the hashing algorithm can be divided

into two different domains: data-independent (e.g., Lo-

cality Sensitive Hashing (LSH) [6]) and data-dependent

(e.g., Spectral Hashing (SH) [8]). Particularly, the data-

independent hashing builds hash function without the

need for training data, whereas the data-dependent hash-

ing (i.e., learning to hash) involves a dedicated train-

ing process that links the training data to the to-be-

learned hash function closely [6]. The latter hashing

methods will explore and conserve the data structure

along with the hash function learning, thus achieving

better performance compared to the data-dependent

ones [9,10]. Subsequently, traditional learning to hash

can be further categorized as: supervised hashing (e.g.,

Binary Reconstructive Embedding (BRE) [11], Mini-

mal Loss Hashing(MLH) [12], Supervised Hashing with

Kernels(KSH) [13])and unsupervised hashing (e.g., It-

erative Quantization(ITQ) [14], Spectral Hashing(SH)

[8] and Anchor Graph Hashing (AGH) [15]), based on

using prior knowledge (e.g., labels) or not during the

offline training process. This paper will focus on ap-

plying supervised hashing, which usually obtains bet-

ter performance against those unsupervised ones, in the

medical image retrieval. In fact, most previous medical

images have been carefully labeled (diagnosed) owing

to great efforts from medical personnel, which makes

the supervised fashion practical in such medical-related

retrieval tasks.

Without loss of generality, previous supervised meth-

ods can be adopted directly in the medical image re-

trieval. However, several drawbacks in the exiting frame-

works make the retrieval performance less favorable.

Firstly, the traditional hashing methods adopt two-step

learning paradigm in the hash code learning, namely

perform optimization on the real-valued features from

the training data and obtain its binary code directly

by thresholding (e.g., sign(x) = 1 if x >= 0, otherwise

−1). However, arbitrary relaxation is required for the

floating-level optimization and the quantization error

would be accumulated during such optimization, which

yields suboptimal results [16,17].

Moreover, existing methods fail to preserve the neigh-

borhood structure in the hash code learning, which re-

duces the code quality in the retrieval [7]. Although

some deep-based hashing methods use the class label

in the deep network training to provide better feature

representation before binarization, the binary codes for

similar images could be totally different if directly quan-

tizing the output vectors of deep networks with a cer-

tain threshold [18–22].

In addition, the traditional hashing methods mea-

sure the similarity between images by calculating the

Hamming distance between their hash codes. Compared

to the floating-point descriptors that adopt Euclidean

distance as measurement, there is a high probability

that many candidates sharing the same Hamming dis-

tance would be returned and they are ranked equally to

a query instance. This could be acceptable when dealing

with general image retrieval, However, when regarding

the medical cases, the returned results are expected to

be as accurate as possible to offer better aided diagno-

sis. A recent study shows that image re-ranking algo-

rithm could be a solution to refine the retrieval results

in this case [18].

To address the above limitations, we propose a novel

supervised deep hashing method, termed Supervised

Deep Semantics-Preserving Hashing. Particularly, it first

trains a deep network with the class labels to provide

robust deep representation for the upcoming code learn-

ing. In the binary code learning, the reconstruction loss

between the original feature and its binary code is min-

imized iteratively. On top of that, a graph regulariza-

tion term is constructed based on the supervision in-

formation and applied in the code learning so as to

preserve the neighborhood relationships with the fully-

utilized prior knowledge. Moreover, with an alternating

optimization scheme, the binary code can be solved di-

rectly without relaxation. In the online retrieval phase,

the returned images with the same Hamming distance

are re-ranked based on its real-valued descriptors and

class labels, thus obtaining a more accurate ranking.

The proposed medical image retrieval process is shown

in Fig. 1. Compared to the existing works, our contri-

butions can be summarized as follows:

– A novel end-to-end supervised deep hashing frame-

work is proposed to generate effective binary code

in the large-scale medical image retrieval. The su-

pervised deep architecture provides robust deep fea-

tures and enables the close engagement of the deep

feature learning and the upcoming code learning.

Particularly, with an alternating discrete optimiza-

tion scheme, the binary code can be solved directly

without the need for relaxation. To make full use of

prior knowledge, a graph regularization term con-
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Fig. 1 The proposed medical image retrieval. The binary codes for both query and gallery data are generated by
the proposed deep hashing framework. By comparing the binary codes from query and gallery, the initial retrieval result is
obtained based on the calculated Hamming distances in ascending order. Then the images with the same Hamming distance
are re-ranked by the Euclidean distance between image features from the latent layer with the class distance as a regularization
term.

structed on the supervision information is further

applied to preserve the neighborhood structure dur-

ing the code learning, thus improving the retrieval

performance with better code quality.

– A novel image re-ranking scheme is proposed to

refine the retrieval results sharing the same Ham-

ming distance. Specifically, the Euclidean distance

between the real-valued feature descriptors and the

category information are jointly taken into account

when refining the similarity measurement between

those returned medical images, thus providing bet-

ter ranking results to assist the diagnosis.

– Extensive experiments on public medical dataset

show that the proposed method outperforms the

state-of-the-arts significantly in terms of retrieval

accuracy.

The rest of this paper is organized as follows. In Sec-

tion 2, we briefly present and discuss some related works

on supervised hashing and image re-ranking. Then de-

tailed descriptions of our method are provided in sec-

tion 3. In Section 4, we report experimental results from

the proposed method and some baselines to consolidate

the contributions of our work. Finally, we draw the con-

clusion of this paper in Section 5.

2 Related Works

2.1 Supervised Hashing

Supervised hashing methods can fully take advantage

of the supervision information (e.g., labels), thus ob-

taining higher retrieval accuracy than the unsupervised

methods usually. Some representative supervised meth-

ods are briefly discussed. For instance, Binary Recon-

structive Embedding (BRE) is proposed in [11], where

hash functions are learned by minimizing the recon-

struction loss between the original features and the bi-

nary codes. However, the pairwise similarity between

data samples is required in BRE, which is storage-expensive

on large-scale datasets. Minimal Loss Hashing (MLH)

[12] is proposed based on latent structural SVM [23],

which builds hash functions via optimizing the upper

bound of a hinge-like loss. It turns out to be more

efficient than BRE on the large-scale dataset. Subse-

quently, Latent Factor Hashing (LFH) is presented in

[24] to learn similarity-preserved binary codes, where

the stochastic learning method is used to further im-

prove the training efficiency.

To deal with linearly inseparable data, nonlinear

hash functions with the powerful generalization capa-

bility have attracted much attention recently. For exam-

ple, Kernel-based Supervised Hashing(KSH) [13] intro-

duces nonlinearity in learning hash functions, which are

built in their kernel spaces. Two-Step Hashing (TSH)

method is proposed in [25] that unifies hash function
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and hash code learning in an effective and flexible hash-

ing framework, which yields better retrieval performance.

In recent years, the success of convolutional neu-

ral network(CNN) in many visual recognition tasks has

inspired the supervised deep hashing algorithms. Par-

ticularly, CNNH and CNNH+ [26] decompose the pair-

wise similarity matrices into approximate binary codes

based on class labels, and then CNN is trained with the

supervisory information to build hash functions. How-

ever, the learning processes of binary code and deep

feature, in this case, is a typically one-way interac-

tion, which inevitably produces sub-optimal solutions

because of large quantization errors. To tackle this lim-

itation, several end-to-end supervised hashing frame-

works are proposed in [18,21,20], where the image rep-

resentation learning and the binary code optimization

are jointly combined, thus improving the retrieval per-

formance significantly.

Supervised deep hashing methods are also widely

used in medical image retrieval due to its fast query

speed and low memory cost. A supervised hashing frame-

work is developed in [27] with kernel learning for histopatho-

logical image analysis. Consequently, a supervised deep

framework is constructed in [28] to extract the medical

signs of lung nodules, and the hash code is learned af-

ter reducing the dimensionality with PCA. In [29], the

siamese network is utilized to learn the hash code with

pairwise inputs, while a multiple instance deep hashing

is proposed in [30] for large-scale retrieval with weak

bag-level supervision as guidance.

However, these methods adopt relaxation strategies

by discarding the discrete constraints when learning the

hash functions, which causes large quantization errors.

Moreover, the class labels cannot retain the neighbor-

hood relationships between images, which will affect the

retrieval performance. To alleviate this issue, the pair-

wise or triplet images are fed into the learning model

simultaneously in the training stage, such as [20–22,31].

However, the process of input construction is computa-

tionally expensive and storage extensive.

2.2 Image Re-Ranking

Compared to the image retrieval that adopts real-valued

level distance calculation, it is more likely to return

many candidates with the same Hamming distance to

a query when using binary codes [18]. When regard-

ing large-scale retrieval, there is a higher probability

that hundreds of images are ranked equally and re-

turned in the result lists. It is very important to have a

finer-grained ranking of those images sharing the same

Hamming distance to offer a more accurate aided di-

agnosis. Earlier work on image re-ranking as [18] uses

Euclidean distance as similarity measure, then the im-

ages are re-ranked according to the refined distance. In

[32], a weighted-distance based re-ranking termed Bit

Importance based Re-ranking (BIR) is proposed, where

the bit importance is considered and used to refine the

distance by re-ranking. High weights are assigned to

important bits and vice versa. A re-ranking method

for remote sensing image retrieval is presented in [33],

where the images are re-ranked via calculating two dif-

ferent image-to-class distances: image-to-training-class

distance and image-to-query-class distances. In fact, the

classes of this method does not participate in distance

calculation, but samples several images from different

classes in the training set and query set to calculate

the Euclidean distance from the query image. In gen-

eral, the distance function of features cannot accurately

measure the similarity between two images, especially

for medical images with rich and complex visual con-

tent.

In our proposed re-ranking strategy, the Euclidean

distance and supervision information is combined in re-

fining the similarity measurement between the returned

medical images sharing the same Hamming distance,

thus leading to better ranking performance.

3 Methodology

In this section, we will present the proposed supervised

deep hashing framework in details.

3.1 Framework Overview

The work flowchart of the supervised hashing frame-

work is shown in Fig. 2. Firstly, a backbone of the pre-

trained VGG-16 [34], which includes a total of thirteen

convolutional layers, five maximum pooling layers, and

three fully-connected (fc) layers, is finetuned on the

medical image dataset to provide robust features for

the ongoing retrieval task. Particularly, we modify the

neuron number of the last two fc layers, FC71 and the

output layer, to 1024 and the length of the binary codes

m in this step respectively, m ∈ {16, 32, 48, 64}. Then

the deep features of training data are extracted from

FC7 layer of the pre-trained deep network and sent to

the binary code learning model.

In the code learning phase, the binary code is learned

by minimizing the reconstruction loss against the orig-

inal image feature, while the neighborhood structure of

1 It is renamed as ’latent layer’ in this paper for more in-
tuitive understanding.
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Fig. 2 Supervised deep hashing framework. There are three components in the training process: deep feature learning,
binary code learning, and deep hash function learning. The latent layer generates the deep features for the upcoming code
learning process. In the hash code learning, the binary code is learned by approximating the original feature with a projection
matrix, while the neighborhood structure of the original manifold is preserved by applying graph regularization. The deep
hash function is built with the learned binary code as the guidance.

original data is also preserved by applying graph regu-

larization to the binary codes. With an alternating op-

timization, the binary code can be solved directly with

no need for relaxation, thus improving the code quality.

In the hash function learning stage, the learned bi-

nary code is used as a pseudo label to re-train the deep

network, thus generating the binary representations for

the out-of-sample (i.e., non-training) data.

Finally, the retrieval result can be obtained by sort-

ing the Hamming distances between the query and gallery

set in ascending order. While the returned images shar-

ing the same Hamming distance are re-ranked by jointly

considering the Euclidean distance between image fea-

tures and the class distance to obtain better ranking

results.

In the next subsections, each of the above modules

is detailed to provide further insights into the proposed

hashing framework.

3.2 Supervised Deep Feature Learning

To provide more discriminative features for the subse-

quent image retrieval process, supervised pre-training

on the training data is performed via minimizing the

classification loss, as shown in Fig. 3. In this case, the

output number of the last fc layer is set to 62 and then

a cross-entropy loss is applied in the classification pro-

cess. By doing so, the finetuned deep model can be more

compatible in representing the medical images with ro-

bust deep features.

2 In the training set, pulmonary nodules are classified into
six categories according to their malignant degree, See Section
4.

Without loss of generality, for an input image x,

we denote p(i) as the true probability distribution (i.e.,

label) and q(i) as the predictive probability distribution

for the i-th (i ∈ [1, 6]) neuron from the output layer

of the deep model, the cross-entropy loss is defined as

below:

6∑
i=1

p (i) · log
(

1

q (i)

)
= −

6∑
i=1

p (i) · log (q (i)) . (1)

3.3 Binary Code learning and Discrete Optimization

After the supervised pre-training process, the deep fea-

ture Z are extracted from the latent layer and fed into

the binary code learning, as shown in Fig. 2. Particu-

larly, the objective function of this process consists of

two loss terms: reconstruction loss and graph loss. Fol-

lowing previous works, Z can be approximated simply

by the product of the projection matrix U and its bi-

nary code B, namely Z ≈ UB, which is formulated as

the first loss term below:

min
U,B
‖Z − UB‖2F , (2)

where Z ∈ R1024×n, n represents the number of images.

U ∈ R1024×m, m denotes the binary code length and

m ∈ {16, 32, 48, 64}, B ∈ {−1, 1}m×n.

Moreover, the unsupervised graph learning is intro-

duced and used as a regularization term in the objective

function so as to restrict the neighboring relationship

from the original manifold in the binary code generation

[35]. Specifically, the graph regularity can be formulated

the following [35,8]:
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probability distribution for each input. Cross-entropy loss is applied when finetuning the deep networks on the target dataset.

1

2

n∑
i=1

n∑
j=1

‖bi − bj‖2F Sij =

n∑
i=1

bTi bjDii −
n∑
i,j

bTi bjSij

= Tr(BTDB)− Tr(BTSB)

= Tr(BLBT ), (3)

where Tr(·) is the trace of a matrix. S ∈ Rn×n denotes

the similarity matrix that could be easily constructed

by manual scoring [21,20,36]. In this work, if the labels

of the i-th and j-th images are the same, then sij = 1

and otherwise sij = 0. D is a diagonal matrix, where

the entries are the sum of columns from S. L denotes

the Laplacian matrix, where L = D − S.

Combining Eq. (2) and (3), the overall objective

function of the binary code learning is formulated as

below:

min
U,B
‖Z − UB‖2F + βTr(BLBT ), (4)

where β is used to balance the two loss terms.

However, the above objective function is an NP-

hard problem and cannot be solved directly because of

the applied binary constraints. Subsequently, an alter-

nating optimization method is proposed to tackle this

problem, where each variable is optimized iteratively by

fixing other parameters. The step-by-step optimization

is illustrated as below.

1. Fixing other parameters and update U . By

fixing other parameters, Eq. (4) with respect to U

can be rewritten as follow:

min
U
‖Z − UB‖2F , s.t., B ∈ {−1, 1}m×n .

(5)

The above equation can be further expanded as:

min
U

Tr((Z − UB)T (Z − UB))

= min
U

Tr(ZTZ − ZTUB −BTUTZ +BTUTUB)

= min
U

Tr(ZTZ)− 2Tr(ZTUB) + Tr(BTUTUB)

= min
U

Tr(ZTZ)− 2Tr(ZTUB) + Tr(BBTUTU).

(6)

According to the matrix properties in [37], which

are:
∂

∂X
Tr(AXB) = ATBT , (7)

∂

∂X
Tr(BXTX) = XBT +XB, (8)

we can calculate the derivation of Eq. (6) with re-

spect to U . By setting the derivative as 0, the opti-

mal solution of U can be obtained:

U = ZBT
(
BBT

)−1
. (9)

2. Fixing other parameters and update B. The

Eq. (4) can be expanded out and rewritten with only

B as the target variable:

min
B

(
Tr
(
BTUTUB − 2BTUTZ

)
+ βTr

(
BLBT

))
= min

B
Tr
(
BTUTUB

)
− 2Tr

(
BTUTZ

)
+ βTr

(
BLBT

)
= min

B

∥∥GTB∥∥2
F
− 2Tr

(
BTQ

)
+ Tr

(
BKBT

)
, (10)

where G = UT , Q = UTZ and K = βL. Then B ∈
{−1, 1}m×n can be solved bit by bit by following

[38]. Particularly, let bT , gT , qT be the j-th row of

B, G, Q respectively, and B′, G′, Q′ be the matrix

of B, G, Q excluding b, g, q respectively. Eq. (10)

can be written as follows:

min
b

(
Tr
(
BTGGTB

)
− 2Tr

(
BTQ

)
+ Tr

(
BTBK

))
= min

b
Tr

((
B′

bT

)T (
G′

gT

)(
G′

gT

)T (
B′

bT

))

− 2Tr

((
B′

bT

)T (
Q′

qT

))
+ Tr

((
B′

bT

)T (
B′

bT

)
K

)
= min

b
Tr
((
B′TG′ + bgT

) (
G′TB′ + gbT

))
− 2Tr

(
B′TQ′ + bqT

)
+ Tr

((
B′TB′ + bbT

)
K
)

= min
b
gTG′TB′b− qT b+ bTKb

= min
b
pT b+ bTKb, (11)

where p = B′TG′g − q. As can be seen, Eq. (11)

is a Binary Quadratic Programming(BQP) prob-

lem and it can be solved by flipping each entry of b
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sequentially by following traditional coordinate de-

scent based optimization methods [38,7]. By opti-

mizing Eq.(9), Eq.(10) and Eq. (11) after T itera-

tions, the binary code for the training data can be

obtained.

3.4 Deep Hash Function Learning

With the learned binary code B, it can be used as the

guidance in training the deep hash function. Partic-

ularly, the Euclidean loss between the output of the

deep network and the corresponding binary code is min-

imized, which can be formulated as follow:

min
Θ
‖H(X;Θ)−B‖2F , s.t., B ∈ {−1, 1}m×n , (12)

where X denotes the original input image. H(X;Θ) de-

notes the deep hash function and Θ denotes the deep

network parameters including weights and biases. The

deep hash function can be built via deep network train-

ing, where Θ is optimized iteratively in a batch-wise

fashion until convergence [7]. Finally, the whole learn-

ing process is summarized in Algorithm 1.

Algorithm 1 Supervised Deep Semantics-Preserving

Hashing
Input: Input image featureX, binary code lengthm, affinity

matrix S, randomly initialized parameters B, U , Θ, Hyper-
parameters β, maximum iteration number T
Output: parameters Θ

#Binary code learning
Extract the features Z from latent layer of the deep net-
work;
for i=1 to T do

Fix all other variables and update U by Eq.(9);
Fix all other variables and update B from Eq.(10) to

Eq.(11);
end for
#Hash function learning
Update Θ by Eq. (12);
return Θ

3.5 Image Re-Ranking

As discussed in previous sections, many candidates shar-

ing the same Hamming distance could be returned to

the query instance in the performance evaluation of bi-

nary code. Regarding this issue, the popular solution

is to use Euclidean distance in the similarity measure-

ment as [18], where the images are re-ranked based on

the refined distances. In this paper, the dataset is clas-

sified according to the malignant degree of pulmonary

nodules, so the distance between different classes is dif-

ferent, and the distance between adjacent classes is the

closest. For example, the first class (i.e. non-nodules)

and the second class (i.e., highly unlikely for cancer)

should be much closer than the sixth class (i.e., highly

suspicious for cancer) in the feature space. That is also

applied in our re-ranking method as the backbone. More-

over, to make the full use of the prior knowledge, the

category information (i.e., label) is also adopted as an

extra regularization term in refining the similarity. In

another word, our method re-ranks the images by re-

fining the similarity between images from two aspects:

visual similarity (i.e., the Euclidean distance between

features) and semantic similarity (i.e., the category in-

formation), jointly. The refined similarity Sr is defined

as below:

Sr =
1

1 + ‖xq − xg‖2
+ λ

1

1 + |ŷ − y|
, (13)

where xq and xg represent the feature vector of query

instance and a candidate from the gallery set, respec-

tively. λ is a balance parameter. y denotes the true class

of the query instance in the pulmonary nodule dataset,

where y ∈ {1, 2, 3, 4, 5, 6}. ŷ denotes the predictive class

of the query instance inferred from the pre-trained deep

network and ŷ ∈ {1, 2, 3, 4, 5, 6}. ‖xq − xg‖2 calculates

the visual distance between image features and |ŷ − y|
measures the distance between image classes. Both of

the terms in Eq. (13) are normalized within the range

of (0, 1] such that the values can be processed under

the same order of magnitude. At the same time, λ is

used to adjust the contribution of semantic similarity

in computing Sr. In the re-ranking phase, Sr between a

query instance and its returned candidates sharing the

same Hamming distance are calculated sequentially and

then they are re-ranked in descending order of Sr. The

larger Sr indicates higher similarity. By doing so, bet-

ter ranking results (see Section 4) can be obtained for

medical personnel to make a more accurate diagnosis.

4 Experiments

In this section, we provide detailed descriptions on the

experiments, including the dataset, implementation de-

tails and comparison results with several baselines.

4.1 Data Set

Lung Image Database Consortium and Image Database

Resource Initiative (LIDC-IDRI) [39] is adopted in our

experiments to make the performance evaluation. It is

a publicly available lung images dataset that contains
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1, 018 medical research cases, where each of them in-

cludes the CT images and thier associated XML files

recording annotation information. The dataset includes

a total of 244, 527 CT slices, each of which is 512× 512

pixels in size. Some original CT images are provided in

Figure 4.

Fig. 4 Examples of CT image on lung cancer in the
dataset. There are four unprocessed different CT images.
The red rectangles identify the locations of pulmonary nod-
ules, which are cut and placed in the upper corners of each
image. Image block size of pulmonary nodules are 64 × 64.

In addition, a total of 36, 378 nodules were labeled

including 11, 509 nodules with diameter < 3mm and

19, 004 non-nodule. The statistics on the diameter dis-

tribution of pulmonary nodules are shown in Figure 5
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Fig. 5 Statistics on the diameter distribution of pulmonary
nodules.

In LIDC-IDRI, pulmonary nodules are labeled in-

dependently by four authoritative radiologists in two

stages, which are further divided into six categories:

non-nodules, highly unlikely for cancer, moderately un-

likely for cancer, indeterminate likelihood, moderately

suspicious for cancer, and highly suspicious for cancer.

However, the original CT images cannot be applied di-

rectly in the experiments. There are a lot of noises in

the dataset that should be removed to facilitate the

upcoming tasks. More importantly, most of the regions

(i.e., non-nodule area) in the CT images are not useful,

which may disturb the retrieval performance on pul-

monary nodules to some extent. To make the best use

of the data, some preprocessing actions are carried out

to preserve the areas of pulmonary nodule within CT

images to reduce the potential risks in the following re-

trieval tasks. The diameter of most pulmonary nodules

is smaller than 60 mm in LIDC-IDRI [39]. By fixing the

size of each pulmonary nodule image as 64× 64, it en-

ables to cover most areas of all pulmonary nodule and

greatly improve the proportion of useful information

in CT images. Without loss of generality, pulmonary

nodules can be obtained by advanced object detection

algorithms, such as Faster-RCNN [40], FPN [41], and

DSOD [42], etc., where the regions of interest are de-

tected and ready to be used for the upcoming retrieval

tasks.

Then data augmentation is used for the categories

with fewer images to keep the balance of image number

in each category. Finally, a total number of 43, 038 im-

ages are included in the pulmonary nodules dataset. We

selected 30, 000 as training data, while the remaining

13, 038 is left as testing data. 50 images are randomly

selected from the testing data as query instances and

the rest of testing data forms the gallery in the online

retrieval.

4.2 Implementation Details

In the experiment, several classical hashing methods,

such as SSDH [43], DSH [31], KSH [13] and CCA-ITQ

[14], are adopted as baselines in the evaluations of re-

trieval performance. We adopt mean Average Precision

at the top K (mAP@K) and Precision-Recall (PR)

curve as the main performance metrics as in [44,18].

Particularly, the mAP is used to evaluate the overall

retrieval performance of the hashing algorithm, which

is defined as below:

mAP =
1

|Q|

|Q|∑
i=1

1

k

k∑
j=1

Rel(i, j)

 , (14)

where Q represents the query instance set, k represents

the number of retrieved images related to the query

instance. Rel(i, j) represents the precision of the top j-

th retrieved image of i-th query instance and Rel(i, j) ∈
{0, 1}, where Rel(·) is 1 if a query instance and the

retrieved image share the same label and otherwise 0.

Moreover, P-R curve shows the relationship between

the retrieval precision and the recall rate.
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To investigate the effectiveness of the proposed im-

age re-ranking strategy, two baseline methods: Lin et al.

[18] and BIR [32], are adopted in the performance eval-

uation against our method. Specifically, the image re-

ranking methods are evaluated by using Precision@K,

which is defined as follow:

Precision@K =

∑K
i=1Rel(i)

K
. (15)

Four different bit sizes: 16, 32, 48 and 64, are im-

plemented for all those hashing methods. The hyper-

parameters T is set to 10 in updating the binary codes.

β and λ are both set to 1, respectively. The experiments

are carried out on the pulmonary nodules dataset. The

algorithm is executed under Tensorflow3, which is an

open-source python-based framework for machine learn-

ing. We adopt Adam optimizer in the network training

with the basic learning rate of 10−3, The batch size is

set as 50 and the maximum iteration is set to 150. All

weights are initialized from a zero-centered normal dis-

tribution with a standard deviation of 0.02. For the fair

comparison, identical train and testing sets are used in

the performance evaluation for all state-of-the-arts. The

server configurations are: Intel Xeon E5-2683v4 CPU,

128GB RAM, and two NVIDIA Quadro P5000 GPUs.

4.3 Comparisons with The State-of-The-Arts

On the pulmonary nodule dataset, our method is com-

pared with those baselines extensively under a given

retrieval task. Three different forms of retrieval results
are provided in the following subsections.

1. mAP@K. Fig. 6 shows the mAP@K results under

different binary code lengths. As can be seen, our

method has achieved better performance in all set-

tings against that from baselines. Particularly, the

mAP@K results from the most competitive SSDH

are about 2% in average lower than the proposed

method. Moreover, slight improvements have been

achieved on mAP@K with the increasing code length,

where the best performance is given at the code

length of 64.

2. P-R curves. For the comprehensive evaluation, Fig.

7 shows the Precision-Recall curves of all methods

at 64 bit on the dataset. As observed from the figure,

our method has achieved the best performance again

over all the baselines, which are consistent with the

mAP@K results.

3 https://www.tensorflow.org/

3. Top-5 retrieved images. Furthermore, Fig. 8 shows

the top-5 returned images obtained by all the hash-

ing methods at the code length of 64. The red rect-

angles indicate incorrect retrieval results. Given one

query image, five similar images for each of them

can be correctly returned by the proposed method,

while other baselines make several mistakes in those

results. Compared to those baselines, the main rea-

son of the superior performance by our method is

that the learning paradigm learns the binary code

directly without relaxation, thus improving the code

quality dramatically by avoiding quantization er-

rors. In the meanwhile, the similarity between the

binary code data is preserved to the maximum ex-

tent in the Hamming space via using supervision

information properly.

4.4 Investigation on Image Re-Ranking

More experiments are conducted in this section to eval-

uate the performance of the proposed re-ranking strat-

egy. Two baselines, Lin et al. [18] and BIR [32] are

included in the evaluation. Fig. 9 shows the top 10

retrieved images with the same Hamming distance by

using different re-ranking methods. In the experiment,

there are more than 10 candidates with the same Ham-

ming distance are returned. Only the top 10 images

are provided in Fig. 9. Images in the red rectangle be-

long to different classes against the query. As can be

seen, our method achieves the lowest error rate in the

top-10 retrieved results compared to the baselines after

re-ranking, which indicates its effectiveness.

Fig. 10 shows the Precision@K results from all meth-

ods on the dataset, where our ranking method achieves

the best performance. Particularly, the precision@1000

from our method is at least 10% higher than Lin et al.,

which demonstrates the superiority of the proposed re-

ranking strategy. Compared to those two baselines, the

performance gain on our method lies on two aspects: 1)

the proposed binary code learning enables to generate

more effective hash code in the retrieval process, which

provides highly competitive initial results; 2) the pro-

posed image re-ranking scheme is carried out on two

aspects simultaneously: the real-valued distance of im-

age feature and the category distance, which is more

advanced than Lin et al. and BIR. In [18], only the

Euclidean distance is involved in refining the distance

between the query and gallery set, while the category

distance is applied in our method to provide more refer-

ence information. BIR assigns different weights to each

bit in the binary code based on the bit importance.

However, the weights rely on the quality of the learned

binary code, which could be less discriminative.
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Fig. 6 The mAP@K curves using various hashing methods at different code lengths.
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Fig. 7 Precision-Recall curves using various hashing meth-
ods at the code lengths of 64 bits on the pulmonary nodules
dataset.

5 Conclusions

In the paper, a novel end-to-end supervised deep hash-

ing method has been proposed in the medical image re-

trieval. Firstly, the discrete constrained objective func-

tion in the hash code learning is optimized such that

the binary code can be directly solved with no need for

relaxation. Moreover, the semantic similarity is main-

tained by fully utilizing the supervision information,

where the neighborhood structure of training data is

preserved by applying a graph regularization term dur-

ing the discrete optimization. Additionally, to gain the

fine-grained ranking of the returned medical images shar-

Query image

Top-5 Retrieval Result 

Our method

SSDH

DSH

KSH

CCA-ITQ

Fig. 8 The top-5 retrieval results of 64 bits using various
hashing methods.

ing the same Hamming distance, a novel image re-ranking

scheme is proposed to refine the similarity measure-

ment by jointly considering Euclidean distance between

the real-valued feature descriptors and their category

information between those images. Extensive experi-

ments on the pulmonary nodule image dataset show the

superiority of the proposed method over the state-of-

the-arts, and the mAP@100 value can achieve 63.51%,

which is 2.59% higher than 60.92% achieved by SSDH

when the length of hash code is 64 bits. Moreover, the

retrieved similar lung nodule images provide an effec-

tive aided diagnosis for medical personnel.
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Fig. 9 Image re-ranked with the same Hamming distance. The top row shows the top 10 retrieved images with the same
Hamming distance without using any re-ranking schemes. The second to fourth rows are the re-ranked results by Lin et al.
[18], BIR [32] and our method.
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