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Abstract

Research has shown thatopletic features can index social meaning, yet less is
known aboutwhether thigphenomenormccurs in the same way in speech production
and speech perpgon. In particular, one of the factors that most seems to affect
vari abl esd c ap ac-makyngisfthe motiah @fcsaliance. Thie thesis n g
addresses the question tfwdw phonetic variation points to social meaning in speech
production and perg#ion and whatole salience plays in influencirt@is processl
investigate these issues using a soacimghic study of two phonetic variables
currently undergoing change in the South of Englan/-glottalling and GOOSE
fronting 7T as produced and peaiged by adolescents atstate school and a private
schoolin Hampshire UK. While the former is reportetb be highly salient with
strong socieandexical relations, the latter is said not to be very salient and to lack
associati ons wadhdrdeteristpse aker sé6 soci al

The production results show thatgdtbttalling displays macrgociological variation

in the community, whilecoosefronting varies between peer groups withime
private schoolBoth features can be used to index stances in interabtibthis effect

is much stronger for Aglottalling. In perception, listeners were easily able to notice
glottal /t/ in auditory stimuli and consistently associated it with a set of related social
meanings, yet this was not the case for frodedse Thefindings have implications

for our understanding of how the social meanings of phonetic variables dre@do

and perceived by the same individyadspecially in the contexbf adolescent peer
groups at schoodnd social stratificatiometween differentypes of schooll argue

that researchers employing the construct of salience in sociolinguistics should
acknowledge thelimitations and different dimensions of the concept and
operationalise these in their study design.
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1 Introduction

This thesis isa sociophonetic investigation dhe social meanirgyof phonetic
variation in speech production and perception. | report study carried out on a
sample of 1619-yearold adolescents studying at two schools in Hampshire to
explore how yang people both construct and perceive the social meanings indexed
by two phonetic features: {glottalling and Goosefronting. These two hguistic
vari ables exemplify the high and | ow end:
used frequently in solinguistics to describe how some features undergoing
variation ail change in a community can typically be identified and commented upon
by nonlinguists, while others do not achieve this status. Salience is said to play a role
in determining listener ssitivity to the sociendexical associations of linguistic
variables. The concept of salience itself, however, has proved notoriouslyudtiffcc
define.

The thesis contributes to our understanding of these issues by exploring how the
social meanings afwo phonetic variables of supposedly different levels of salience,
both of which are undergoing change in the South of Englandisadandprocessed

by the same group of speakerarers. In doing so, | seek to advance our knowledge
of how social meaningvorks in production and perception abal make some
suggestions fohow to go about grappling with the concept of salience in future work

in sociolinguistcsThe t hesi s6 focus on adol escent ¢
me todiscusshow language vaesaccording to locally meaningfiocial categories,
building on arich vein ofexistingliterature on howgroups of teenagersse language

as a stylistic practice in educational institutions. HBhedy of speakers from two
socially stratified school§ a state school and a private schdolin a relatively
prosperous rutdocation in southern England additionally enables me to offer some
insight intorelatedsociologicaland linguisticpohenomenaTl hese include the function

of school type as a form of saticlass distinction in England; the school as a
constellation of pactice; anda survey of the spread of linguistic innovations in
middle-classsouthern varieties of English.

| frame my discussion of these issues in this thesis using three main research
guestions:

1. To what extent are the patterns of sociolinguistic vanmatif phonetic features
reflected in speakeres?d perceptions of

2. Does a featurés availability for making social meaning depend s
fulfilment of salience criteria and whwrit is noticed byspeaker?

3. How do the production and perceptiof variables undergoing change operate
on a local level among adolesceats state school versus at a private school?



In Chapter2, | describe thdindings of previous work in the field. This includes an
overview of the three 0wa,wihsréferencitokeyar i at i oni
dhirdwaved concepts such as soci al meaning, 1in
literature on the notiowf salience explaining the different usages of the term and

why it has been so difficult to come up with a single clear definitiorlight of

previous studies, | put forward my own operationalisation of saljemdech

distinguishes between the noticé#y of a linguistic feature and itability to index

social meaningln addition, | explore existing work on the language of adoléscen

particularly thirdwave work that has used the theoretical construct of the community

of practice to analyse how temge frienghip groups play a role in developing

innovative and socially meaningful linguistic practicealso provide an overview of

language variation and change in the South of England, focusing on regional dialect

l evel l i ng and tpeEilendthechaptér byiderstityingahe gapsin

the literature and setting forth how the thesis aims to help fill them.

Chapter3 covers the data and methodojogsed in the thesidegiming with an
introduction to the community ued study in Hampshire. This includes information
on the linguistic, geographical and seeionomic charactestics of the district of
East Hampshire and the surrounding area. Thewolg section outlinemy research
guestions and how | go about answgrihem in the thesisPart of the process of
doing the research involved undertaking a pilot study in a apachool in the area,
the design and results of which are summarisetyréd provide details on the two
schools at which | collected the maiatd and my experience of conducting fieldwork
there. The final section lists how | went about measuring warsocial and linguistic
variables used in the quantitative analysis. iBagr attention is given to socio
economic class given the broadly migldlass character of East Hampshitteough
details are also provided for other factors including parentgiomeof origin,
settlement type and word frequency.

The quantitative anadys of the two linguistic variables is presented in Chaptarsd

5, which cover /ttglottalling andGoosefronting respectively. Both chapters follow
the same basic format, starting with an overview of previous sociolinguistic research
into the variables, establishingeih patterns of variation, phonetic aptonological
characteristics and hothiey are used for social meaningking in speech production
and perception. The main difference between the two chapters isirimebgective
methods sections, as tokens ofw#re analysed via auditory coding, ventbkens of
GOOSE were subjected to caustic measurement and vowel normalisation. Both
variables were modelled using linear mixeftects regression modelling according to
exploratory principles of data analysis, winiare described in the respective chept
The results of the modelling apeesented with graphical illustrations and considered
in terms of the whole sample as well as a-setcontaining just the private school
students in order to examine local farst within that school.

Chapter6 examines the extent to which the quantitative patterns of variation in /t/
glottalling andcooskefronting are mirrored in how individual tokens of these features



are emplogd for social meanirgiaking in particular moments of discourse. | do this

by invedigating how extremely high or low rates of glottal stops and acoustically
extreme tokens oGOOSE are used by particular speakers to construct identity in
interaction. My bcus is on four speake who best represent these extremes,
presenting transcripisf the interactions and interpreting their statedeng and other
indexical work in relation to their use of the phonetic variables under study using
Bucholtz &m0 d&tactitsddf intéssbjedtiv@tyd f r amewor k. Thi s
the variables agart of the overall construction of symbolic meaning by speakers to
reinforce the stances and characteristics they project at specific moments in time,
contextualising theras a form of stylistipractice.

The production data in Chaptedsto 6 are complemented in Chapt&r with the
perception data. These data were elicited as two types of responses to fouy auditor
stimuli feguring speakers recorded as parthe pilot study reading a short story. The
responses encompassed a survey with multiptece answers capturing a range of
traits that could be attributed to the stimulus voices, together with a convertsesko
during which listeners discussed thempressions of the voices and individual
pronunciations of phonetic variables. The survey data are presented using descriptive
statistics and graphs, while the conversation data are reported using trangcripts o
representéte extracts of recorded interamts with participantsTogether, the two
types of perception data build a picture of how noticeable the listeners find /t/
glottalling andGcoosEkfronting as well as what social meanings they associate with
them.

In Chapter 8, | summarise the findings of Chaptedsto 7 and offer some
interpretation of the patterns that | observe. My discussiastructured aroundy

three resaah questions, focusing on how social meaning works in speech production
and perceptionthe nature okalience in sociolinguistics and what the results tell us
about adolescent language usdifferent types of secondaschool Throughouthe
chapter, Imake suggestions for future directions to take in subsequent work. The
findings are synthesisedndthe thesisoncludedin Chapter®.



2 Literature Review

2.1 Chapter overview

In this chapter, | contextualise the thesis in lighthe findings of previous research. |
first explain key theories in sociolinguistics such as indexicality and social meaning
and how these have been used in studies of speedbgtion and speech pept®on.

| then descri be h obeentiskden pteeicusiiterdtaradnd lowic e 6 h as
relates to social meaning. The following section reviews existing work on the
language of adolescents, with particular reference tadheept of the communityf
practice, which has often been used when amajysidolescent peer groupBhe
fourth section introduces previous work on language variation and change in the
South of Englandin the final section, | make clear what the gapshie literature are

and fow my study aims to advance our knowledge of samiehning, salience and
young peoplebds | anguage.

2.2 Sociolinquistics and social meaning

2.2.1 Social meaning and indexicality

Since the beginning of research in sociolinguistics, studige Bhown that different

groups of speakers within a community use diffefemins of linguistic variables.

Early work, pioneered by William Labov in New York (1966, 1972), showed that
linguistic variation is often socially stratified according to masuociological

categories suchs age, gender and so@oonomic class. Similainfdings have been

found by scholars all over the world in multiple languages and varieties (e.g. Wolfram

1969; Trudgill 1972, 1974; Cedergren 1973; Macaulay 1977; Modaressi 1978).
Studies in this traditionreferred to by Eckert (2012) as the firstof thre b waves 6 of
the study of sociolinguistic variation, established common patterns such as the
tendencies for workinglass speakers to use more soh andar d or 6sti gma
featues and for women to tend tlead sound change3hey also showedow

different social situations, often placed on a continuum between formal and informal,

cause people to vary in their use of some-stamdard features, known as style

shifting (Labov 2001)

This early work establieed a certain way of viewing the relationship betwe

linguistic variation styleshifting and listener awarenesa the form ofthree terms:

indicators markers and stereotypes( Lab o v 197 2) termihotogy, Labov6s
sociolinguistic variables that are dtfied according to macrgociological identity

categories such as age, gender and secanomic class, yet do not shift according to

speech style, are referred to aslicators If a variable does di&uy stylistic

differentiation as well as social vatian, then it is amarker | f a marker Ori se
overt soci al consci ousnes s Osteréotypedhisymodel9 7 2 p . 2 /

4



IS very helpful as it neatly captures how the social stratificattdmguistic features

is related to listener awarersesf these features. One of the criticisms of this + r s t
waved wor Kk, however, iI's that sociolingui s
and deterministic fashion along broad masoaiological lines; for instance, the

statement that workinglas men often use more stigmatised variants (espearal
conversational style) is true for many studies but offers little insight into who counts

as oOoworking classd in a gfiove featuedombauni ty
60stigmati sedd @among these speaker

Work in the O0second w&heshie (082Fdnd Hoknquigti | r oy
(1985) showed the importance whderstanding the local meaning of categoliles

age, gender and soeswonomic class ot see sociolinguistic variation as a
phenomenon thas influenced by local factors such as social neks@nd groups of

friends (Eckert 2012). These studies used ethnographic methods to understand what
particular class or other group identities mearth@acontext of the local community.

The 0t hibuilds ontlaisvby taking the focus away from simplyestigating
associations between linguistic variants, speaker identities and attention to speech,

instead concentrating on the social meaning ofuistgs formsi t hat i s, 0t he
and personal chacteristics indexed through the deployment of disgic forms in
i nteractiono (Podesva 2011, p . 234) . | n

considers language as a way for speakers to point t6 {(omde x 6 ) sogah r t i c u
characteristics that baalp the message that they are making or the igethigt they

wish to project withinspecificinteractiors (Ochs 1992; Silverstein 20Q3)inguistic

variants are seen as a semiotic resource alongsathing, gestures and other
symbolic parts of human pression that can all do the job of making meanimg

particular moment of communication. These meanings span temporary conversational
stances to stereotypical character types that, when invokedrguégstic variant, may

help reinforce the content dhe utterance or the identity of the speaker via an
indexical link (Silverstein 2003; Eckert 2008; Moore & Podesva 200B)e
connections made between linguistic forms and social meanings are inherently
ideological,which, according to Irvine and Gal (200@ake place via three semiotic
processes: certaifeatures may be seen as iconic of their speak@gnisatiorn;
certain groups of speakers may be constr
r e ¢ ur sandcertairygéops of speakers or theharacteristicsnay ke ignored or
deniedefbpder asiurt hese ways, | i nidealagisallyi ¢ v ar
associated with particular stances, social groups or styles, simplifying theaersorm
variability between individual speakers and iatgions into recognisable, distinct
categories of gople and their ways of speaking: an indexical relationship.

The notion of i ndexicality in wvariationi
(20@3) theory ofindexical order He uses the term-th arder indexto refer to the

indexical association b&een a feature and membership of some kind of group, such

as macresociological category, without any ideological reinforcement or awareness

on behalfof the members of the community. It is roughly eqlivan t to Labo
indicator. His n+1st order indexrefers to a variable that has become imbued with

5



sufficient social meaning to be internalised within members of a speech community

and thus become part af certain speech style. They thus are the equiwleht

L a b omabker (if speakers are not aware dfet ideological connotations of the

variant) andstereotype( i f speakers are aware). Yet Sil v
dimension to this concept thatmso t captured in,ashebnereds ter mi
correlation between a variant and a social categoiy &mditional variationist study

implies a fairly static, fixed associatioindexical order however,showshow the

fluid, everchanging assignments of ideologyeant hat vari antso soci al n
be continuously reinterpreted depending on the cdntgith new meanings adding to

and potentially supplanting old onéSilverstein 2003, Eckert 2008[ror instance,

Eckert(2008)u s es L a b o vtbesslasdooMar t haéns Vi neyard (1963
that somespeakes took a variable that was already asst@d with the islanderis

PRICE centralisatiori and reinterpreted it as a stance of showing loyalty to thedsla

and its traditional way of life and their opposition to touri§itverstein(2003)notes,

however, that the process is not truly linéandices overlap with each other, creating

a complex cluster of potential meanings at different levels of cons@sssand of

varying associational strengths within a fluid ideological environment.

Relatal to indexicality is the notion agnregistermenf{Agha 2003), which describes

how a set of linguistic features (e.g. an accent or dialect) can become recognised by

speakers of that language as distinct and emblematic of a particular regional or social

group who use that set of featurdehnstoneet al. (2006) reintepret Labov (1972)

and Silverstein (2003) to suggest thaatn+1st order indexhat ha gained yetmore

+1st meaning( L a b Gteréotypé ) s now oéenregisteredob with t
that tre relationship between the linguistic and the dasiaemented for members of

the community. Agha (2003)riginally uses enregisterment to trace hBe&ceived

Pronunciation (RPbecame t he prestigious Ostandarddé a
18" century,yet variationist sociolinguistic approaches to toacept have employed

it to describe how particular linguistic variables have taken on such sbamrigl

meanings that they are seen as direct indices of particular places and speaker groups
(Johnstonet al. 2006; Kirkham 2013; Jensen 2016), even topiat that they might

be commodified by appearing on souveniclothingor in popular music (e.gBeal

2009; Johnstone 2009; Beal & Cooper 2015).

Eckert (2008) expandsn these ideas with her concept thie indexical field She

defines it tasndaf coneainelnlga t hat are ideolo
embodi ment o f i de ol Exlkgry 2008np. 464)She ardguestthatc f or mo
when speakers use a particular variant, they are not simply aglerineir own pre

ordained social status or invokj a preexisting indexical value (an-th order index)

I rather, they are making an ideological rmovhich may well involve the above but

equally may instead be staking a claim to a new indexical valae ishoften

associated with an existing one (atlst order index). The constant reinterpretation

of variablesd soci al m m@differengideologicabmwges d by s pe
in order to relate themselves in varying ways togxisting indexical alues, means

that a given variant can have multiphelices depending on the speaker, time, place,

6



interaction, context, etc., which together form timelexical field. This is well
demonstrated ifrigure 2.1, reprodiced from Eckert (2008 p. 469), which shows her
proposed indexicdleld for hyperreleased /t/ in Ameran English.

British
Nerd Girl
School EDUCATED
Teacher
ANNOYED
ARTICULATE
EMPHATIC o
FORMAL CLEAR ANGRY
ELEGANT ) )
CAREFUL EXAPSERATED
POLITE
EFFORTFUL
Gay Diva

PRISSY

Figure 2.1: Indexical field of hypereleased /t/ in American Englisladaptedfrom Ecker
(2008 p. 469) The words in grey represent stances, thesdlack represent permane
gualities andhose in boxes represent social types.

It/ release has been studied extensively in the United States and shows many social
meanings in different contexts. For example, Buch@#2@01, 2010) finds that

released /t/ is used by a group of nemsgn a sclool in California who distanced
themselves from teachers and other studengxrdjgctingt hems el ves as 6i n
maverickso. Al s o i nrepOrtsthat éimong the studentB efmro r  ( 2
orthodox Jewish school, boys used sigifity more /t release than girls especially

those boys who had formally studied the Talmud at a rabbinical school, and
particularly when they were having an intellectual debate. Stugi¢xotesveet al.

(2002) and Podesva (2006) also suggest thatléAse is assiated with the speech

of gay men and is used by some such men to index a particular kind of gay persona,
namelya &6épri ssyd or o6divad per s oiatea/t/relehse addi
with British English (Eckert 2008), since thenmmon Americarinter-vocalic flapped

realisation of /t/ israrer in the UK. All these potential social meanings are
incorporated into the indexical field Figure2.1, but not all éthem will be activated

at the same time. Insteadlhich indexical meanings are invoked or perceived will
depend on the context of the interaction and the type of person speaking or hearing the
utterance. A hypereleasedt/ produced by a setfescribed eenage &éner do t
at school (Bucholtz 20012010) will have a different indexical meaning to that
produced by a flamboyant 6gay divad doct
2006), but both are linked by a sensedfculateness that could beirgerpreted for

further related social meaningy Ihese speakers or their interlocutors in different
contexts.



2.2.2 Stance and style

The research above shows that the indexical field for a given feature is made up of

inter-relaed social meanings at diffeeievels of reinterpretation for different

speakes in different contexts. It also shows how the different levels of social meaning

can be reified into more permanent and recognisable types of categories as speakers
continueto adapt indexical variables rfadeological purposes. This happenken

stancei 6 a per sonfspkofe xtphreeisrsiroel ati onship to the
interl ocutor so6 (gkduallg diviergegand2vatd @petgion, salidiff )

into permaentpersonalqualities and the distinct personaand social types (Moore

& Podsva 2009) . This process is known as 0st
Rauniomaa 2003)Kiesling (2009) argues that when people describe others, they
often attribute them witstances they regularly takfor e x amp|l e, 6sheds vel

hersel f & eorved me rc oadivingpcretleace to dhe i@da dhat stance is
an important aspect adentity andin some caseis thus the first step in the process of
linguistic fedures gaining social meaning.sAspeakers take on or reject particular
opinions ad practices, they are involved in a process of sttaldag, which, after
repetition, is eventually reinterpreted via generalisation into permanent personal
characteristic§Ochs 1992; Kiesling 2009 oore & Podesva 2009)

The implication of this view ig h a t 0identity and personal S
stereotyping habitual patterns of statica k i n g, or repertoires of
2009, p. 175). This hence helps explaihy people associate linguistic variants with

groups of people, whether of thixed, broad macraociological kind of the first

wave (age, gender, class, etc.) or the fluid, local commibaited kind of theecond

andthird waves( e . g . E ¢ knd butnduss, efc.)y sinkesall af these are regarded

as identities formed by theification of (sets of) regularitaken stances. These then

eventually can end up forming wélhown stereotypes based on masoziologcal

categories, as long as the procekeeinterpretation of indexical values continues and

is taken up in a similar &y by many people in a community (Eckert 2008). Hence,

particular combinations of indexically meaningful features can be identifiedoasa

of stylistic practice.

One notion of style captures how speakers vary in their use of linguistic variants

dependig on the speech situation. For Labov (1966) and othenimse researchers,

style is used to account for inispeaker variation to ytrand avoid erroneously

comparing two ndividuals speaking in different situations. Many studies have found

that speaker use more noestandard linguistic variants when in more informal
settings. For exampl e, al | p aYiork weteilessant s i n L
likely to use THstopphg when reading a text compared to when they were having a

casual conversationggardless of their soceconomic class. Style here is linked to

the notion of the vernaculdra s peaker s most peeth thata l and at
often displays the highegkercentage of nestandard features. Since then, however,

other researchers hataken a view of style that is more fluid, taking into account the

shifting nature of individual interactions and the identities thaakers wish to



construct within them. &illing-Estes (1998) discusses how speakers change their
style in order to altethe image of the self that they are projecting to others. They do
this in response to and as catalysts for changes in the contegtiotahaction, such

as a new topic orosneone else joining the conversation. This is a more complex
account than that dghe firstwave studies as it treats interactions and identities not as
fixed categories but as constgnthanging entitiesHowever, it still traces style to
that of the inceased or decreased use of a single variant.

This stands in contrast to the ratlifferent understanding of style espoused by some
scholars working within the thirdiave tradition of variationist sociolimgstics. These
researchers place importance oreisg a single variant as just one part of a
distinctive, socially meaningful cltex of features that together form a personal style

or persona (Campbefllibler et al. 2006; Moore & Podesva 2009). These tees

need not all be linguistidifferent behawurs, activities and fashion choices may also

be incorporated into a personal Isfya process sometimes known hscolage

(Hebidge 1979) For exampl e, Eckertds (2000) &eth
Detroit showed how pupils at the school constaistiyle through orientation towards

jock or burnout personae, which involved ooty the production of particular vowel

variants, but also involvement in particular activities outside of school and wearing
trousers with a certain length of leg. Outsideetifnographic research, the American
omock white girl & p(20083 iocudes lmguiatic feastized likdbby S|
up-talk and creaky voice as well as other stylistic elements like blonde hair and an
obsession with Apple products and Starbucks eoffdhese features are employed as

part of humorous online parody videos abouttwhaé whi t e girl s say t
girlsé to critique the way that wh4ite gi
whit e girl sdé experi enc elowsalat stylestas idigtiactive,h e n ¢
socially meaningful and involve multiple featst even if they are not noticed as

distinct entities by the people who embody and encounter them (Moore & Podesva
2009).

2.2.3 Sodolinguistic speech perception

The study of how @ople perceive language and how they associate social information
with phonetic wariation has been done for some time as part of the field of language
attitudes research (e.g. Agheyisi & Fishman, 1970; @ar2010), which typically
uses traditional evadiive techniques such as interviews, surveys and questionnaires.
Research in thidiscipline developed the use of the Match@dise Technique
(MGT), in which listeners are presented with audio stimuli preduby the same
speaker but i rand ére sked to evaltatdét gheyi asedadd Garthe
voices of different speakerge.g. Lambertet al. 1960; Giles 1970; Ball 1983;
Loureiro-Rodriguezet al. 2013). The idea is that participants respond ifferdnt

ways to the various guises, showing halfferent pronunciations have different
social meanings. Stimuli areften rated along a series of dimensions, usually
measured via Likert scales (e.g. five points between two opposite adjectives like
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6 e dtuecdad and ¢ whoh datec tgptcadlyd clagsed as measures of
superiority, attractiveness and dynamism (Zahn & Hopper )1985sariant of the
MGT is the VerbalGuise Technique, which uses different speakers for the stimuli in
an effort to overcoméhe difficulty in creating convincing and suffesitly different
stimuli from the same speaker (e.g. Nesdale & Rooney 1996; Baiyatd®001).The

60 0 peewni s e t Goukup20i@uisabthervariant that does not attempt to hide
the factthat the same speaker produces the various guises.

Other resarch on language attitudesften within theframework of perceptual
dialectology employsa rang d alternative methodsThese includ tasks based on
linking social characteristics to written accent labels without the need fdorgudi
stimuli (e.g. Bislop et al. 2005; Coupland &Bishop 2007; Grondelaers & van Hout
2010) asking participants toannota¢ maps of geographical areas to identify the
accentsspoken there andvaluate thenfe.g. Preston 1993; Montgomery 2004nd
interviews with speakerabouttheir views on linguistic varietiege.g. Garrettet al.
2004; Preston 2019T.hese kinds of studiedo nd only yield rating scale responses
but also written or spoken metalinguistic commenytafrom nonrlinguists These
commentscan be a very usefulsoce of data on | istenersdé per
but they are yet to be proplrintegrated together with more quantitative variationist
approaches to sociolinguistics (Preston 2019).

These aproaches to studying the social meanings perceptually assboreth
linguistic variation are very helpful for eliciting overt evaluationsnirlisteners on

their views on language varieties or features. They are less effective at accessing the
subtle andsub-conscious perceptions of phonetic variables that opexate level

bel ow participantso awar eness.perimental t hi s, r
speech perception has offered some solutions. Some studies adapt the MGT so that
individual sounds arapliced from one word into another, creating stimuli that are
identical other than the specific feature(s) under study (e.g. Cankfbldr 2005,
2007;Levon 2014;Levon & Fox 2014 Villarreal 2018; Bailey 2019). For example,

the stimuli in CampbelKibler (2005, 2007) only vary in terms of their realisation of

ING (alveolar vs. velar nasals). This is made possible thanks to accessible and
poweful phonetics software such as Praat (Boersma & Weenink 2017) that allows
researchers to digitally manipulate oedings by splicing sounds, shifting
fundamental frequencynd creating phonetic continua between two -@oihts

among other functions

Togeher with the use of experimental software and sophisticated statistical analysis, a
whole range of experimental igaligms and techniques are available for researchers to
use tostudy sociolinguistic speech perception. One of these is the priming task, in
which listeners are tasked with identifying phonemes from a continuum or matching
an auditory stimulus to a writteane while being exposed to social information
pertaining to e speaker (e.g. a photograph or video of his or her face). If one of the
variarts has been found in production studies to be led by those of a particular
demographic (e.g. age, gender, clasisnieity or a locally meaningful social group),
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it is expectedhat listeners are more likely to interpret the sound as the variant in
questim if the social information in the prime depicts the demographic who leads the
change. These studies often useMeernisubjects designs so that different sabs of

the partigpant sample are exposed to different primes. Early work in this paradigm
found evidence for sociolinguistic priming effects (Johnsdral. 1999; Niedzielski
1999; Hayet al. 2006a, 2006b, 200Hay & Drager 2010; Drager 2011), although
some recent studsehave failed to replicate these findings (Squires 2013; Lawrence
2015; Juskan @16; Walkeret al. 2019). It has been suggested that part of the reason
for the mixed results in this area and smilar work has been due to a lack of
statistical power in t study design, particularly if using a betweseijects format
(Westfall et al. 2014; Kirby & Sonderegger 2018). Another similar experimental
technique is the Implicit Association Test or I1A&.d. Greenwalckt al. 2003; Babel
2009; CampbelKibler 2012),and its variants, the Personalised IAT (Rosstedl.
2019) and the Social Gagory Association Test (Llamas al. 2016). The IAT tasks
participants with sorting emotional attributes (eggod and bad or pleasantand
unpleasantand certain target itesn(e.g. linguistic forms) into one of two categories,
usually referring to sociagroups such as gender, ethnicity or region. For example, in
CampbeHKibler (2012), IATs were used to test theationship between variants of
ING and social stereotypes ledson region and class using both written and auditory
linguistic stimuli.

In summary, research on the perceptual associations between language variation and
social information has found thasteners are able to make indexical links between
varieties orfeatures and the social characteristics of speakers. This has taken place
usingbdi rect & met hods such as |l anguage att.i:
and oO0indirect 0eecheérdemtiohsexpariments. Batls apmoaches are
useful in inestigating this area, but debate has arisen over whether these methods are
accesi ng the same type of perceptions. I n
explicit or conscious associat®rbetween language and social factors the same as
those that st below the level of awareness (Campl@bler 2009; Kristiansen

2011; Pants 2019; Pharao & Kristiansen 2019)? The majority of studies only use one

of these approaches, and those that ltanebined them show a mixed picture of the
relationship betweenexplicit and implicit awareness of social meaning (e.g.
CampbeHKibler 2012; Rintos & Perkins 2013; McKenzie 2015; McKenzie & Carrie

2018; Adams 2019).

Similarly, it is not clear whether sotimeaning operates in the same way in both

speech productionna speech perception. Relatively few studies in sociolinguistics

have explicitly tested this, but Drager (2015) uses ethnographic, quantitative and
gualitative methods to study how phonetic &tian and discourse function interact in

the wordlike among dolescentsatanalli r | sé6 school i n New Zea
the girls in ler study construct different personae using different phonetic realisations

and discourse functions dike, and hat they were also able to perceive these
differences to somextent. Listeners were more likely to identify the stimulus voices

as belongingo a noncommonroom girl if they did not believe they recognised the
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voice and if the stimulus contained a monibyamgal token of quotativike, which
reflected the productioresults. However, the differences in production of /Kike
between commomoom and nofcommonrroom girls were not borne out in the
perception results. Drager (2015 pp. 441) proposes &w potential reasons for
this: first, the phonetic propertied the /k/ tokens in the stimuli (i.e. coming at the
end of the recordings witlut a following segment) may have meant that listeners
needed to attend to phonetic information from other soiméise stimuli. Second, it

is possible that sociolinguistic apch perception effects only take place for variables
that are above thelevelo consci ousness (or Osaliento6; sece
latter idea has lem tested in other experimengarception studiese(g.Juskan 2016),

but needs further workn both production and perception, using methods that
explicitly test whether groduction pattern is something speakers are consciously
aware of in the first place.

Another recent study of spete production and perception is Lawrence (2017), whose
work onvowel changes in York finds that certain traditional Yorkshire variants like

monophthongalcoaATar e strongly enregistered in perce
Yorkshired identliittyi eesncoumplasasnggguoai ned an
someti meandr ugbducat ed?o. However, he finds

the quantitatie patterns do not include an effect of speaker identity such as their

attitudes towards social class or towardskY thus leading to a mismatch between

speech production ang@erception. Lawrence concludes by warning researchers

against giving speakersaanuch agency in models of sociolinguistic variafiofor

example, by assuming that the social meanihgbwve identify in our analyses are the

same as those experienced pgakers in the communitgnd that all speakers have

access to these social magys to a sufficient degree to be able to use them as identity

markers. He suggests that future work on localasameaning in production and

perception may be better doneGrc | osedd communi ties with soci
more stable and easier tbserve, in contrast to an apparénte study of various

groups in a locality with differing types of social netks and practices. In particular,

he recommends secondary solsoas a useful site to do this (see Secfiof) ard
encourages resear cher matioh a schooliethndgraphy anBr ager 6 s
productionperception relations to advance our understanding of the roéeaidl

meaning in sociolinguistic variation and chanjeés with these suggestions in mind

tha this thesis attempts to further our knowledgéheke matters (see Sectidg).

2.3 Salience in sociolinquistics

2.3.1 Overview and early work

The term O6salienced has bebuhit has pfgeh y used i
difficult to establish a clear definition for it or what exactly makes a variable salient.

The basic idea is that some linguistic variables are more peninthan others. This

notion has been part of sociolinguistics since the very beginning withvLalb® ( 197 2)
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tri partite distinction between O0indicator :
Section2.2 Markers vary according to the formality of the ratetion and stereotypes

can be overtly pointed out by speakers, while iatics do neither of these things.
Saliencehasalso benused as an explanatory factor for more recent conceptions of
thiscontnwmm of | ingui stic awar2e08)amslexical osdarc h as
Variables thatonly index n-th order stances or soai characteristicsvould be

regarded as less salient than those thafuatieer reinterpreted to inder+1st order

personae andteyeotypes Salience is, therefore, an important part of the study of
social meaning, but the actual properties of a varidide make it salient have been

much discusseget are challenging to pin down (CampbKibler 2016; Drager &

Kirtley 2016).

Early studies dsalience attempted to identify one or more factors that had the biggest

effect on making a feature salient or pioeamnt. These criteria can largely be
categorised into -Oobeenal vddcbor ss,angual
frequency,degree ofphonetic difference and effect on phonology (e.g. Schirmunski

1930; BardowiHar | i g 1987) , a n dextermalufdciors, csich &sead | arn
featureds capacity to under getandacdc(@gnmod a't
YaegerDror 1993; Chesire 1996) I henceforth refer to t
0social 6 factors respecti veadusedbyBloudgill of t
(1986) specifically to distinguish betwe
Tr u d g1986) chteria for saliene are listed below (similacriteria are found in
Schirmunski 1930 and Auet al. 1998):

1 Having at least one variaithat is overtly stigmatised

1 Having a highstatus prestige variant reflected in the orthography

1 Undergoing linguistic change

1 Having radicaly phonetically different variants

1 Having variants that are involved in maintaining phonological contrasts.

This setof criteria combirslinguistic and social factors into one set of properties that

make a variable salient. It is a very useftdrting pant when comparing which

variables are saliem@ndwhich are not, as each item is fairly easy to assess variables
against. However, there are also some problems with these criteria. One is that some

of them are subjectiviewhat counts as radidglphonetcally different or higkstatus?

Mor eover, once one introduces soci al fact
for salience, it is very difficult to avoid constructing a circular argument (Kerswill &
Williams 2002). That is to say, is a Varle salent because it is stigmatised, or is it
stigmatised because it is salient?

Kerswill and Williams (2002) accept Trgd | | 6 s (1986) account
complete since it best incorporates both linguistic and social factors, yet the issue of
circularity pases a major problem. Hence the authors propose a model of salience that
includes more sociolinguistic languagetenal elements such as social demographic
information. They combine an analysis of language change in three English towns
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with the inguisticand social criteria from Trudgill (1986) in order to test whether the
sociodemographic patterns of linguistic varen correlate with the traditional indices

of salience such as phonological contrast, phonetic distance, stigma and prestige.
Ther results show no clear correlation between the criteria of salience and the
sociolinguistic patterns in their data, whichkea it practically impossible to specify
what conditions must be met in order for a feature to be salient. They accept that
having exhausté all possible factors, the salience of some features may be arbitrary.
Kerswill and Williamsconclude that a modalf salience must incorporate all the
above aspects and that a salient feature will display a combination of these
components, buthat thereis no definitive, nortircular answer to the question of
measuring salience, ot haigeableima psychatoastic a sal i en
s e n 20Zp. 105).

2.3.2 Recent work

More recent approaches to the question of how to define sallene attempted to
bypass the entanglement of different criteria by separating out the linguistic and
cognitive factors fronthe social factors. Hollmann and Siewierska (2006) argue that
the pimary mechanism behind salience is cognitive, with socialofacbonly
emerging later in certain circumstances. A similar view is held by Racz (2013), who
distinguishes between cognitivacasocial salience, the former leading to the latter.
He models cogi t i ve salience on the notfromon of Osu
information theory (Shannon 1948; Hale 2001; Levy 2008hat the less likely a
sound is to occur in a particular segoenthe more surprising it is for the listener. His
unit of measumment for surprisal is transitional probability (TP), calculated
dividing the number of occurrences of a pair of features next to one another in a
corpus with the number of occurrencestod feature under study (that is, likelihood

of XY =+ likelihood of X). Socially salient variables, for Racz, are those cogmntivel
salient variables that end up becoming a marker of social indexation, though he does
not go into detail on how or why thisappens to some variables but not others. He
makes the link betweethe cognitive and social aspects of salience through exemplar
models of speech production and perception (see also Drager & Kirtley 2016), which
posit that the phonetic and social detailuttierances are stored as exemplars in the
human mind, forming cag@ries which are activated upon exposure to new linguistic
input (Pierrehumbert 2001; Foulkes & Docherty 2006; Johnson 2006). He concludes
that variables that have a low TP, and thus a bigiprisal value, are those that are
well-suited for use as socialjuistic markers because they are salient regardless.

This focts on salience as a cognitive or psychological phenomenon is shared by

several recent studies in the figBlumenthalDraméet al. 2017). Similarly to Racz

(2013), Jaeger and Weatherholtz (20®6icourage the use of surprisal to model

salience, this timeading the logarithm of the inverse of the contextual probability of

the sound, though they Ir@ssadlthedrsttinrdeai r di scu
hearer encounters a new soundrather than sustained exposure over time. A
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perceptual study by Zeoneet al. (2016), however, distinguishes between surprisal
and salience and argues that langdaggrnal factors need to Werther separated
from contextual aspects such as the goal ofitteraction. Schmid and Gunther
(2016) go further, proposing anified framework based on different cognitive and
social contexts that accounts for the fact that salient variables cawdeethat are
both highly familiar and entrenched or highly unfaarilor unexpected. In summary,
these articles use sophisticatedthematical modelling and insights from psychology
to model salience, often using the notion of surprisal, which until ngckat not
been seriously tested in sociolinguistic treatments adiersce. This shows how
salience may not be just a linguistic social phenomenon but is part of general
human cognition, highlighting its complex and mdiiceted nature, that may not be
able to be addressed solely using sociolinguistic methods. Tthenfegy thus be better
suited to answer questions relating te gocial aspects of salience rather than the
cognitive ones, or at least make clear the differences between the two arnlkleireat
as separate entities.

This is the direction taken in some ret&ork in sociolinguistics, with some studies
even defining d&ence in not two but three ways. Auer (2014) distinguishes between
physiologically, cognitively and socially conditioned ealte. The latter two are
comparable to how they are used elsewlferg. Racz 2013), while physiologically
conditioned salience fers to a perceptual, sensory noticeability evoked by, for
example, sounds with higher duration or amplitude. Podesva (20ddpres
intonational variation in American English with referenoethiree kinds of salience:
categorial, phonetic and social ssce. Categorial salience refers to how frequent a
variant is i n an i nAfrequencydours being unexges andh , Wi |
thus carrying more noticeable social meanings, mediatethdyformality of the
situation. The focus on frequency hasrbeebated in earlier conceptions of salience
(BardoviHarlig 1987; Kerswill & Williams 2002) and the idea of unexpectedness is
similar to the notion of surprisal (e.g. Racz 2013; Jaeger & \Wdathz 2016).

Phonetic salience i s ) sriterion |ofa radical phondtic ud gi |
difference, in that more acoustically extreme variants are said to be more salient. This
concpgt, as well as Auer 6s (20149gi Iplhéyss ivod rokg i

emphasising that it is not only phonetically eggirical variants that may be more
salient, but also individual tokens of that variant that are extreme compared to others
when measured acoustically (e.g. very steep intonation contoursyohigér vowels).

For Podesva (2011), social salience encompaseselationships expressed by
Labovds ( 1 9-mazkgrs tienrdeioctaytpoer conti nuum and
indexical order;variants are more likely to reach stereotype status if they are
caegorially and phonetically salient.

A similar conception of deence is used by Levon and Fox (2014), who make a

di stinction between 6ésalienced laaguabe 6 soc i
internal and-external factors such as those mentionedha previous section that

make a feature more noticeable, wtilie latter refers to the relative availability of a

form to evoke social meaning (Labov 2001; Kristiansen 2011). They Higtthg
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i mportance of Prestonds (20610wh2@hl)powortlis an
step process between noticing a lingjaideature and reacting to it. First, listeners
notice a variant in the speech of others, and then classify it accordimgdoritext of
the interaction and the social information linkedthe speaker. Depending on the
| i stener 6s atédclagsiticdtiers, he a sha wiltirmbud ttedesture with
relevant attitudinal values and then react to it. This process sy that is, the
perceptions people have of linguistic featunedl depend on the social and
interactional context in which ¢hvariable is encountered. The big implication of this
is that the social salience of a variable is not fixed or uniformIfaoatexts, or for

all listeners, but that it may vary for differeindividuals or groups of people. Levon
and Fox test this tloey in their perceptual study of listener sensitivity to alveolar ING
and THfronting in British English, which are said to belatively less and more
socially salient variables respectivelyhe only group to link one of the variants with

an ounmradfoeprireaept was Nor t-flomtingnwhientlgel i sh | 1 st
authors argue may be because alveolar ING is not w@matised and that TH
fronting is less common in the North thdaneé Sout h. They emphasi se

strengthoécemndridbirt pxwadne | e, how strongly Onor
listeners feel or how big a part of their identity ifiisnay play a role as part of the

contextual information that mediatpse o pl eds capacity to classify
with social neaning, though their study does not test this explicitly.

Similar ideas are invoked by Schleef (20bJ, whose perception studof /t/-

glottalling and alveolar ING shows that the former is eisged with a stronger and

more coherent cluster of social meags than the latter. He interprets the results in

terms of soci al sal i e (2@lé)defndic efdheternm andev on and
on the notion of attitude strength, which is affectedh®y quantitative distribution of

the features in speech prodocti His logic is that if a variant is highly socially

stratified in patterns of production, it will make the process of maieind imbuing a

feature with social M enare autoigpatic( adda stronger,ude ac't
leading to quicker and more cairt evaluations of accent features (which can be

measured in perception tasks). These activations will also be more corststess

groups in a community compared to features with minimabsstratification, which

have less automatic attitude actieatiand hence weaker and more fragmented

attitudes between groups. This work again indicates that speakers of different social
characteristics, such as accent and social class, may vary inhkegwpérceive a

feature as a result of their differing experiesf its social stratification (or lack

thereof).

Relatedfindings and interpretations are explored in a range of othertrsttaties of

salience and sociolinguistic perception (e.g. Dra@dr52 Juskan 2016; Llamas al.

2016) that interpret the socialspects of salience in terms of the indexical order

(Silverstein 2003) and consider how different levels of exposure mayt adfe

variabl ebébs soci al sal i enc.eOnd esamplalis Jerfsenr ent gr c
(2016), who uses the indexical ordedamregistermer({Agha 2003, Johnstonest al.

2006) to analyse the indexical relationship between five grammatical featudes an
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placeon Tynesi de. She tested participantso6 a
variables were identified over 90% ofkthime and were strongly associated with the
localar ea in participantsd percepti bases. She
who expressed a strong affiliation with Tyneside were better at identifying them.
Jensenos study findest waemrc!|l gaei akellatd onsgtk
enregistermentjinking the cognitive and social aspects of salience together. Her
resultsalso indicate that salience and social meaning may be different for some

groups in the community depending on their ideologiestds their home town.

2.3.3 Summary

It is clear that alience is a rather contentious term that means somewhat different
things b different people. Traditionally, work on salience has been characterised by

the quest to find a set of objective languagerral factors such as phonological

contrast and phonetdifference, together with languagg&ternal, social factors like
stigmatsation, that act as criteria for salience (Schirmunski 1930; Trudgill 1986; Auer

et al. 1998). However, it has become evidenttthane of these criteria definitively

accounts fosalience, and that the introduction of social factors leads to the pbtentia

for circular arguments that are very difficult to avoid (Kerswill & Williams 2002;

Jansen 2014). More recent work has moved dway this endeavour by delineating

different typesof salience, particularly by separating out the psychological notion of a
feature O6standing outdé from its surround
evoke social meaning at different levels ofaagness (Podesva 2011; Racz 2013;

Levon & Fox 2014) This has led to something of a split as work on the cognitive
factors taks an increasingly probabilistic turn (Racz 2013; Jaeger & Weatherholtz
2016; Zarconet al.2016) while many sociolinguists hattened their attention to the
integration of socialsalience into wider sociolinguistic theory, particularly that
pertainingd Si |l versteindéds (2003) indexical ord
Jensen 2016; Schleef 2017

Reviewing the last four dedas of literature on salience seems to lead to the
inevitable conclusion that the mechanisms of why some linguistic feattgencae

noticeable and more strongly linked to social meaning than others is very poorly
understood and that much more researclembracing both psychological and
sociolinguistic méhods and theories, and examining grammatical and disetawese
variablesas well as phonetic onésis needed (Jansen 2014). It is little wonder that

some researchers, such as Auer (2014), have suggesicb andoni ng t he t e
altogether and stking more closely to less contentious and more specific terms
alreadyused n sociolinguistics such as o6indexi
of how to operationalise salience in this thesis, itesrvy t empti ng to p
suggestion into practicédowever, despite the confusing variety of definitions for the

term, it isstill useful as a convenient shorthand for a phenomenon that undoubtedly
exists but, as we have seen, is very difficult to piwmloWhat is more important

i nst ead i sfinitioh aftsaliemce esdchearlyd specified and that different
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versions of tk concept (or indeed other terms such as awareness, attention or
noticeability) may be needed to talk about different things (Gathgibler 2016;
Drager & Kirtley 2016).

2.3.4 Saliencein this thesis

In this thesis, | am primarily interested in social meanmgpeech production and

perception and whether different variables undergoing similar patterns of otemge

be used to make ih similar ways. For this reason, | make use ofther m GOsoci al
salienced, defined by LeviwavalabltyofBfomn (2014 p.
to evoke soci al meani ngo. This is the most
studying social meangnand clearly sets out that the kind of salienaaml talking

about is the kind that can be analysed using indexicality ahdr dheories in
sociolinguistics. However, as suggested in previous research, a socially salient feature

is one that is cognitivglsalient as well (Racz 2013). As good as it wookdto be

able to put forward a fully coherent model of salience in sogalsiics that accounts

for both cognitive and social factors, though, studying cognitive salience as in recent

work requires largexisting corpora and psychological techniques énatbeyond the

scope of the methods and questions employed in this thEstse studies offer

helpful insights into how salience is treated more broadly in human cognition, yet

they can require complexesources such darge, pre-existing fully transcibed

corpora to test, which may not be appropriate for commuspigcific ®ciolinguistic

studies that use original data. In addition, such psychologiballed conceptions of

salience are generally lineitd onl y t o © when alistenér emmigidrsiae n c e 0
novel variant for the first timé rather than later stages ofcsally-indexed salience

that build up over time (Jaeger & Weatherholtz 2016), which restricts their usefulness

for questions thahvolve social meaning.

Instead, | attempttocaptue t he Osur pritdi megphearnt sodtfarsdl i en
alternativet er m, which i s &édnoticeabilityod. Her e, I
stands out enough so that listeners are ableettifg iti i . e . Oinwvhdniaskesl 6 1 t

to pointout phonetic features that sound interesting or unusual to them fromian aud
stimulus, which is one of the methods used in the perception tasBésten7.3).!
The aim with this is to ground my study of salience at least partly in cognitive factors

while admitting that my methods do not allow fof au | | i nvestigation of
saliencebd. Of cour se, t he fact wurbyaa | i stene
case of it 6standing outdé compaitid to ot he

process is socially mediated, not least by the fhat as untrained lay listeners,
participants may not have the mditeguistic discourse required to verbally debe
the phonetic properties of the stimuld.i everl

!Note that this definition of 6noticingd is specific
the term is used in some literature in social psychology, in which noticing chattbeonscious or

unconscious (e.g. Devine 1989) or in some sowoistic work such as Preston (2016 p. 186), who

defines it as O6the uptake of an event such that proc
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However, my priority is to minimise the risk of fiag into the trap of making circular
arguments surrounding salience orith conf | ;
O6subjectived soci al ones, even though thi
phenomenon in which cognitive and social factorssarelosely intertwined. | do this

by using the word édnoticeabl e ureandtheef er t
phrase O0socially salient6 to descr-4 be ho
making in production (by being socially stréd and used for identity construction in
interaction) and perception (by eliciting strong and consistent s@saéations from

participants when they talk about individual featurd$)is approachrepresents and

builds on previous findings in the study saliencen sociolinguistics (e.g. Levon &

Fox 2014)while also acknowledging the limitations and risks ohgdhe term.

24 Adol escent sbGatstcheaachguage use

2.4.1 Adolescence

The study of the language of adolescents has been part of sociolinguistioméor s
time. The teenage years represent a period of transition between childhood and
adulthood as people undergo Ibgical changes via puberty, while sociologically,
teenagers in many societies experience unique opportunities and challenges at school
while also having to navigate and renegotiate relationships with parents, friends and
the community. The exact defininoof adolescence in terms of chronological age,
neuraephysiological development or role in society varies considerably (Kirkham &
Moore 2013).In this thesis | restrict my discussion to teenagers (those ag&€)13
unless stated otherwise, although | ackizoge that some of the relevant
sociolinguistic findings for adolescents can also apply tegerage children and / or

to young adults.

Thelinguistic consequences of adolescence as a stage of life ardosethented. On

a simple biological level, thtunda me nt a | frequency (pitch)
sharply during puberty as a result of growth in neck length and width, causing descent

of the larynx and enlargement of the vocal tract (Harmdsal. 1997). In
sociolinguistic work, one of the maintimgs i s t hat of the O0adol e
of apparentime change find that the rate of use of innovative phonological and
grammatical éatures tends to reach a high point in the teenage years, approximately
ages 1407 (Labov 2001; cy 209 Holnesalliott 2015&201B)0 A r
Assuming that speakers remain stable throughout their lifetimes (though see e.qg.
Harringtonet al. 2000; Harrington 2007 for evidence against this assumption), the
speech of young people today represents how mualgiel and older people will

speak in the future. Language change is argued to occur via incrementatidoy{step

step change), so even higher ratésise of innovative features will likely be shown

by the <current younger g e n e r haddilescanbes o whn
(Labov 2001).
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Eckert (2000) argues that part of the reason why teenagers lead language change is

because adolescent life is shand intensé 6 a soci al hot housed (p. 1
that not only is adolescence a transition period betwe#ahood and adulthood, it is

its own distinctive stage of life with its own culture. This is particularly the case for

western societies siacthe mid20"c ent ur y , during which time t
was coined to describe those going through thisode(Bavage 2014). Socio

economic changes that have occurred since then, such as longer life spans, the shift to

service economies, urbanisatiand compulsory secondary educatiahfacilitate the

development of adolescence as a unique phase of lifsgi&rwilson 2004). Young

people spend longer in school, enter the workforce later and get married later, thus not

entering the adult world tiha more advanced ag8uchchanges are, of course, not

unique to the west, and even in parts of the globe wtese shiftsare less

accelerated, adolescence is stillliatinct part of the culture (Caldwebt al. 1998).

Yet for teenagers living in ban western environments since the 1980s (i.e. the main

objects of sociolinguistic research on adolescence), livegs are quite distinct to

those of children and adults, and so we can expect their language ttetendibo.

One of the unique aspedaslife for the majority of adolescents is daily attendance at

school, which plays a major role in shaping theghd&vious and worldviews.

Borrowing from Bourdieu and Boltanski (1975), Eckert (2000) argues that ssegond

school i s a 0 s hiohblanguage anthatlmek serhidiic resaurceg gain
ovalued as o6commoditi esd. Sersmauthoribes@andt s ar e o
wi der adul t soci ety as theegse mighpincudeuce 061 eg
stardard or prestigious linguistic formspnservative fashion choices or ideologies

that promote educational achievement. Other objects are employedasitmpp to

these norms but have their own subversive value as ways of projectingdiladult

gualitieslike independencer agerestricted beaviours like smoking, without being

submissive to adult authority. As young people develop cognitively and gotiedi/

become more aware of themselves and of the value of all the goods in the
marketplace. This inctles the value of their own bodies apdrsonalities in the
O0mar ket pl acesd of heterosexuality and popul
0 pr od upetsand stybef that have differing values in various contexts, Eckert

makes the case that stylistic usklanguage is important for adoleste as they

express themselves in a way that reflects how they wish to position themselves in the

symbolic markeat school in preparation for their entry into adulthood.

When previous studies in sociolinguistics haesearched how language is used by

young people in secondary schools, they have often used ethnographic methods (e.g.

Eckert 1989, 2000; Moore 2003; Rpton 2006; Kirkham 2013; Alam 2015; Drager

2015; Howley 2015; Gates 2018). This involves becoming acpemtobserver in

the community, speding months immersed in school life and developing personal

relationships with teenagers before collecting spekth (Eckert 2000). This gives

researchers a number of advantages: they can get to know the commudetsil;

they can observe how indiwida | participants® unigue per sons:
life; students are more likely to use a casual style dute recordings after having
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already got to know the researcher; and they can contextualise the atatah&
recordings as snippets of a raoprolonged experiencef sharing life with the
participants. These are all important when studying how linguisti@tion operates
stylistically at school, as the social meanings and values attached to featurke may
subtle and only make sense or bdirgal within and by the local community
(Drummond & Schleef 2016). The main drawbacks of ethnographic researttaare

it takes a very long time to establish relationships with people before recording their
speech, amh that there is no guarantee that pgyants will be willing to include the
researcher into their social lives, especially at school, where therarigeaage and
power gap between all adults and students, mandated by the structures of the
institution. Indeed, other work in sociolinguistion the speech of young people has
not used ethnographic techniques but has still obtained insightful findings (e
Fabricius 2000; Badia Barrera 2015; Leach & Dann 2018; Dann 2019).

Studi es of a d e | pmdices @att sshimol frequendlyu finthat ithe

production of linguistic variables differs between peer groups. In everyday speech,
these groups are typial | vy referred to using ter ms
0cl i ques-0ulatnulr edssbu.b givere yameas, regher by thee students
themselves or as analytical tools by the researcher, connecting the members to a
shared stereotype, ideological staror set of practices. Some of these are common to

many schools in the western world and are frequentipked as part of popular
discussios and depictions of school life in the meidi® g e e k s 6 , 0jocksbo,
Opopul ar ki ds 6,arefmore schoa pteaxzmd¢e .c Qtehagr st he
Al ternativesd and O0Real sdmeschalg ¢hese group n Dr
labels andhe stereotypes associated with them become so ingrained into institutional
social life that all individual studés can be placed on a continuum between them,
such as the jocks and b undarg schosl iniDetroiEc k e r t
(1989, 2000).

2.4.2 Communities and constellations of practice

In third-wave sociolinguistic research, adolescent friendship grotupscheool are
often anal ysed using the framewor & of 0
construct coined by Lave and Wenger (1991) asgdatsocial theory of learning and
introducedto sociolinguistics by Eckert and McConn€élinet (1992). Communities

of practice are aggregates of people who develop shared practices through mutual
engagement and joint enterprise (Wenger 1998; Eckert & kic€lbGinet 1999).
Examples include familiesteams of colleagues, bands, sports clubs, university
research groupsieighbourhood gangs and internet forums (Wenger 1998). What all
these groups have in common is people engaging in regular social pramgietet
through interaction towards a commooag) with individual members forming a core

and a periphery of the conunity depending on their level of participation.
Communities of practice are very useful for sociolinguistic analysis in thewlaive
tradition (Eckert 2005, 2012), as they allow fibre analysis of the construction of
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meaning and identity through larage as a shared social practice, which can form
ways of speaking that are particular to the members of a community of practice. In
addition, the negotiation of meaning as part of theretissocial knowledge displayed
through the joint mutual endeavourstbé community of practice can be performed
through the construction of personal linguistic styles, facilitating linguistic variation
betweemrmembers of the same group. This can be calbgedgular stanceaking and
social indexation as part of how peoptestruct their individual and group individual
identities, both within the community of practice and in relation to other communities
of practice and the wider social order (Eckert 2005

It is unsurprising, then, that communities of practice have fralyubren used in
sociolinguistic research on adolescents to help explain how peer groups at school use
distinct linguistic styles (Eckert &cConneltGinet 1999; Bucholtz 1999; Moore
2003; Kirkham 2013; Drager 2015). These studies show that groups ofgégsna
position themselves in relation to other groups at school and the school itself by
taking stances in interactions with their frienddjietr build up to form a group
identity throughparticipation in shared social practices, particularly stylistictm@ac
(Eckert 2005). In some research, clusters of communities of practice have been found
to share certain linguistic features on the basisshared ideologies or other
characteristicsd-or example, Kirkham (2013) identifies six communities of practice in
his ethnographic study of a Sheffield secondary school, which can be grouped
according to their broad orientation towards the school (stigpoor resistant). He

finds that there areome sociolinguistic similarities between groups within the pro
schooland antischool categories, with the aistthool communities of practice using
laxer realisations of the hapwyowel than the pr@chool ons.

These sets of related communities of practtan be analysed using the notion of the

constellation of practicayhich is a group of inteconnected communities of practice

that are linked through shared locations, institutions, members, causes,rggigleso

(Wenger 1998). This construct is udey Drager (2015) to analyse variation between

peer groups in an affi r | s 6 school i n New Zeal and, wh
communities of practice, but they could all be organised into two constellations of

pracice based on where their members hung outiatHtime: inside the common

room (CR) or outside it (NCR). The commties of practice in the common room all

shared a broadly prechool ideology, regular participation in sports and a taste for

mainstream fason trends. On the other hand, a diverse eaafjcommunities of

practice hung out outside the common room, inclugi gr oups known as O6th
60t he geeksd and oO6the Christians©éo. Each NCR g
and styles, but all werunited in their geographical isolation frahee common room

in the centre of the school and their rejection ofrtte@nstream norms set by the CR

girls, who dominated social life at the school. Drager finds phonetic differences in the

use of the wordike between the two constellations of practiskowing that not only

do the mutual endeavours of individual commusitof practice cause new linguistic

styles to be formed, but that this process can extend to constellations of related
communities of praate based on similarities in the stances thembers take up.
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Constellations of practice are a useful constructhey help explain variation in
linguistic and other behaviour at multiple highevel tiers of the social order based
on interrelated comranities of practice. As Drager (2015 p. 44pkxns, not only is
the CR / NCR distinction in her study a type ohstllation of practice, but so is the
entire year group and the school as a whole. One way of advancing this research,
therefore, would beto compare the linguistic practices of diffetelevels of
constellations of practice, such as sets of peer groithgrvnultiple schools in the
same locality. Similarly, future work could examine how a sdpeal feature can be
used in different ways bylifferent adolescent communities or constellas of
practice (Kirkham & Moore 2013). This would help us gain @#idnaeinderstanding of
how language variation operates at micro and macro levels in society.

2.5 Language variation and change in the South of Bgland

Much of the literature on varieties &nglish in the South of England from the last

two decades has centrexh the phenomenon of regional dialect levelling (e.g.
Williams & Kerswill 1999; Kerswill 2003; Torgersen & Kerswill 2004; Holmes

Elliott 2015), also known as suptacalisation (Britain2010). This term encompasses

two separate but complementary procesdds:ievel | i ngdé, which i s t
| ocal l i nguistic variants from accents a
variety gains features from other accents that arenofised across a wider region. For
example, the traditional local mtactions of themouTH vowel in Hastings, East
Sussex, § & 0 fx are declining in usage in favour of HiRe [ad] and the London
monophthong | f or m [-Hlid&t2016)HTbdsarfieideys are closely related to

another productive strand of research in varieties of soutBegtand, which has
concentrated on the changes taking place
English, Received Pronunciation (RP), which is histolychhsed on pronunciation

used in the South East (e.g. Ramsaran 1990; Wells 1994; Faliz@d@s 2018;

Hanni sdal 2006 ; Trudgi || 2008; Badia Barrtr
This research is often discussed with reference to the supposederneege o f a O n €
varietyd in the South East knownmisingim 6Est U

popularity among young people and challenging RP as a new reference accent (e.g.
Rosewarne 1984, 1994; Coggle 1993; Altendorf 1999, 2003, 2016, 201%yilKers
2001; Przedlacka 2002; Britain 2005).

The idea that Estuaew Bogkehsbh bBwesepirhngehnt
displace RP has become popular with journalists, yet linguists have generally
interpreted the situation in light of the overphtterns of language variation and

change in the South mentioned above. That is to sagepses of levelling and

diffusion, caused by language contact resulting from high social and geographical
mobility in the region, have led to the spread of form&tal features (mostly from
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working-class London speech) around the Home Counéird bepnd alongside the
disappearance of traditional dialect pronunciations. In combination with other social
factors and changes relevant to British society in the BiteaBd early 23 century,

such as the breakdown of the traditional social class struamtate¢he proliferation of

mass broadcast media, it is argued that high mobility in the South East has driven the

l oss of | ocal var i ant sdthe speead ofyacset ofdeatpreso p | e 6 s
that supposedly index anone gi onal |, t rnaty (BViliams & Keoswitl h 6 i d e
1999; Altendorf 2003; Milroy 2007). These changes are also being embraced by some
young people from elite and midddtass backgrounds, wiin helps explain why

references are made to changes in RP. While the phenomenon hasbededr
throughout the UK, particularly in urban areas (e.g. Milebyal. 1994; Docherty &

Foulkes 1999; Stua@mith 1999; Foulkes & Docherty 2000), it is said Have

developed earliest and quickest in the South East due to iteavelected transport

links, relatively high prosperity and close proximity to London, from which many of

the changes are reported to have spread. The-Egalaphonetic features thaave

been observed to be spreading in the South East and sometimes labelled as Estuary
English include the following features (this is not an extiag listi see Altendorf
2003,2017)3

1 /t/-glottalling (or /t/-glottalisation): realisation of /t/ in wordnedial and
word-final position (especially preocalically) with a glottal articulation,
mog commonly described as a glottal stoh p.g.sort of[SCEdv] > [SCR Ov];
butter[bAto] > [bA 1].D

i TH-fronting: r eal i sati on of the (spatxthg Withf ri cati v
the labiedental realisations [f] and [v] respectively, etitee[ @] B [fé 'E] ;
bother[bddp] > [bovo].

1 /I vocalisation:r eal i sati on of <coda /[ 1/, whi ch is
lateral [bin southern varieties, with a voaahrticulation, typically in the back
rounded range}~ o ~Q, e.g.ball [bCEp> [bCE]; milk [m&k§>> [mddK].

1 coosefronting: r eal i sati on o fcodsain®Vells (982) withl e xi ¢ a l :
a centralised or fronted articulatiod f A~ y] in any position apart from
beforeacoda/ll,e.goonf su'En] > [ sy En].

1 /¢l labialisation: realisationof the alveolar approximand/ vith a labiedental
approximantd], e.g.red[¢ d] > [& d].

1 /h/-dropping: deletion of the glottal fricative /h/ or replacement with a glottal
stop phrasénitially, e.g.h e 6 s [hhaiplzy nh&pi Ap b ] [

2The term O6Home Count i diss®df Englandahatishare a kofder with Gteater t he coun
London, though iis sometimes used to describe a larger area of the South East that also includes

Hampshire, which does not border London. In this thesis, | use the term in the first sense.

3 Some of the wdables listed have existed in traditional dialects across southegland for some

time, such as /I/ vocalisation and-hopping (Trudgill 1999a). However, they are often investigated

today as part of the spread of London features across the UK, atlypecihe speech of those who

would not have ever spoken tradital dialect anyway (i.e. middiglass people).
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These phonetiosariables have taken up much of the literature in sociolinguistic
studies of the &uth East, but they do not represent the entirety of it. For example,
HolmesElliott (2015) studies variation in theouTH vowel in Hastings, which has

many variants includim RP [d)], the traditional southerrO[ff and the Londo
Kerswill and Willians (2005) investigat®ouTH together with the other diphthongs

PRICE and GOAT in Milton Keynes. In the South West of England, research has been

done on the loss of traditionaériables such as rhoticity (Piercy 2006; Barras 2018)

and the long fronBATH vowel (Piercy 2010; Dann 2019).

The overall picture of sociolinguistic research on southern varieties of English is that
regional dialect levelling and language change in lbondnd in Home Counties
towns such as Reading and Milton Keynes is selbied (eg. Cheshire 1982;
Tollfree 1999; Williams & Kerswill 1999; Przedlacka 2002; Torgersen 2002;
Altendorf 2003; Cheshiret al. 2008, 2011; Kerswillet al. 2008; Gates 2018), ye

there remain large tracts of southern England whose language has not been
invesigated since the Survey of English Dialects (Orton & Dieth 1967). This has
prompted renewed interest in a wider variety of southern dialects with reference to a
range of lingiistic changes in the region (see e.g. the chapters in Braber & Jansen
2018; Wright 2018). The language of the cities and counties of the central South of
Engl and (roughly equivalent to the o6Cent
199%), including Hampshire, remain particularly undsiudied, even though they
offer a potentiallyuseful site for research on the spreadikstuary Englisbfeatures
outside of the Home Counties and the loss of traditional dialect features in mostly
rural locations.

26 This t hesi sb6ébs contribution to the I

In this chapter, | have discussed howdsts in sociolinguistics have shown that
guantitative patterns in the use of a linguistic feature in a community speech
production vary according to social groups at maerd micro levels. Furthermore,
individuals use phonetic features to make socialninggin interaction, which can be
modelled using the indexical order and the indexical field: social meanings can be
reinterpreted to form a constellation of multiple potantneanings that can be
indexed by a given linguistic form depending on the sauial interactional context.
Research has found that these patterns i
perceptions of language varieties and individual linguifgetures, using explicit
measures as in studies of language attitudes and irypthuibugh techniques such as
speech perception experiments. I have al
sociolinguistics, with early work seeking to establish tadfelinguistic and social

criteria for why some features are more prominentstefier perceptions than others.

More recent studies have attempted to avoid the inherent circularity involved in these
definitions by separating cognitive and social saliettiee latter of which has been

used in conjunction with theories of indexicality investigate why some features
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reach higher levels of the indexical order while others do not. Studies of social

meaning and linguistic variation are often carried out arestents as the leaders of

| anguage change and as eepchaedbsofnsebendaywn
with the constructs of the community of practice and the constellation of practice

serving as useful tools to model the shared networks, idesl@gd practices of the

friendship groups that characterise school life.

Throughaut the chapter, | have also touched on what we do not know about these
matters. For example, little work has been done on how sociolinguistic speech
production and speech pgeption occur in the same speakers. Evidence from Drager
(2015) indicates that the may be a link between the two, but this may be mediated
by whether listeners are conscious of the variation. Similarly, the debate over how to
access the social informatigperceptually linked to linguistic variantsvia direct or
indirect methods shows that there is still a lot that we do not know about speech
perception and its relation to 6édconsciousne:
innovative and multipl&kinds of methods to study this are required. Both of these
points are closely linkd to salienceyet disentangling the cognitive aspects of the
concept from the social ones is still a work in progress.

The study reported in this thesis is an attempt tgness our understanding of these
concepts. In a similar way to Drager (2015), udst both speech production and
speech perception in the same set of participants in order to understand whether local
patterns of usage are socially meaningful both in iotema and in listener
perceptions of speakers from the same background. | dintlaissecondary school
context as it allows for an examination of local social factors such as friendship
groups as well as mactevel effects among speakers who are likelyise high rates

of variables undergoing change in order to construct identitya isymbolic
marketplace. However, | build on existing research by studying two linguistic
variables that represent opposite ends of a continuum of salience, based on previous
work suggesting that salience may play a role in mediating prodymi@eption
relations and that this may be different for different groups in the community. | do this
using a range of analytical techniques in order to come to a comprehensive picture of
the social meanings of the two variables. These involve both quantitativeorasiati
analysis and qualitative interactional analysis for speech production, and a rapid
response survey task and a considered conversation task for speech perceptisn. This i
inspired by CampbeKi bl er 6s (2005, 2007) wortdt using s
study the social meanings of ING in the USA, but my thesis combines such methods
with a communitylevel production analysis to try to understand how these meanings
work atboth a macro and micro level.

In addition to these broad theoretical aims, mysitheseeks to offer an original

contribution on a more methodological and descriptive level. The use of techniques

more associated with language attitudes research, suchvagssand conversations,

as part of a study in sociophonetics is relatively réres done with the goal of
examining the extent to which speakersd own
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individual linguistic features in natural, unmodified samplesesbrdings can reveal

as much as their categorical responses to digitally mangoulstimuli in tightly
controlled experiments. Also, my study samples teenage participants attending two
schools, each representing a different level of the social classuspdet state school

and a private school), which helps us understand the rollasd on sociolinguistic
variation. However, class is not solely measured here by (parental) occupation or
similar traditional measures, but it takes the form of two diffecemstellations of

practice (schools) that reproduce different ideologies arodndagion and mobility

that influence the social world that young people inhalaihd thus, the stances they

take and the meanings they make, displayed through phonetidorari@nally, the

thesis adds to the literature on varieties of the South ofaBdglin particular the
understudied accent of the county of Hampshire. Much of the literature on language
variation and change in the region focuses on regional dialedlingvand the

di ffusion of a set of featur eswllkigO8)wn as
someti mes | abelled as a new variety <cal
locations. Hence a study of some of these variables among adoles@négdlibwns

and villages inHampshire, as a prosperous rural location straddling thedaoyn
between the Estuary heartland of the Londominated South East and the more
isolated South West, would help us assess the spread and social meanings of

i nnovattihvde féeyadwr es among the new gener at
English speaket
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3 Data and Methodology

3.1 Chapter overview

In this chapter, Hiscussthe community studied in the thesisdthe approach | took
in collecting and analysing the data ob&infrom it The first part of this chapter
outlines linguistic researcltonducted onEnglish in Hampshire together with a
description ofthe geographical and soes@onomic characteristics of the area from
which my participant sample is drawithe next setion explains the research
guestions and how | answer them in the igidis is followed by an introductioto
and a justification ofny overall methodological approagbarticularly relating to the
perception data. The details tfe procedure for cakting the data are given in
Section3.6.1 The methods for each type ahalysis arediscussed in depth in the
methods sections of tleerresponding chapters.

| then provide details about the pilot stualyd expain how the esults ofthis study

informed the design of the main study. Thisfadlowed by an account ofmy

experience visiting the schools ancbnducting the group discussions with

participantst oget her i nf or mati on apaductlturée he school si
last setion of this chapteexplains how some of the variables used in the quantitative

analysis were measured, with a focus on secmnomic class.

3.2 The community: Hampshire

3.2.1 Hampshire accent and dialect

In terms of studies of the languageéHampshireitself, very little research has been
conducted. The countyds | ocation in the <ce
Country dialects and the Home Counties in the east, however, makes it an interesting

potential transition area between the tktlis (1889)visitedthe towns of Lymington

and Christchurch in the southest of the old county borders, where his writings

suggest that there, as in several welhnected places in England, dialect levelling

had already begun to take place. He dessrihis areasshavingb no di al ect 6 (18 8"
37, quoted in Kerswill 2018 p. 30), by which he means that some of the distinctive

local features of speech dhdisappeared and sowsdlrather more like what he calls

O0r ecei vddlewled maes@ndhasounding vaety. TheSurvey of English

Dialects (SED)y OrtonandDieth (1967) aimed to record the speech of rural elderly

men from across the UK before their traditional dialects disappeared; this included

speakers from villages in Hampshire and tlieainding conties. Tudgi | & s (1999
classification of traditional dialects, mainly based on the SED data, places western
Hampshire in the &6Western Southwestd dialec
Cornwal | . Thi s i's mot ioagetead comgn felathress e di al e

includingrhoticity, /hfdropping, fricative voicing, and a lowrAP vowel. The eastern
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part of the county is included in Trudgi
also comprises the Home Counties west and south afdrofrom Berkhire to Kent.

These diacts differ from the Western Southwest area by not having fricabieeng,
buttheyshare many of the other features. Some of these traditional pronunciations are

in evidence in foldinguistic descriptions of the ¢al dialect aned at the popular

marke (e.g. Fernley 2014), which use egrlect spelling but from which phonetic
realisations such as fricative voicing can be observed. One professional accent coach
working in film and theatre today even provides tmagnion producig a secalled
OHampabhceatd that better resembles the s
the countydés current inhabitants (Meier 2

The use of these traditional variables has much diminished in modern dialects, with
rhoticity now restricted & an eveishrinking porion of the South West and fricative
voicing almost norexistent. Regional dialect levelling has meant that contemporary
Hampshire English, as with most other varieties of England, now sounds much more
like the dialectf the east bthe country, which RFs based on. This is reflected in

Tr udgi | d dassifiqatio® & he modern dialects of English, which places the
east of Hampshire together with the Home
Sout hwe s tabranges fjonB8omerset o Oxfordshird he primary distinction
between these two areas seems to be that those places west of the line have so far
resisted innovations from London such as /I/ vocalisation, while retaining rhoticity.
Similarly, the isoglos$or the longa n d f r oBatH, a[featif¢ of sontlvestern

dialects, runs through the middle of Hampshire in Hugites. (2012), yet evidence

from Piercy (2010) suggests that this kind of realisation is in the process of dying out
even further wesin Dorset. Tudgill (199%) argues tht in the future, this line is

likely to move further and further west, having already taken place for younger
generations. Based on my own experience, | can impressionistically cahtm
rhot i ci t wATHaanedveny raréB Hampshire and resttied to only the oldest

and least mobile speakenget very few academic studies of language variation in
Hampshire have taken place since the Si&Dstudy this systematicallyTo my
knowledge, the only example in thetdr 28'cenr y i s Fu destigason ( 197 7
of /a/ in his own native Southampton speech.

Recent years, however, have seen an uptick in scholarly interest in the region, the
findings of which appear to support the claims of Trudgill (E@hd Hughe®t al.

(2012) Wa l | ac e 6 sehefiské® dialegtological retpdy of Southampton finds

t hat the use of rhoticity and [ a'E] i s,
speakers, but also more prevalent among those who see the city as part of the South
West, in contrasto participants who awsider it to be in the South East or in neither.
Wallace argues that the mixture of secetistern and soutliestern features in the city

is linked to the fact that many of her respondents identified most stronglyawith

0 S o ut Heatitynconstiucted ilmpposition to negative connotations of the South
West as rural and the South East as associated with London. The link between social
class and changes in RP is explored in Hampshire in a recent investigation by Badia
Barrera (2015)Her study of the speedf pupilsandrecent leaversf four schools of
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different levels of social exclusivity (two of which are located in the county) finds that
/t/-glottalling i one of the main members of the set of variables said tpreading

from Londoni is socially statified according to type of school. In particular, speakers
at the state comprehensive school, located in the prosperous and rural Hart district of
the county, used Ajlottalling a majority of the time in worfinal prevocalic
position, suggesting thaven among middielass young people from small towns
and villages, /tglottalling in certain phonological environments has become the norm
under influence from the Home Counties. Their resistance to-merial prevocalic
[t/-glottalling, however, indiates that the change is less advanced here than it was 20
years ago in other parts of the South East (cf. Altendorf 1999 and Tollfree 1999 in
London; Williams & Kerswill 1999 in Reading and Milton Keynes).

In summarythe fairly limited body of researclndHampshire English has allowed us

to gain some idea of changes in pronunciation in the county, but that these are best

interpreted together with findings from across the south of England. The traditional

dialect of Hanpshire has &but disappeared andim®w likely to be extremely limited

to older speakers, specifically those from workatgss backgrounds and / or those

who have |ived the vast maj ority of their |
overall high leves of prospety and mobility (see Séion 3.2.3, speakers matching

the description above are likely now very rare. Among midtles speakers of all

ages, RP / SSBHke pronunciationsare the norm. For many iddle-aged and

younger people, the accent shows variation according to the variables discussed
throughout the chapter (the O0youth normsdé or
to be spreading from London across southernBndla Howev er centtla mps hi r ed
location in the south of England means that these changes are likely to be less

complete than in the Home Counties, while some speakers may also retain some
southwe st er n pronunci ati ons shudedgendiagonthdirot i ci t vy
orientation towadls traditional southivestern ideologies and practices like rural living.

The next section goes into further detail on the geographical and social profile of

Hampshire and provides some insight into the local commusatygpled for this

thesis.

3.2.2 Geographicalprofile

Hampshire is the nintlargest county in England out of 48 in terms of size and the

fifth-largest in terms of population with 1.8 million inhabitants. Located in the central

south of England but classified part of the South East for governmestatistical

purposes, its two largest cities are Southampton (254,000) and Portsmouth (205,000),

both port cities best known for their | eadi |
shipping industries respectivehhaugh both are now diverse and thriviegpnomic

hubs. The county is also the location of the historic city of Winchester (45,000),

which served as the capital of England during the Middle Ages. The county has strong
connections to the military: the Britis Ar my 6 s mai n gamershaton i s | o
with training camps at Sandhurst and Bordon.ffwbi r ds of t he Royal Nav
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fleet is docked at Portsmouth while the village of Odiham is home to a Royal Air
Force station. S o mlemown histoBcal ifigureg, imauding Jemes t we
Austen, Charles Dickens, Florence Nightingale and Isembard Kingdom Brunel were

born or made their home in the county.

The population studied in this thesis centres around the local government district of
East Hampshe, which is located 130 miles northof Portsmouth and 460 miles
southwest of London, with a population of 121,000. It is predominantly rural, with a
large number of villages spread out over an area of almost 200 square miles. The most
populous setdments in the district are three towob roughly equal size: Alton
(population 18,000), Bordon (16,000) and Petersfield (15,000). The far south of the
district is more suburbanised, with some of the villages there forming the outer edge
of the conurbatiorsurrounding Portsmouth. Other largeart®y towns and cities are
Basingstoke (114,000) and Guildford (77,000). The A3 and A31 main roads pass
through the district and link it to London and the south coast.

Alton and Petersfield are market towns that prospeas a result of their locations on

the roads from London to Winchester and Portsmouth, with direct road and rail
connections to the capital and to other cities. Bordon has been home to an army base
since the late #@century and does not have its owairt station or immediate access

to a dial carriageway, requiring residents to travel further to get in or out of the town

from other places. The South Downs National Park, established in 2011, covers the
majority of the district in recognition of theated nat ur al beaugy i n t
chalk hills and ancient woodland.

The two schools | visited to collect the speech data were located in two of the towns
in East Hampshire mentioned abdve.o we v e r , owing to the di:
good transprt links with other towns and the l&rgatchment areas of the schools, 20
out of the 45 participants whose data | analysed lived outside the district. The largest
number of these lived in the district of Waverley in Surrey, which borders East
Hampshire @ the northeast. Waverley shares margharacteristics with East
Hampshire and the villages on the border essentially form the same community. The
most notable differences are its slightly larger towns and its closer proximity to
London. A number of partipants also came from Hart (Hampshite)the north,

which is similar to Waverley. The districts of Chichester (West Sussex) to the south
east and Guildford (Surrey) to the nedhst are also represented in the study. These
are large, rural districts comiging a small historic city or larg@wn surrounded by
villages. One informant each lived in Rushmoor (Hampshire) to the-aasthand
Havant (Hampshire) to the south. These are more)(gllan districts with a greater
proportion of builtup areas.

Throughout the thesis, | mostly referto ¢ | ocati on of my study
60t he East Hampshire area |/ regi ono, but
the area comprising East Hampshire together with the other districts named above.

4 For reasons of participant confidentiality, the town names are not disclosed.
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Since tlere is no official name or local nickme for the area my participants lived in,

| am required to either come up with my own term or use a slightly inaccurate
generalisation. Given the absence of a satisfactory candidate for the>fdrimave

decided touse OHampshire6 an dulfilbdbtact tthe ldteermp s hi r e d
acknowledging (i) that a minority of my participants live in other districts, including

some in Surrey and West Sussex and (ii) that the area dealt with in this thesis only

covers a portionof the county. Notably, the speech d¢feturban south coast of

Hampshire and the New Forest in the west may show some differences to those of the
speakers in my studyFigure 3.1 shows a map of the region, with East Hampshire

highlighted.
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Figure 3.1: Map of main towns and villages in East Hampshire and surrounding dap
data from Google.

SOptions included 6t heM3Soad rhTheDSamm&owns Batiahal Batkh e A 3
extends much farther east into ESsissex, however, so the former label seemed even more inaccurate
than O6Hampshireéd. The | atter would I|Iikely only make
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3.2.3 Sociceconomic profile

An article in theBritish national newspapéeFhe Guardiandescribes Petersfield, one
ofthemain towns in East Hampshire, as Ooni
Obustling high street|, vigor oiurst emalr&red 6s,,
6just over an hour from Londoné (Dyckhof
apply to many offte towns and villages in East Hampshire and the surrounding area,

as they are sufficiently close to the capital to allow for daily traveid@y around

4575 minutes on the train), but are far enough away that adeached or detached

family home ina peaceful rural setting is within the price range of marddle-class

city workers. The areads closmesspchaxi mi ty
Portsmouth, Guildford and Basingstoke mean that commuters to these places are also
well-served. Asa@ansequence of the areads popul ari
are closely tied to accessibility to major roads and railway stations wigtt di
connections to London. Research suggests that buyers typically pay 18% less on
homes 46 9 mi nut eomdondon eompated td those-39 minutes away,

with another 17% drop for a 68-minute commute (White 2019). These dramatic
differences in buse prices can be observed in the East Hampshire afedlm3.1.

The gap in prices between the top three, which have journey times to London of an

hour or less, and the rest of the table is particularly large. This does not include
villages and towns that do not have railway stations, which are often cheaper.
Neverthelessthe average house price for the area as a whole is £491,591, which is
over doulte that for England (£229,431) and higher than that for South East England
(E412,724), hence limiting many neighbourhoods to only those with abmrage

incomes.

Table 3.1: Average house prices faowns and villages in the East Hampshire area. Train
journey times obtained from NationalRail.co.uk. Average house prices correct for August
2019 and obtained from Zoopla.co.uk.

Town /village | Fastest train journey time to | Average
London (minutes) house piice

Haslemere 49 £652,120
Farnham 54 £613,347
Bentley 60 £614,427
Petersfield 63 £522,362
Liphook 64 £547,232
Alton 67 £484,518
Liss 71 £536,626
Havant 77 £270,076

The high cst of housing in the East Hampshire area is also reflected in the
distribution of occupations among the populatidable 3.2 shows the perceéage of
the population for each National Statistics Seeemnomic Classication (NSSEC)
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group in East Hampshire and in Engl&rithe NSSEC is a measure of employment
relations and occupations based on sociological research (Goldthorpe 2007) used by
the UK Office for National Statistics (ONS), described in ONS (2010). Coetpty
England as a whole, East Hampshire has a higher proportion of inhabitants in the two
most prestigious and welaid groups of occupations (Higher and Lower managerial,
administative and professional occupations). 40.3% of workers in East Hampshire
are employed in these two categories, while the figure for England is 30.3%. In
contrast, the proportion of the population employed in Sentine or Routine
occupations is lower thakngland as a whole (19.8% vs. 25% respectively). The
same applies to tlse who have never worked or have been unemployed for a long
period of time (2.6% vs. 5.6% respectively). By making a parallel between the NS
SEC and conventional conceptions of semt@nomic class based on occupation, it is
reasonable to state that Easarkpshire has a greater proportion of miedbess
people (and a correspondingly smaller proportion of workiags people) than is
typical for England. The other districts in whicbnse of my participants live show
similar figures, with the exception ohé more suburban Havant and Rushmoor,
which are closer to England as a whole.

Table3.2: Distribution of the populations of Eaklampshire and England by N&EC group

NS-SEC group East Hampshire | England
1. Higher managerial, administrative and professional 14.5% 10.4%
occupations

2. Lower managerial, administrative and professional 25.8% 20.9%
occupations

3. Intermediate occupaiis 12.7% 12.8%
4. Small employers and own account workers 11.9% 9.4%
5. Lowe supervisory and technical occupations 6.2% 6.9%
6. Semiroutine occupations 12.2% 14%
7. Routine occupations 7.6% 11%
8. Never worked and loagrm unemployed 2.6% 5.6%
Not classified Full-time students 6.4% 9%

Another way of measuring social aification is to look at levels of deprivation. The
Index of Multiple Deprivation (IMD) is a UK government statistic encompassing
various indicators of deprivation including income, crime and access to education and
heathcare. The map iRigure 3.2 shows each neighbourhood of approximately 1,600
inhabitants in Hampshire and the Isle of Wight coloured according to which decile it
belongs to in the 2015 IMD ranking for England. Darker wrdoindicate higher
levels d deprivation. It is clear that most of the county falls into the least deprived
portion of the scale, especially rural areas in East Hampshire and Hart. Havant and

6 NS-SEC data, together thi those for other socieconomic factors discussed in this sagtiare taken
from the 2011 Census, the results of which are reproduced at www.ukcensusdata.com.
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Rushmoor contain a larger proportion of more deprived neighbods. Waverley,
Guildford and Chichester are not shown on the map as they are not in Hampshire, but
as primarily rural districts, they are comparable with East Hampshire and Hart.
Further examination of the data from the 502 neighbourhoods that makesg th
eight districts revealdhe overall lack of deprivation in the area. The median
neighbourhood in the region (i.e. the 25fhost deprived area out of 502) is only
ranked 26,028 out of 32,844 neighbourhoods in England, putting it among the 21%
least depved neighbourhoods natiolha Only six neighbourhoods find themselves

in the top decile of the most deprived in England, while 159 are in the bottom decile
(the least deprived).
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Figure 3.2: Deprivation kvels in Hampshire and thslé of Wight (2015)

The information presented here for seemnomic class, as shown through house
prices, NSSEC occupational data and deprivation, has implications for the study of
language variation and change in the Easnpkhire area. Ever since theginning

of variationist research, differences in language use between members of different
class groups have been identified (e.g. Labov 1966, Trudgill 1974, Milroy & Milroy
1992). More recent work has also shown how sodaiistic variation can be udeas

35



part of the construction of classlated identities in interaction (e.g. Snell 2010;
Rampton 2011; Eckert 2012). In order to discuss aksded patterns in the data, it is

of course necessary to recruit participantsnfra range of social classdsgrounds.

The demographic data from East Hampshire and surrounding districts, however,
indicates that this area displays less s@donomic variation than many places in
England. In particular, more people are concentratethattop of the NSSEC
occupaion continuum and high levels of deprivation are restricted to small pockets in
specific areas. This means that those from workiags backgrounds are a fairly
small minority and may be evéartherexcluded from public lifehan in more typical
neighbairhoods. In addition, it may also imply that among middéess individuals, a
perception may exist that what I's actually
addition, the homogeneity of middéassness that exists in Hgshire may result in
more sibtle semiotic resources being employed to distinguish between different
groups or different middelass identities.

The idea that different midddelass identities may be at play in the region can be
explored further by examing its political characterOn the surface, it would appear

to be fairly homogenous, as all eight parliamentary constituencies represented among
my participant sample had a Conservative Member of Parliament, seven of which
with Tory majorities of over 3. Indeed, the Westminsteorstituencies of North

East Hampshire, Meon Valley and East Hamp$Hirel themselves in third, fourth

and seventh positions respectively out of 317 in terms of the size of the Conservative
majority over the seconplaced partyn each seat at the 2017 Wjeneral electionAt

the 2016 referendum on théK éneembership of the European Union, however, not

all districts voted the same way. East Hampshire, Hart, Guildford and Waverley voted
to remain in the EU, while Rushmoor, Havamnd Chichester voted toaee. The
former four are weltonnected to London, while Havant and Chichester are further
away and more influenced by Leawveting Portsmouth. Rushmoor is relatively close

to London but its more compact, builp nature and rieince on the Aldershot
Garrison may influence its voting habits. The area as a whole may be prosperous,
t herefore, but individual sdé | ived experienc:e
an effect on their ideological tendencies.

One domain in which theris less variation betweethe districts in the study,
however, is ethnicity, where most of the region is less diverse than England as a
whole, which is 85.4% White, 7.8% Asian / Asian British, 3.5% Black / Black British
and 2.3% Mixed. In East Hampshi@§.3% of the population id#tified as White in

the 2011 Census. Those of Rdfhite ethnicities hence make up only a tiny fraction

of the population: 1.6% Asian / Asian British, 0.4% Black / Black British and 1.1%
Mixed. Similar figures are found in most the other districts in thstudy, all but two

of which have a total White population of-93%. Guildford (91% White) is slightly

7 Westminster parliamentary constituencies (seats) do not necessarily map-toroneewith bcal
government districts. The North East Hampshire seat covaghiyothe same area as the Hart district,
and the Meon Valley seat encompasses rural parts of Winchester and East Hampshire districts.
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more diverse owing to its universities, while Rushmoor (85% White) has a sizable
minority of Nepali Gurkhas as a result tff military connections.

This also has implications for the study, as many investigations of language variation
and change in a community find that language can be used as a resource to index
ethnic and related identities (e.g. Mend@enton 1997; Buchatt 2001; Shankar
2008; HaltLew 2009; Benor 2010; Sharma 2011; Kirkham 2013, 2015; Alam 2015;
Gates 2018). These studies are mostly set in diverse;etiufic urban environments,

but the demographic characteristics of the Hampshire community are sudhishat
highly unlikely thatsufficient numbers of nelVhite inhabitants can be recruited to

be able to include ethnicity as a parameter in the statistical analysis without targeting
them specifically.Research has found that sociophonetic variation cansbd to

index whiteness (Bumltz 2010), but this may not occur in a very obvious way in a
community with very little ethnic diversity.

In summary, East Hampshire and the seven other districts represented in my study
are, by and large, prosperous, waimected commuter towns in aral setting with
relatively low ethnic and socieconomic diversity. The excellent transport links
between many of the settlements there and large economic hubs nearby, especially
London, indicate that the area has high soaral geographical mobility @nlooks
outwards to other places as part of its semonomic development. This particularly
applies to the districts of East Hampshire, Hart, Waverley and Guildford, which are
the most welconnected, prosperous and open pdate the region in my study.
Rushmoor and Havant share these features to a lesser extent due to their higher levels
of deprivation and military connections and distance from London, respectively,
although that is not to say that they are completely clasedrom mobility and
prospeity. Rather, they are simply closer to the average for England.

To use Kerswillés (2018) classification
dialect change (using terminology adapted from Andersen 1988), almost the Whole o
the region is opeii thatis, it has a high degree of external contagtather than

closed. The most wetlonnected towns are both open and exocentric (i.e. they have a
positive attitude towards outsiders and their linguistic norms), while a minogty ar
somewhat more endocentrfwith more negative attitudes). However, because the
area is further away from London and is less welinected than the kinds of Home
Counties locations whose accents seem to have changed the most under influence
from London,| would say that it is lesepen and less exocentric than places like
Milton Keynes (cf. Williams & Kerswill 1999). Within the East Hampshire area itself,
some places are more open and exocentric than others, as described above. The
characteristics of Eastampshire and its surroumdyjs thus make it an interesting case

in the context of the study of language variation and change in England, which has
traditionally focused on highly stratified urban centres. It is hoped that this thesis will
help contributeto our knowledge of how sasinguistics works in small, rural
communities that, far from being isolated, are perceived as islands of tranquillity for a
highly mobile population.
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3.3 Research questions

In Chapter2, | summarised the literaturppinted out theaps and explained how this
thesis goes some way to contributing to our knowledge of sociophoriéteshesis
is hencecentred around the following research questions:

1. To what extent are the patterns of sociolinguistic variation of glwofeatures
ref ected in speakersd perceptions of these

2. Does a featurés availability for making social meaning depend s
fulfilment of salience criteria and whetheérs noticed byspeaker?

3. How do the production and perception of varighledergoing chaye operate
on a local level among adolescents at a state school versus at a private school?

In order to answer therfit question, the study required an investigation of speech

production and perception in the same speakers. Heéndesighed the study to

encompass collecting recorded speech data from young people and analysing it using
sociophonetic methods, as well getting them to complete a speech perception task

involving responding to audio speech stimuli. The stimuli had to benakrsas

possih e to the participantsd own speech, so tt
towards the kind of speech that thegahd in their everyday lives at school and that

they would produce themselves. This meant collecting speech recordings of
adolescents in &mpshire before embarking upon the main phase of the study, which |

did using a pilot study (see Secti8rm).

In order to address the second question, the features analysed had to represant those

the high andow ends of the spectrum of salience. As explaine&eaation2.3.4

salience in this thesis refers primarily to languadernal or cognitive factors that

make a feature stand out or surprisgigen the context. Sodiaaliencei the extent

to which a variable can be used to make social meanisgegarded as a separate

construct that is in some way related to salience but is not the same thing. In Section

2.5, | listed the main lponetic changes occurring in southern accents of English. Of

these, /tglottalling is one that fulfilanost ofthe criteria for salience in previous work

(e.g. Trudgill 1986). It is alpnetically categorical change (i.dotal [r] vs. alveolar

[t]) which can be reflected in orthography (e@.o mput er >ascmmpuober
Hodgkinson 2015). It is not involved in a phonological contrast because the glottal

stop is not a phoneme in Englidhyt it is often interpreted by speakeas one since

the [t] is regarded as being deleted, o6dropp
fulfils the criteria for salience isoo0sEfronting, as it is a phonetically gradient

change across vowdlackiess that does not have an orthograpmgaivalent.Nor

does it involve a phonological contrasfronted variants o6ooses uch as [ y E] anc
[AE ] are not separate phonemes in English. (
southern varieties of English werest viable candidatesince they are more mixed

in terms oftheir fulfilment of salience criteria (e.gé//labialisationis reflected in

orthography with a <w>, yet the soupdoduced is not usually [w] bufi[ so is of
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debatable phonological statuspn I t er ms of the soundsd s
glottalling is often led by certain social groups in productions reported as being
6stigmat i s ed danditisadbntifieccandicemmeried 6n)by Ribmguists

(e.g. Hodgkinson 2015). In contrassooskefronting has weaker sociolinguistic
patterning and rarely attracts attention outside of academic linguistis. t€he
salience, social associations and other ingrdrinformation about the two features,

as found in existing literature, are discussed in further detail in their corresponding
chapters, but this brief explanation argues thajlditalling andcoos-fronting are

ideal for studying salience in the SowathEngland as both are undergoing change, yet
they represent opposite ends of the salience continuum.

The third research question is motivated by the gap in the literature on adolescent
language use whin multiple schools as loci of different class bawkgds in the

same community. In order to answer this question, | conducted research at a fee
paying private school and governmenfunded state school and spent time asking
pupils about the social sictures of each school. Many similar sociolinguistidees

of adolescent friendship groups use ethnographic methods (e.g. Cheshire 1982; Eckert
1989, 2000; Moore 2003; Kirkham 2013; Nance 2013; Alam 2015; Drager 2015),
whereby the researcher spends sdv@onths or more as a participatiserver in the

0 (

coomuni ty, i n order to gain the best under

and practiceswhichareof t en anal ysed using Lave and
of communities of practice (Eckert @8). Because | was conducting research at two
schools three including the one visited for the pilot study), | did not have the time to

be able to do an ethnography of each school. The disadvantage of this is that | did not
get to know the pupils beyondehhour | spent with them for the data collection
sessio and hence did not get frtstand experi ence of t he i
activities and speech outside of the recording room. However, as will become clear in
Section 3.6, even in the short time | was with the students, they were very
forthcoming about the social life of their school and, in the private school in
particular, they gave me detailed information about the fripdgroups in their yaa

group. This enabled me to integrate this information into the sociolinguastalysis

in a similar way to ethnographic resear€ther studies of sociolinguistic variation
between types of schools also find quantitative differences witkoytloying
etthographt methods (e.g. Badia Barrera 2015).

In addition, as a former inhabitant of Hampshire and former student of one of the

school s wh o was not mu c h ol der t han t he

experience of observing and participating in lifecang young people at school in
Hampshire and so was not entering a completely alien community. | recognise that
my experience is in no way a replacement for sharing intimate life experiences
directly with participants as part of an ethnography, but sucthode wee not
requiredfor a study of multiple schools in the timeframe required for a doctoral thesis
By completing the production and perception tasks with students reported here, | was
still able to gain sufficient information about the social liveshe sdools to capably
answer my research questions.
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3.4 Methodological approach

Detailed information aboutthe data collection procedure can be found in Section
3.6.1, while themethods and techniques udedeachtype d analysisaregiven in the
appropriatemethodssections of each chaptddowever, in this section | give an
overview of theoverallmethoalogical approach that | take in this thesis, particularly
regardingthe perceptiomatg which is somewhat unusual sociophonetics

The production analysis is done, as in many studies in-taxg sociolinguistics
(e.g. Moore & Podesva 2009; Kirkham 2018y combining quantitative variationist
analysis (Milroy & Gordon 2003 Tagliamonte 2006 with qualitative interetional
analysis(specifically using a framework by Bucholtz and Hall 2004, 200%his
allows me to observe the overall patterns of variation in the community as well as
how social meanings are mademteraction by individuals.

The perception analysisses direct quéisning of participants mtheir viewstowards
language and speakers survey and conversation tasksa similar way to language
attitudes researcfe.g. Garretet al. 2004; Garrett 2010 Preston 2019)ather than a
controlled laboratgr-style experiment @t accesses listener perceptiamdirectly. It
also uses auditory stimuli that are not manipulated in any imagnany studies of
sociolinguistic speech perceptitdased around the MatedGuise Test (MGT)and

its variants the featues of interest are teh spliced into identical carrier sentences so
that the only element of the stimuli that varies is the variable being researched (e.g.
CampbeHKibler 2005, 2007, 2012; Laboet al. 2011; Levon & Fox 2014; Drager
2018). This makes seg as without doingso, other differences between the stimulus
voices could have an effect on listener perceptions.

However, the disadvantage of splicing features from r@cording into another is that

this can end up producing unnatusaunding stimul This is especiallythe case if

vowel synthesis, pitch shifting or further digital manipulation is required to produce a
range of variants along a continuum. In additibrs debatable whether changing one
sound in a subtle way inside a carrier sergesmctually hasan effct on parti ci pan
responses, or whether listeners interpret utterances in terms of small single differences
or as clusters of features that form @verall personal style-or instance, Soukup
(2012) u s-@ 8 i evauationtest e rwhich partipants are aware that the
different guises are performed by the same speakershgestill finds predictable
differencesin perceptionbetweenstandardand regional Austrian German dialects.
This indicates that the issue in designimgMGT-style speech peeption experiment

may be less about convincing listeners that the guises are uttered by different
speakers, but more about whether the guises afieisnfly different enough from

one another (both in terms bhguistic detailand social associationghat listeners

can attribute different characteristics to them.

The upshot of this is that digitally manipulated stimuli featuring spliced variants of
sounds may not necessarily be an effective way of getting at differences in percepti
of social meaning®f phonetic variables, or a meaningful way of representing the
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kinds of utterances that people hear in everyday life (Hamilton & RHQOf8. It is

with this in mind that | elected to use mm@nipulated stimuli for this study
specifcally, recordings ofour young people fronanother school ilfcast Hampshire
reading a short text, collected as part of the pilot study (see S&c&dar further
information about the pilot study, and Sectiér3.1 for details about the stimuli)

There is little doubt that differences between the four speakers and the presence or
absence of other variables hadedfect on listener perceptions. Howevbecause |

usal a combination of suey and conversation datahad the opportunity to find out
wha't aspects of the speakersd voices mo:
responses by asking them about it directly during the conversations. This helps
mitigate tle fact that other diérences between the stilnmean that it is impossible

to attribute the survey responses purely to variation igldttalling and GOOSE
fronting. Having employed traditional experimental sociophonetic methods in a
laboratory percepin study ofcoosEefronting elsewhere witmixed results (Alderton

2015), | felt it necessary to sacrifice some of the tight control of the stimuli in order to
create more ecologically valid ones that displayed variation in many linguistic
variables. Thisvould be easier fohe participants to resnd to, make it less obvious

what the goal of the study was and allow for a detailed look into the salience and
social meanings of multiple variables at the same time as part of an overall personal
style.

The suvey was designed toontain a largenumber of social characteristics in the

form of labels that could be circled on paper sheets by listeners (see ApBgntne

idea with thiswasthat it would not &oercé listeners into hearing the stimuli in a

certan way, butwould allow themto express the thoughts using a large menu of

options that represented social characteristics used in previous studies (e.g. Gampbell
Kibler 2005, 2007) as well as those relevant to the commetitited from the pilot

study. This would hopefully leado a more nuared understanding of the social
meanings associated with phonetic variation. The point of the survey was to get
participantsdéd i mmediate reactions to the
they associatedvith the voices they heardvhich are likked to variation in /t/

glottalling and Goosef r ont i ng bet ween t he speaker s
guantifiable in the sense that total counts of selected traits can be analysed using
descriptive statistics, wordlouds and graphs, but colap statistical procedures
cannotbeappl i ed to them because of t he dat s
potential dependent variables.

This lack of quantitative analytical possibilities is the main disadvantage of this
approab compared to techniqgues reacommonly emipyed in sociophoetic speech
perception research. Measurements such as Likert scafgsoneme categorisation
tasks elicit easily quantifiabledata that are amenable to regression modelling.
However, these techopiu e s r e s t r iresponspsaaatéver papaaneterssthie
researcher preelects (e.g. the Likert scales phonemesincluded), potentially
predisposing the results to fit existing theories. My desire with this thesis was to
minimise the effect onhe results of the research® s p r iatoms ofdhe goeial
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characteristics linked to phonetic variables, especially given that one of the variables
that | look at is not consistently attributed to index a particular social stereotype.
Instead, | wante to give participants as unh freedom apossible to express their
perceptions of the phonetic variables in their own words and using categories that
were relevant to their own lives. This is particularly important for teenagers in a
school context, as pvious work in secondary Isgols shows thasociophonetic
variation occurs on a micro level that is specific to the friendship groups and
structures of a particular school (e.g. Eckert 1989, 2000; Moore 2003; Kirkham 2013;
Alam 2015; Drager 2015). Whilecbuld not hope to designtask whose soal labels

or features perfectly reflected the unique social mgkef each school without at
least conducting a loragrm ethnography (see above), what | could do was acquire
knowledge about the lives of young pémin the community and tegrate that ito

the study design, which was enabled via the pilot study.

The perception data also involved a conversation task. The conversations took place
immediately after the survey and were conducted in three phaaesyle similar to

t he o©f wrerea eclknigue ruged in social psychology (Bargh & Chartrand

2000) First, participants gave their general impressions of the stimulus voices,

expanding on their survey responses; second, they were played the clipsasigzin,

to concentrate on ¢hpronunciatiorand identify and discuss any interesting phonetic

realisations they heard; third, | pointed out specific features in the stimuli and asked

listeners if they had noticed them before and what their thoughts wergodiit of

this was to geperceptual infamation on the social meanings of the overall stimulus

voices (in other words, each speakerds pers
variables. This approach is inspired by CampKell b | er 6 s ( &biraton 2007 ) ¢
of survey and corersation datanto the study of the social meanings of variants of

ING. Other work on language attitudes has used interviews to ask participants about

their thoughts on auditory stimuli and language varieties (e.g. Getrett 2004;

Preston 2019)though as far as am aware, the way | present samples of individual

phonetic realisationto participants and ask them to comment on them is original in
sociolinguistic work to date. This helps ¢
ability to respond to andiscuss lingustic variables in an overt way, which is poorly

understood (Campbellibler 2016).

StudyingnoAd i ngui st sd metalinguistic knowledge 1is
also challenging because of the limitath s of peopl & @asguadenowl edge
(Cowlandet al. 2004; Preston 2004). Listenamsay not simply have the discourse

available to talk about finer points of phonetic detail (Kristiansen 2@&blhe third

phaseof the conversation taskelped bridge tls gap.In this phase] identified

featues and explained them to listeners, and all participants had to do was attribute

them to social associations. This structure also allowed me to assess the noticeability

of individual featuresi those that appeareth phase one or two (withoumy

prompting) were more noticeablthan those thatelied on me pointing them out in

42



phase three. The same goes for features that informants said that they had never
noticed before ostruggledta® he ar 6 as d iing pointadootitbyyme. af t er
Ovenll, it can besaid that the study design sacrifices some close control and
guantifiability for greater ecological validity. This is a dilemma that every researcher
faces when designing a speech perception experiment, but chasen to err more
towardsthe ecologicaif valid end of the spectrum for this studye diverserange of

survey responsesconversationsand unmanipulated stimuhave rarely beenused

before in sociophonetics atitey aresuitable to answer my reseamphestions.

3.5 Pilot study
3.5.1 Pilot study design

In order to be able tstudy howpeople perceive and describe the social meanings
associated with phonetic variables, | needed to obtain recordings of speech samples to
play to liseners as stimuli. | also wantéd gain an understanding tfie relevant

social groups, stereotypes and characteristics that young people in Hampshire
generally associated with particular kinds of speakers. For these reasons, | conducted
a pilot study at mother school in East Hampshiefore embarking on the nmadata
collection.

The school at which | collected the pilot study data is located in the same town as one
of the schools used in the main study. It is a state secondary school covering-ages 11
16 up to GCSE level. After finishing their exams, most pupilsontinue their
education at a range of further education providers in the area, incliningjxth

forms atboth schools investigated in the main part of the study. Twartpupils

took part, viho were evenly split between Yead and 10 (age 1B5), with 12 boys

and 14 girls.

The pilot phase had two main aims: (i) to obtain spoken recordings to make stimuli
for the perception experiment; (ii) to gain information on how speakers talked about
accent variation, Hampshire as a comnity, and their lives aschool, so that the
social labels included in the perception experiment reflected the language and ideas
used by young people in the area. In order to fulfil these goals, | designed the pilot
studysessions so that they encompaisthe following tasks:

1 Realing task:The Boywho Cried Wolfand hvd monophthong word ligsee
Appendces A and B these tasks are discussed in further detail in Section
3.6.0.

1 Accent evaluation task. | playddur clips to students, elaaepicting around
15 seconds of the speech in the following accents: conservative RP, traditional

8 The General Certificate of Secondary Education (GCi8Ehe qualification studied for by the
majority of 16yearoldsin England before they leave secondary school. Most students take around five
to 10 GCSEs in a range of subjects.
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Hampshire, contemporary RP (SSBHE)daEstuary English. | then asked the
guestions below:

0 Was there anything that struck you abthé way this person saideh
words?

o Do you know anyone who talks like that?

o Do you think there are many people(iown) and the surrounding area
who talk like hat?

o What kind of person frorttown) and the area would talk like that?

1 General conversation abt school and community féi. Topics varied
according to the flow of the interaction and time constraints, but | usually
covered the following topics:

0 School friendg how big is your group? Where do you hang out? What
do you and your friends have in coron?

o Other groups what arethe other groups like? Where do they hang
out?

o Do the different groups at school speak differently?

o0 What are youmhobbies and interests? Do you spend much time with
your friends outside of school?

o0 What do you think oftown) / your home village? Do youke living
there? Would you like to live there when you grow up?

o If you could write a sitcom set iftown) and thesurrounding area,
what characters would you have in it and what stereotypes in the
community would they representWould the characters speak
differently?

Sessions were conducted in pairs of pupils with me as the moderator in acemmall

in the main schdobuilding. | obtained clearance to work with children via a
Disclosure and Barring Service (DBS) check and myysiesign was approved by

the Research Ethics Committee at Lancaster University. Students were recruited via a
teacher, who emailed parentsfomnmation sheets and consent forms that | had
prepared. Pupils who gave written consent and whose parents dantikeewere able

to take partn the study.

The clips used for the accent evaluation task were acquired from publicly available
dialect archive®nline. The four speakers were chosen as they represented the range
of accents most likely to be heard in Hampshconservative RP, contparary RP
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(SSBE) , traditional H a fhpirgling coreparable dpee6hE s t u a
data for all four accentzroved challenging and so not all the speakers are of the same
demographic or completing the same kind of spepkask. The SSBE and Estyar
English speakers read the same text; the conservative RP speaker reads a different
text, while the traditional Hapshire speaker produces spontaneous speech as part of
an interview. There are also age and gender differéntles Hampshire speaker is

male while the others are female; age data is not available for him and the
conservative RP speakéut they sound deast middleaged if not older, whereas the

other two speakers are in their 20s. These factors are likely toanawvéluence on

| i st eespenses,dut this is not a problem for thist study since the idea of the

task was primarily to get parti@pts talking about language in the community and

the stereotypes they associate with accents.

3.5.2 Pilot study results

The results for the acceavaluation task were fairly predictable based on UK accent
stereotypes (see e.g. Giles 1970; Coupland & Bishop)20the conservative RP
speaker was regar dedal aasss 6 ¢ p owsi htdh af nedw Opuaprp
acquainted wh someone who spoke inishway, with the possible exception of some

wealthy elderly people in the area. The traditional Hampshire accenm&a with

confusion by most listeners, eliciting comments to the effect that the speaker did not
sound local atlaand was more likely toame from elsewhere in the UK (e.g. the

West Country, the North of England or Scotland). After | pointed out thatdse

from Hampshire, participants were surprised and thought that if he was local, he
would be an old farmer livipin an isolated rural plac Responses were more mixed

for the SSBE speakér some listeners regarded her as a younger version of the
conserat i ve RP speaker, wi t ks ptorkaintds ainmdc |oueddiu
whil e others thoumahtd sama g chemspeeckal hasth | v e
people in the local area. The reverse situation occurred for the Estuary English
speakefi mostparti ci pants who considered SSBE 0
as o6nor mal 06, whi | e ttypicalyesaidinat the téer soeindedp p o s i |
like someone who was less educated and lessoffell

The only specific phonetic feature that wasulagy mentioned by participants was
/t/-glottalling in the speech of the Estuary English stimulus, articulateédds op pi ng
her Ts 0 as ragarded &s less educated. A minority of informants identified
smoothing (Wells 1982) in the conservative RP stulus (e.g.t wo o@x | ock
[td RI6K]) and rhoticity in the traditional Hampshire stimulus, but comments on
individual pronunciations were gerally rare. The results of this task were helpful in

allowing me to identify words and phrases used by young pdopHampshire to

descr be ot hersé speech, such as O6poshoéo, 0 e

9 As discussed in Sectigh5, some linguists amidusi ng the term 6Estuary Eng
particular variety. However, it proves useful here to refer to a speaker who produces many of the
innovative variants reported to be spreading throughout the South East.
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included in the perception experiment for the main study. It also revealed that /t/
glottalling was one of the most noticeable phonetic features @gr@nparticipants,
motivating its selection as one of the variables to study in depth for this thesis.

The conversation about life at school and in the community also proved a useful and

revealing exercise.The most prominent and frequent groups mentiorsd
participants includd the sec al | ed O6popul ar 6, 6nerdyd6 and 0
included O6sportyd and o6éartyd groups, as well
member. These groups are briefly described below.

The popular group was a very dgar group of Year 10 besyand girls that was
comprised of three smallersgor oups who hung out outside ne.
building. The boys were described as sporty and the girls as fashionable. This group

regularly had house parties at weekends \aittohol and relationshi 6 dr a ma 6, to
which people outside the clique were rarely invited. This group was often the first one

mentioned by pupils after | asked the question and was most associated with SSBE or

Estuary English pronunciation.

The nerdy grougspent their time in cksrooms, the library or near the playground
reserved for the youngest pupils and spoke
and other studies of smalled nerds (e.g. Maegaard & Jgrgensen 2015), this group was

not defined by steotypically nerdy recmional practices such as an interest in

computer games and rgidaying. Instead, nerdiness at the school was constructed as

caring about oneds education, striving to
complying with school unifan policy.Beinganerdvas mor e éadhavior oneds
andideology n rel ation to the school than onebs hi

Similar remarks were made about the chavvy group, who were almost always referred

to in terms of their lack of care towards apacts of life, partidarly their education,

other peoplepresentingthemselves well and their future prospe&ts. 6 chavd i s a
pejorative term for a popular stereotyipeBritish cultureof an antisocial and loutish

young person of low socieconomic situs (OED 2018)While some participants

referred to stereotypical ¢ h a practycés such as smoking, doing drugs, violence,

certain fashion choices, hanging around aimlessly and living in council houses, the

prevailing view s e ades garticutarly boerds educationanth av s d at t
the futurei 6t hey d © was theiranast im@ortant attribute. Their speech was

said to reflect their uncaring attitude hat i s, they were too décasu
and didndét mak epremsentabdeforf commptemgbleo Theirasieech wats

usual ly l i kened t o t he Estuary Engl i sh s p

Portsmouth accent 6.

The other groups were not mentioned as often
group of boys who hung obly the AstroTurf foothll pitch was sometimes discussed

as wel | as an o6arty6é group of girls who ded
and performing arts. When | asked participants about their own groups, those who did

not identify themselves as ipd of ther daggeuppbopotdaed to ref
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friendship group as small and o&énor mal 0.
samesex.

In summary, thenthe pilot results revealed that the state secondary school, the

most prominent group wakte 6 p o p u | ach @as tangey ceptrally lvdated on
school grounds, and, uniquely among the
behaviour outside of school within a mixselx environment. The dichotomy between

geeks and chavs was based primarily tituaes rather than actices, andanost of

the other groups were small, specialist and saexe

The results of this discussion prompted the selection of which traits and group labels

to include in the survey task for the main data collection Seetin 7.2.1).

6Popul ar 6, 6geeks o, 6chavsao, 6sportydo ar
survey as a result of the discussions in the pilot data. These areirsé,cgpecific to

one specific school and not the other two schodi®ss data makeputhe main

analysis. This means there is no guarantee that these social categories are relevant for
other schools as separate constellations of practice. However, the lgbals used

were sufficiently generic and reflective of stereotyfmsd in popula media that |

felt that they would be applicable to other schools in the area.

3.6 The schools
3.6.1 Conducting fieldwork

| initially contacted eight schools in East Hampshiregtuge their interest in
allowing me to come and conduct recordingsgass with studets. Three schools
agreed to host mk a state secondary school, a private school and a statda@ixth
college. | conducted the pilot research at the state secondayl stldune 2016, the
results of which informed the main data coliest as descrilik in the previous
section. | then visited all three schools in December 2016 and January 2017, doing the
main production and perception tasks with 80 teenagers acrogdkenstitutions.

In this thesis, | only analyse the main resultexf the privateschool and the sixth

form college. This is because the cohorts of students in these two schools are the same
age (1618, with one 19earold exception) and are thus ditgc comparable.
Participants from the state secondary school werel dgel6 which, while not
numerically very much younger than those in the other two schools, represents quite a
different stage of adolescent cognitive and social development, which staliale

an effect on language use. In addition, one state-Bixth college participnt was
excluded from the data set as this individual had recently moved to Hampshire from
the North West of England and had a correspondingly different accent. Hence the
main data set consists of /t/ ambOSE tokens and perception resulbisom 45
speakes: 19 from the private school and 26 from the state $odhn college, all of

whom were native speakers of English and had lived in the area since early childhood.
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For the private school, participant recruitment was done via teachersemdited
parentswith the information sheet and consent form | had supplied. Pupils who gave
written consent were eligible to take part as long as their parents had also given
written consent. At the state sixtbrm college, students and parents were esdail
about the sty in advance but the young people were recruited on a menecad
basis from English classes. Students provided written consent to take part, but
parental consentas not sought as this was deemed unnecessary by staff in line with
the cole ge 6 s sng fpdiaes. 4 undierwent a check with the Disclosure and
Barring Service (DBS) before entering the schools and my written materials and study
design were approved lyancast er Uni versityodos Research E
undertaking the da collection.

Sessions with participants were completed in small rooms in school buildings and the
only people present were me and the informartte. selection of partipants totake

part in each session was done by teacl®essiongook place duringone period of

the school day; sixtfiorm college students missed an English lesson in order to take
part in the study, while private school pupils gave up their free independdmt stu
time. Most of the participants were recorded in small groups of twoutg With the
exception of one person who completed the tasks by herself after the other pupils
scheduled to take part in that session failed to turn up. Students were informed that
participation in the study was wholly voluntary and that they could |&e/eoom or
switch off their microphones at any timéheir speech was recorded using Zoom H1
and H4S digital audio recorders and Audio Technica ATR3350 lapel microphones at a
16-bit sampling rate of 44.kHz.

Sessions began by asking participants to teadnformationsheet, sign the consent
form and give me their parental consent form if appropriate. They then codhalete
short questionnaire about their demographic informgsea AppendipD).

The first main task for participants was to take it in surm readthe sory The Boy
Who Cried Wolf(see Appendix A)presented on a laptop scre@his text based on
the weltknown fable by Aesop,was chosenbecauseit is designed to be
representative othe phonent inventory of English It was selected instel of the
more taditional textfor such purposed’he North Wind and the Suats itcontairs a
wider range of sounds anghonological environmentthan the latter(Deterding
2006)andis beconing increasingly popular in sociophonetics (e.g. Nance 2Bbgd
et al.2015;Leemanret al. 2018).

The next task was the perception survey, which involved participants listening to
recordings of four teenagers from anotherosthn East Hampshire readifidhe Boy

Who Cried Wolfind assigning them various social @dweristics suclas social class
background, school clique membership and personality tsés Sectior/.2 for
further details), which were informed by the results of the pilot studyplained the
perceptio task to thearticipants gave them the survesheets (see Appendix @nd
played each stimulus thedimes via a portable speaker connected to the laptop.
gave participantsufficient time and opportunity to fill in the answers for #tle
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guestiors on the survegheet for each stimulus voicénile listening to the recordings
at the same time

Most of theremainder of the session was spent doing the conversation tsted
participants to discuss their impressions of the stimulus voices pargtular
pronunciaibns of soundsThis took place in three phases in order toeoles whether

a particular pronunciation was immediately noticed by listeners or whether it required
extra concentration or my intervention in order for participants to idertti{gee
Section7.3 for further explanation I also facilitatedinformal conversatiosabout

S t u d ieterésts andfle at schoal

The final taskwas for participantsto read the hvd word liste.g. heed head had

etc.)in turn (see Appendix B)which was presented via Microsoft PowerPoint, one

word perslideThi s task was done in order to obt
monopithongs of Englishin the same reading style and phonological context to be

used for vavel normalisation (see Secti@n3.2. In total, each session lasted roughly

an haur.

As a native of East Hampshire, my accent
guantitatively measure my owasage of kglottalling and coosefronting in the
recordings, but impressionistic observation suggests that | used more glottal stops
than most of the participants and similar degreessobsefronting. This is worth
bearing in mind given that linguistamccommodatin is common in interaction that

people converge towards their interlocutors in their speech style (Coupland 1984;
Giles et al. 1991; Meyerhoff 1998), especially in less formal conteXhile
moderating the conversations, | purposely trizdnintain aconsistent style that did

not vary between sessions. It is very difficult to measure and assess the possible effect
of accommod@on that may have taken place without comparing individual
pronunciation change over the duration of the sessimrist shold be borne in mind

when considering the results.

3.6.2 The state school

The state schodhat| study in this thesis is a sixflorm college'® located in one of

the main towns in East Hampshire and has around 2,000 students, the vast majority of
whom are aged 16 td8. Students are recruited mostly from nine local secondary
schoolsat age 16 after completion of GCSE exams, thosgme come from further
afield. The coll egeds primary educational
of EducationAdv anc e d Level gualificat-ieomd$ s o6 comr

O post1 6 or-f 6 s n& tiokid England encompasses a range of different qualifications and
types of institution. Some secondary schools offer provision fet8\earolds, while others stop at

16 and so pupils are forced to continue studying elsewhere.-fS8mithcolleges offerdedcated
education for 1€8-yearolds, typically based around-l&vels as the traditional route to university.
Further education (FE) colleges are similar, but usually offer a wider range of vocational and adult
education courses alongsiddevels.
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usually taken by teenagers planning to go to univeiisityhich are &fered in 32

subjects, including traditional academic ones alongside modern ones. The college also

provides a smaller rangef vocational qualifications including Business and

Technol ogy Education Counci l DipillkBAimas ( c o mm
Canbridge Technical diplomas and foundation degrees. Some of these can be used as

alternative routes to university, while othen® @rimarily aimed at gaining trade

specific training. In addition to its pe&6 provision, the college also ruosurses in

adut education and pattme vocational qualifications for secondary school pupils. In

its most recent inspection, the collegeswaj udged to be O6outstandir
possible mark) in all areas. The proportion of ethminority teenagersvas around

3%, which is similar to the figure for the overall population of East Hampshire.

Life at the college was designed to be notabliedint to secondary school. Students
called teachers by their first names and they were allowed to wear theclatives

(as caual or as smart as they wanted) rather than adhering to a school utiferm

latter of which is common in secondary schoalshe UK The college site was more

of a campus than a traditional school grounds, with a large central libréryawi
computer gite as well as green spaces, shops, cafés and recreational areas. Outside of
lessons and other timetabled activity, there wasexpectation for students to be at
collegei they could come and go as they pleased with buses stopping allédge c

throughwt t he working day. The col |l ege- al so had
run clubs and societies. All of these charactiegstre key parts of university life in
Britain, and so the coll egeds sreparing | and ac

studetts for higher education. Some elements of secondary sshaellife remained,

such as in the kinds of discipline meted out dcsruptive behaviour and the close

i nvol vement of parents in monitolkgeng studer
positioneditself as a site of transition between school and university.

State education in England is free of charge and, since 20dhputsory up to the age

of 18 (this includes apprenticeships as well astfole education). This means that

the date sixthform college was able to recruit students from across the -socio
economic and ability spectra. As | showed in SecBdh3 however, East Hampshire

and he surrounding area is, overall, disproportiehatvhite, middle class and less
deprived compared to England as a whole, which was reflected in the student body at
the college.Class and adtation are closely linked, with vocational routes such as
BTECs more likely to be taken by those from lower dodiss backgrounds (Connor

et al. 2001) and oftenr egar ded as o6too easyo6 or busel e:
employment (Leathwoo& Hutchings2003) In contrast, the more academidévels

are preferred by middlelass students, fosome ofwhom, going to university is
treatedas a given (Bathmakeat al. 2016).In a school like the sixtform college in

my study, then, at which mbstudents teidied Alevels and those doing vocational
gualifications formed a minority, the potential for social stratifaatialong
educational lines (which, as described above, are often tied up with class), is high.
This was borne out in some of thenements fronmy participants. The sample was
recruited via teachers in the English Department at the college, who askedssinden
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the classes they taught to participate in the studly of which were Alevel classes.

This meant that all of the informenin my staly studied Alevel English in some
form,!* mostly in conjunction withrelatedsubjects. When | asked students wiinat

main social divisions or groups were at college, some participants mentioned the split
between Alevel and BTEC students. Tvexamples argiven below.

IMOGEN: er well (laughs) | take Aevel Drama and (.) | see a lot of the um (.) BTEC
like()Danceor (.) er | think itdés Perfor min
I just dondét wanna s ounitimedq(d)tley might e but
theydébre not as (.) maybe (.) 1ike c¢omj
stuffand l justfindthembi t t | e bit annoying to be h
reallyfullon t heyoére I ike just (.) just not

REBECCA l'i ke |Ilistening to them |Iike theyodre on
l oud and (le)cetsbardos ynat bmd thing ito
expressiveé itds |like (.) maybe their

into A-levels

The participant s 6 BIECsareragarded asnessd acamenecallt h a t
rigorous and that the BTEC studerdo not care as mudks the Alevel students

about their education, reinforcing some of the tendencies discussed above. ®hey als
useeuphemsti c descriptionsonuchlaosuddammay idreg
suggest t hat t h e iouB if S cuttured crel mefired thabiddé a v
However, the split between educational routes was not socially meaningful for all
informants. Te college was so educationally stratified that many students rarely
interacted with those doing other qualificats, as in the example below.

MICHAEL: Il think (.) I think therebés a split ma
areinmysame (| ass as me (levpl stsdentstshwely(dr e al |
donodt really know (.) aenones BOME.Cmys t uden
school who went here (.) so

Instead, when asked about the social groups at college, students tended tasemphas
how muchmore inclusive and less cliquey college was compared to secondary school.
If any clear friendship groups did ekisthey were mostly based around where
students were from (and which secondary schools they formerly attended) or which
classes thy took. Sore examples are shown below.

11 Thereare three Englishualificationsavailable at Alevel: English Language, English Literature and
English Language & Literature. All three of these were offered at the statefaminxticollege in my
study.
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GRACE itdés |Ii ke no oneds at any groups at coll e

NATASHA: no itolsl ynoat trheiangé everyone just mixes up
JOEL: cause weobve all got different classes di
MELISSA mm

Roy: would you say thatoés different to how it
JOEL: [definitely]

MELISSA [definitely]

NATASHA: [yes] (.) definitely (.) it was like a whole hierarchy at school (laughs)

MELISSA: oh my Go (laughs)

PETER: | noticed last gar there was (.) two tables that were always the same people

() like () | know that thevillage) and fown) ard (village) lot were on the
table right up the end (.) in the se¢lae second year (.) people were up the end
(.) and therthe &choo) peoplewere on the table (.) next to it and then the
(town) people one across from that (.) and you can sort of graam thut
people would mingle (.) from those tables but | could (.) | could like point out
people from fown) and people fronftown) quite easy

To summarise these findings, there was no clear and consistent social order at the
school that every student haal megotiate or orientate around, unlike the jocks and

burnout s, for i nstance, i Av-levéll BTEE splitGss (1989,

probally the closest equivalent, but the large numerical imbalance between the two
cohorts and the fact that they raréhyeracted meant that the distinction only had a
social influence on the small minority of students who either sat bgtés tyf
gualifications or shared study space with the other group. Among the students who
did have a clear idea of the friendship grewt college, they seemed to mostly be
based on which secondary school people previously attended rathecuihanal
ideologies or practice Many participants downplayed cliquiness at the college and
claimed that the distinctions between social growm $ignificantly weakened since
secondary school.

It is ultimately not very surprising that most participants were nat &blclearly
delineate between specific friendship groups at college, since it would have been
essentially impossible to know who seihds with whom for a student body of 2,000
(or even one year group of 1,000 individuals), especially when most peagl®mnhg

there for wo years and came from a wide geographical area and many different
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secondary schools. Instead, the most visibleihces ones that were in some way
imposed from outside, like type of qualification studied and which school one
attenckd beforei were hghlighted, rather than those related to personality traits and
ideologies. For these reasons, | was not able tairobhicrolevel data on the
participants0d membership of communities
sixth-form college, unlike forthe private school (see below). This reduces my ability

to compare how sociolinguistic variation operates withathbschools, but it is a

natural consequence of the nature of social life at the colletgrge, diverse,

temporaryi andnot because of isgs with how | asked participants about it.

In terms of the demographic information of the participant samplee thais a
reasonable degree of diversity in parental occupations and education, but the overall
skew for the sample was towds the higher endf the spectrum, as expected given

the characteristics of the East Hampshire area andlevél students generallyfen

out of 26 participants did not have a parent who attended university, and six had
parents whose occupations weresskd in groups-Z of the NSSEC system (the
broadl y-cdvwsrsloi cgat egori es) . The average h
1.13 tmes the mean for the area but only six participants lived in postcodes that were
not among the 30% least deprived in EndlaThe gender splifell to a notable
female majority: eight boys and 18 girls. This is not as balanced as it could be but is
indicaive of the participants who were willing to participédtéhat is,students ofA-

level Englishwhich is femaledominatedJoint Council forQualifications 2018). Al
informants identified as White except for one girl who identified as Mixed (White and
Black Caribbean).

It would be reasonable to say, then, that the sample from this school was reasonably
affluent, but a minoty of participantsould arguably be described as loweiddle or

working class. This is, however, reflective of the demographics wéthnof the
geographical area under study, which is more midtiles and less deprived than the
average for England. Foneé remaining chapte of this thesis, the college is usually
referred to as O6the state schotwelpdvatef or s
school.

3.6.3 The private school

The private school is located in one of the main towns in East Hampshiideaand
around 850 studentspread across seven year groups between age 11 and 18. The
school was founded in the 1 &entury and is ceducatonal (mixedsex), though

boys made up about 60% of the student body the year before | visited. Some private
institutions are boarding schoolbut this particular school only takes day pupils.
Students enter the sixth form at age 16 and study there foydars to sit Aevel
examinations. The sixth form is located on the same grounds as the rest of the school
but has tis own building with clasrooms and recreational space. Many of the 215
students in the sixth form had attended the school together gjacklaor since an
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even younger age at the sister junior school located in a nearby village. A minority of

pupils enéred at age 16, havingiginally attended local state or other private schools

for their secondary educ agtconsists.almdsteatirelyc hool 6s
of A-level qualifications, restricted to 24 subjects mostly encompassing traditional

acackmic areas of study. Ats most recent inspection, most aspects of the school

wer e eval uad the secordsghestdevebod a fatrpoint scale. None of the

pupils had English as an additional language while only a small handful were from an

ethnc minority background.

The culture of the school was quite different to that of the state-feistti college.
Pupils addressed teachersrugg t heir titles and surnames ofr
most secondary schools in the UK. A uniform including bigzad ties was enforced

for Years 7 to 11, but upon entering the sixth form, students were able to wear their
own clothes. However, thisdedom to wear whatever one wanted was restricted to
formal businesstyle clothing onlyi i.e. dark suits for boysna smart tops, skirts or
trousers for girls. Students had full schedules throughout the day with only occasional
free periods, which theyave expected to use studying in the sixthm centre rather

than leaving school property. They were allowed to lgaeegrounds at lunchime,

or mid-afternoon if their timetable finished early and they had permissionthbut

were generally required toe at school for the whole day. In addition, the small size
of the sixth form (215 pupils) and the relatively narrowrriculum of traditioml
academic subjects meant that a student at the private school would likely be able to
get to know the vast majdyi of people, if not everyone, in their year group of around
100 pupils. Those at the state school, in contrast, dvatituggle to become
acquainted with even a fraction of a 1,660ong cohort studying a wide range of
gualifications from a number of feed schools across Hampshire and Surrey. In
summary, life at the sixth form in the private school was much closenatoof
secondary schodhan at the state sixflorm college. While the separate building and
the lack of uniform enabled sixflormers tofeel distinct from the rest of the school

and gain a greater sense of autonomy and responsibility, this independasce
limited compared tstudents at the state sixfibrm college, who were entering a new
and much larger institution than their secondanyools and for whom the structure of

the day resembled a hailfay house between school and university life.

Privateschools in the UK are pnarily funded by tuition fees, which can reach over
£40,000 per pupil per year at some of the most exclusivduitistis. The private
school i n my study, whil e a me mb er of t
Headmi st r es s @b®) grAup of top indpemdent schools, did not charge

the kind of fees that some of its elite contemporaries did. In the year | vikged
school, tuition fees were £14,220 per pupil per year, which is towards the cheaper end
of the scale in the sectobut still represents darge sum for many families,
considering the median annual salary in South East England at the time was £29,432
before tax (Office for National Statistics 2016). This high cost of entry meant that the
student body was from a fairhgstricted segment obsiety, which is reflected in the
sociodemographic data for my participant sample. Only two out of the 19 infésman
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did not have a parent who had not attended university or whose job was not classified
in the top two brackets ofhé NSSEC scale (Higherand Lower managerial,
administrative and professional occupations). The mean house price among the
sample was 1.64imes the average for the area and all but three students lived in
neighbourhoods ranked in the 30% least deprivecEmgland. All participats
identified asWhite and there were 11 boys and eight girls.

The lack of variation in demographic characteristicthe school will of course have

an influence on social life among the students. Without a wide range of socio
economic stratification inhe school, it would be easy for a student to get the
impressionthat the privileged material circumstances expeeenby most pupils
there is O6nor mal 6. I n addition, more sub
order to cultivate a distinct identigt school. Given the tendency for young people to

feel the ned to express themselves in a culturally approprag that displays their
individuality while also fitting in to social norms, identities related to certain
demographiclasses or ethnicitiesay be less easily available in this kind of socially
homogenas environment. Participants frequently commentetherack of diversity

in the school during my conversations with them, particularly in relation to how it

might mean that most people spegak an odéarti cul ated or oOedu
they have ben brought up:

MOLLY: I guess it 6s (1)modt people bpeak famly sbndar here cause
(.) webdre all from fairly similar (1)
same plaes a | ot of us (1) so (.)@I gues

pronounciations or way of speaking

As a result it is possible that semiotic and linguistic resources that do not overtly
contradict this assumed 0 artheicangirucaon ef6 de f
Ssubversive or 0 ¢ o0 o | nfities sab theprivate sahaola mhisnsy a n d
reinforced byhow participants talked about the main groups of friends or cliques at

the school. Many previous studies (usually conducted in state scrstame the

biggest social difference at school to be based raraeither class or orientation

towards the schoolhe two of which are often related (e.g. Eckert 1989, 2000; Moore

2003; Kirkham 2013). That is, the individual cliques (or communities oftipegc

often referred to as Odyadefiked dlgng middlelask s 6 , e
vs. workingclass and or proschool vs. antschool lines. Among the sixttormers

at the private school, however, this was not the case. It became clear from m
conversations with pupils that the main social division endixthform was based on

which of two rooms in thduilding they spent time in at break and lunch time. One
room was where people who were variously
and O6outgoing6é hung out . Trhree du steor sa so fo qgtuhie
popul ar & a n.drundionally, the voems twerel @ore or less identical, as

large spaces with chairs and tables arranged in a way to encourage socialising. Thi
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division became apparent, however, in the first data callectession | conducted at
the school and was disceskin all subsequent conversations. Some examples of how
the participants described the two rooms are provided below.

Ross t her e6shoalgrmho qt. )t cause webdbve got two room
foom area that we er st ayf like 1f.) this.i9 thereds
generalising quite a bit but thereds a m

more outgoing peoplamthg rogm wharecthe(sart)of t hen t h e
like quieter a bit more withdrawpeople are

LEE so we havehte one room which is like the sort of the boisterous (.) more (1)
considered to be outgoing sorticof group (
l'i ke (.) the popul ar peogentrieliké())er whoore (.
more sporty (.) like more ouving (2) and then we have the other group
which is like the sort of more introvert people (.) so like me for example (.)
and (.) peoplewho(ar e sociable (1) but wonot |i ke
becaus¢ hey doné6ét wanna sorsdrtofdhingbe rejected b

MOLLY: um (.) one (.) room is the kind of more (.) like (1) people who would (.) like
have parties every weekd and be doing loads of social things (.) erm (.) and
then thke other room is more (.) a mix of people like ome people (.) are
very soci al but (.) theydre not (.) quite
have a lot of the like quieter peopbeople who more like (1) focused on
work or things like that

Most of the discussion of the rooms focused oret boys i n the O6outgoi
whose members were talked about in terms of their adherence to various elements of

traditional masculinity, suclas playing sports, going to parties and engaging in

laddish bater. The other room was less clearly defined faached more as a mixture

of different groups who were united by thei.
this thesis, | refer to the two o0 0 ms as the O6outgoingd and

60 Out goi reguéntlywsed byfparticipants as a descriptotte first room and

avoids the implied stereotypical and negative connotations associated with the word
Opopul ar 6, whi c h evtars usedhamongnthe sampke. Theeworda t i v

O0r eser vedoinrefarencertothe sacae rdom but | find itlwsited to the

task of di stinguishing from 6éoutgoingé6. The
such as oO6qui et 6 an tthedndividualsanvtlasrraom tvére antis u gge st |
social, but Lee and Mol y6s comment s s howi nathea theyt hi s i s
socialised in a different, less visible kind of way. Conversations with the participants

suggested that not everyone in each roorms g@od friends with all the other people

in that room. Insteadthe rooms were made up of several friendshipugs who
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shared certain similarities. Nor were the rooms completely excliissgne people
had friends in the other room or would sometimes gbwveen the two places.
However, all the participants | talked tdentified themselves as belonging to one
roomor the other.

Analytically speaking, | argue that the two rooms form two constellations of practice
(Wenger 1998), as they each contain a cttbe of individual friendship groups, or
communities of praate, who share a physical space as well as oattgpositions, in
opposition to the other room. Because | did not use ethnographic methods, | did not
have the opportunity to gain a deep knalge of each group of friends (each
community of practice) andhé individuals who formed them within the twooros,

yet | had detailed conversations with the participants about the nature of social life at
school and it seemed clear to me from their comenérat the CofP framework could

be applied to this communityit would be tempting to label the two rooms as
communities of practice themselves, but this would not match up with the way
students described them to me. Not everyone in a room had closksHigsnwith one
another or did the same things together, butas home to certain types of people
with a shaed disposition for either more sociable and mainstream activities or more
solitary and alternative ones. This fulfils the criteria for a corsdtefi of practice
(Wenger 1998).

My sociological findings ech@dr ager 6 s (2015) -ge x p e0ibin esrcche ¢
New Zealand, in which she was able to classify the girls into two constellations of
practice based on whether they ate their lunch indnenmon room or not. Groups of

students in the common roomwereger al |l y more &édmainstream
spwportive of being 6normal 686 than the grc
grounds, who rejected this s¢alowedehertoDr ager

identify individual communities of practice thin these two constellations, but she
also fourd common ideologies and practices that unified the various communities into
two constellations, including linguistic practices. | would argue tha situation at

the private school in my study is very siaril that there were various communities

of pradice in the form of small friendship groups, whose personal and cultural
orientations could be broadl y icdendeddped i nt
becoming manifested in physical form via the tenyefor groups of a certain
disposition to congrgate at break times in a space with other-ilieded groups.
These two constellations of practice within the private school were the princ@ay so
division in the sixth form and so are likely to be a keie of microlevel
sociolinguistic variation. Fathis reason, constellation of practice (room) is used as an
independent categorical variable in the quantitative analysis of speech production.
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3.7 Measuring the variables

3.7.1 Measuring socieeconomic class

Differences in language use between different secamomic classes are one of the
key findings of variationist sociolinguistics, yet it is not always clear in individual
studies how class is defiheor why it is measured in a given way (Block 2013). In
this thesis, classan be defined astructural diffeences in material conditions formed

by social relations in economic life (Chan & Goldthorpe 2007), based on differences
in labour and productiorelations (i.e. occupation). These are closely connected t
other factors such as education and property csti@rwhich are also considered as
part of the operationalisation of class in this thesis. Accordingly, | measure class using
two kinds of compos# scores based primarily around labour relations andgsdoe
resources: social class scores and the Infiéudtiple Deprivation (IMD). However,
Bourdieu (1984) and others working with his theories have argued that class is about
more than just economiconcerns, but about social and cultural factors as well,
conceptualised using the notions of economic, $acid cultural capital (e.g. Bennett

et al. 2009; Savaget al. 2015; see Chan & Goldthorpe 2004, 2007 for a critique).
These are not explicitly @ with using my methodology but are acknowledged as a
crucial way in which class relations and identities eonstructed and reproduced, and
referred to in some of the interpretation of my resultSeation8.4.1 The rext wo
subsections explain what social class scores and the IMD are and how they are
measured.

Before moving on, however, it is worth noting that in this study, school itself can be
interpreted as a measure of social class. Because the state scheel @mlfthe
private school requires yearly tuition fees of approximately half the annual salary in
the region, only those with the requisite financial capital are able to send their children
to the latter. Considering cultural approaches, too, those wievééhat a private
education is worth paying for are those who might have certain ideologies or d
certain practices (e.g. having gone to private school themsedwesjor who are part

of a social network where this is expected or encouréigedrdenet al. 2011) This
suggests that the school attended by the participants (and the type of selyool th
attended previously see Sectior8.7.2below) can also be regarded as a less direct
but equally revealing measurésmcio-economic classThis is especially important in

a community such as East Hampshirdieve heterogeneity amgrtraditional class

lines (e.g. occupation) is weaker. Measuring class usiecgpation and educatios

still important and necessary inighthesis in order to make the results comparable to
previous work in variationist sociolingaiics and becausihere is still some socio
economic variability in the participant sample. My approach of seeing school type as
another form of class stratifigah aims to complement the traditional measures and
make class more relevant given the comityuork in future cold take this further

by explicitly measuring cultural and social capital when operationalising class in
sociolinguistics.
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3.7.1.1 Social class scar

The most traditional way of measuring seemnomic class that has been used in
sociolingustics is forming a saeal class score from a combination of three indices:
education level, occupation and house price (Labov 1966, 2001; Eckert 2000; Moore
2011) The advantage of this over the IMD is its more easily quantifiable nature:
while IMD data mt be dealt with in tens of norordinal national rankings, inferred

from opaque government neighbourhood data, social class scores are based on more
Ovi si®medswrabl ed criteria that the resea
dependent on mianal standards. Thegllow for a composite score based on multiple
indices and can be customised to fit the nature of the community, though this does
mean thatthey less easily comparable across different studies and are open to
subjectivity on the pauf the researcher.

The method of social class scoring that | use here is adapted from Labov (2001) and
Moore (2011). My participants were teenagers living at hentle their parents, so

the criteria are based on information about their parents, namelyethaation level,

ocaupation and house price. This affects how much information one can glean from
participants, as they may not know the precise details afthgp ar ent sdé qual i
or what they do for their job. While Labov (1966, 2001) uses #esil system for

educaibn ranging from grade school (finishing education at age 14) to professional
postgraduate qualifications, | use a thvesy split based onvhether one, both or

neither parent attended university, as this is more appropriate fashBpiiople born

in the1970s1980s (i.e. the parents of my respondents born in the late 1990s and early
2000s) and is easier for participants to respond to. Rarectupation level is based

on the threavay reduced NSSEC 2010 classification system. Tlaisllapses the full

sewentier NSSEC scale referred to in SectiBr2.3into three categories, which can

be used wherf u | | i nformation about mentisinatdi vi d
known (ONS 2010). House pdcdata was taken from the website Zoopla using its
average house price feature for each postcode in Septembet?2Di@se were

organised into three groups of ghly equal size based on their relationship to the
avaage house price for the area. Followipgevious research (e.g. Labov 2001;

Moore 2011), each participant was given a social class score between 3 and 9 based

on the criteria below. This method is rftawless: it could be argued, for instance,

that the dstinction between one and two parentterding university is smaller than

one versus neither. However, this procedure was designed to capture some granularity
within a generally homogenous and middlass participant sample, rather than

provide casiron &6 obj ecti ved s bsachthihgsevénaxdsy). i ndi cat c

12 Three participants did not supply their postepso the average house price for their village was
collected.
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Parentsdé education
Both parents attended university = 3
One parent attended university = 2

Neither parent attended university = 1

House price
House price greater than or equal to 2xaherage for the area = 3
House price beveen 1x and 2x the average for the area = 2

House price less than the average for the area =1

Highest parental occupation (NSEC 2010)
Managerial / professioha 3
Intermediate = 2

Routine =1

3.7.1.2 Index of MultipleDeprivation

The other approach | use toeasure social class is the 2015 Index of Multiple

Deprivation (IMD), a UK government statistic encompassing various indicators of

deprivation including income,ritme and access to education and healthcare. This

measirement has advantages over other dfiers of class as it includes a broader

range of indices to give a fuller picture of the social profile of local neighbourhoods.

The ONS divides England into 32,81 ¢ LLayereSupelOut put Areasd (LSOA
also knom as Onei ghbour ho olgB0binhabimrts, vehighpareo x i mat el
ranked according to their IMD score. | collected the IMD for each participant by
entering his [/ her p o s tlineodhtabase totfind tteh e ONSO s
corresponding neighbourhodtiTo get a better picture of the relati deprivation

within the local area, these national ranks were then converted into local ranks based

only on those neighbourhoods found in the local authorityrictis in which my

participants lived, comprising 50Reighbourhoods in total. Using measurefs

deprivation that are relative to the local area is important as it situatesesociomic

status within the context of the community, which is markedly leggived than

England as a whole, as discussed in $a@i2.3 IMD rankings are ordinal and not

continuous the fiftieth-most deprived area is not twice as deprived as the hundredth

13 For three participantsvho did not supply their postcodetook the IMD score of one of the main
representative residential neighbourhoods from their village.
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most deprived, foexamplei and so it is necessary to categorise them into ranking
groups, such as quartiles or decilies,analytical purposes (the ONS do not make the
raw IMD scores themselves available).

When conducting statistical modelling, it is important to only arse predttor for a
particular characteristic, as this reduces collinearity and helps the mode¢sgeriv

also makes sense from a conceptual point of view, since having multiple
measurements for the same thing is arguably redundant and adds unpecessar
complexty. | hence tested various heuristics based on the social class scores and IMD
rankings disussed above to see which one worked most effectively in the models.
These independent variables were:

1 Continuous social class score from 3 to 9 (standaddusing-scores)
1 Three discrete categories of social class scoteX3ow; 57 = medium; 8 =
high)
1 The three measurements of social class score but as separate independent
variables:
0 House price as a multiple of the local average (continuous,
standardised wusy z-scores)
o Parental education (three discrete groups as above)
o Parental occupation (thrediscrete groups based on the -SEC
categories as above)
91 IMD local rank (terciles)
1 IMD local rank (quartiles)

Separate models were fitted with each of these sol@ak heuristics as the single
measure for class to test their effectiveness as prediaorhé /t/glottalling and
Goosefronting data. The variable whose models showed thet leallinearity
(measured using variance inflation factors) and fewest exgewnce errors was
selected for use in the final set of models. This turned out to be slasalscore (3,
standardised). Continuous variables generally fare better than dedaégmres in
regression modelling, and this was the case here. While fiteses are subject to
some of the disadvantages discussed above such as being based enetlzerrec her 6 s
own classifications, they are useful as they combine three-relassed faabrs into
one, can be adapted to suit the data, and, as shown here, cgrdueipe better
fitting statistical models.

3.7.2 Measuring other variables

This section covers ko | measured the other independent variables used in the
statistical modelling. Some dhese, such as age, gender, task type and number of
syllables in a word, arseltexplanatory and do not need further elaboration. Others
require a little more detailna are dealt with in subections below. | first explain the
social factors, followed byhe linguistic factors. The dependent variables for the /t/
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glottalling ard coosEfronting analyses are explained in depth in their corresponding
chapters.

3.7.2.1 Previous shool type

Some of the participants had recently moved from the private to the steite et
vice versa after finishing their GCSEs at age 16, so it was immddeconsider the
school they had attended previously as well as their current schooméanfts were
asked which school(s) they had attended for their secondary education sed/¢ne
collapsed into a binary split between stated privatesector schols.

3.7.2.2 Settlement type

This variable refers to whether participants lived in a town or agell This is

important for sociolinguistic purposes since people who live in towns, leiger

populations and better transport links, are more likely to conee dontact with

speakers of other accents than those in small, relatively isolated villageshe

purposes of the study, towns were defined as settlements with a populatideast at

9,000 in the 2011 Census. This formed a binary categorical varighléwo levels:

town and village. None of the participants lived in a settlement that caauld b
considered properly o6urbandé, i.e. a very | ar

3723 Parent s6 géegmgraphical or

Children typically speak with the accent of their parents until thast going to

school, at which point they begin to accommodate to fit in with their peeboyLa

2001) . However, parent al regi onal accent
pronunciatbns, so this was measured and included in the study using two heuristics.
Mooreds (2011) study of -waydistiacjom bedweenn Bol t on
participantswith at least one parent born in the town; at least one parent born in the

northhwest of England; and both parents from elsewhere. | take a similar approach,

categrising participants into those with at least one parent born in East Hampshire or

the surronding area; those with at least one parent born in South East England; and

those whose arents are both from elsewhere. | also tested models with an alternative
mesuring system based on how many of the pal
Hampshire aga: both, one or neither. Testing these variables in the models, however,

showed very Igh collinearity with other variables and a large degree of imbalance

betwea the different groups, which meant that these variables were removed from the

models at analy stage of data exploration in order to improve the model fit.
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3.7.2.4 Discussion group sizand gender composition

People are more likely to use informal speech stywen they are comfortable with
those around them and when they perceive the situatiohtiskeé informal(Labov
2001) The size of the discussion group will affect this, as atommme or tweto-one
conversation with a stranger may cause participemtse more sel€onscious and
thus use a more formal style than in a larger group of fawdests, where they
comfortaby outnumber the moderator. Similarly, the tendency for teenagers to form
samesex friendship groups and potentially have limited eepee with extended
oppositesex interactions means that the nature of the conversation @ugy v
depending on whether thgroup is almale, alifemale or mixeegender. These
factors were accounted for in my modelling using three predictors. The firsetero
to the overall group composition: group size (continuou$; 4tandardised using
scaes) and group gender maup (categorical; akmale, allfemale or mixed). The
third predictor is als@ategoricaland its levels vary for each participant degiag on

whet her their gender had the majothety i n
group members were allinee or al | f emal e) ; 6equal 6 (t
mal es and females in the group);ityhmaj or i
terms of gender in their conversatheon gro

minority for gender). Allthree variables were tested in the statistical models but only
group size proved to be a useful predictor. otieer twovariables wes imbalanced
and caused convergence issues so were removed at an early stage of the modelling

3.7.2.5 Word frequency

| measuredword frequency by collecting the frequency per million words of each
word in the data set from the spoken part of the most recenteupmldhe British
National Corpus, the BNC2014 (Lowt al. 2017). Words that did not appearthe
corpus were given adguency value of zero. In order for this data to be processed
correctly in R, each frequency value was increased by one before undergo
logarithmic (logg) transformation, as in Schleef (2013). Log values of word
frequenciesare said to better reflect Wwohearers process frequency information than
raw values (Hay & Baayen 2002). While some studies place caps on highly frequent
words, sich as a maximum of 4 or 10 tokens per speaker (Straw & Patrick 2007;
Smith & HolmesElliott 2018, respectively), | did nodo this as such limits are
arguably arbitrary and the advantage of mieff@cts models is that one can account
for the uneven digtoution of lexical items in the data set by including word as a
random effect in a regressiomodel.
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3.7.2.6 Word class

In my data, tokens were coded for word class to form the following categories: noun,
adjective, verb, adverb, conjunction, determiner, prejposijpronoun, interjection.
Having a large number of (unbalanced) factors in linear metegtts models can

cau® convergence issues, so after testing, these categories were collapsed into a
binary distinction between lexical words (noun, adjective, vadverb, interjection)

and function words (conjunction, determiner, preposition, pronourettieg with

certain finction verbs and adverbs suchhaghtandnot) for modelling purposes.
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4 Quantitative analysis of /tkglottalling

4.1 Chapter overview

In this dhapter, | begin by discussing previous findings in studies-gfdttalling and

how this iforms my analysis ofthis variable, including information on its
sociolinguistic variation, its phonetic properties and how it interacts with salience and
social neaning. The following sections show the methods and the results of the
guantitative analysisconductedwith a generalised linear mixedffects regression
modeland shown via graphs, before a brief summary concludes the chapter.

4.2 Background

4.2.1 The sociolingustics of /t-glottalling

/t/-glottalling refers to the phenomenon of Aaward-initial /t/ being produced with a

g ott al realisation in many varietires of
glottal-dli omtgtba ! ids/att/i ond fandt /6@!| at ealusedr ib
authors to refer to slightly different things, sometimes basedubtle differencem

acoustics or articulation (Docherty & Foulkes 1999; Straw & Patrick 2007,
Drummond 2011; see Secti@gn3.]). Here , | -qilset tédltl/i ngd t o r ef
any dottal pronunciation oft/.

The geographical origins of flottalling are uncertain. The feature has long been
documented in Scotland, where it is strongly associated with Glasgow speech and has
sincespread to other parts of that country (Andrésen 18&&aulay 1977; Macafee

1997; Foulkes & Docherty 1999; Schle#®13. Glottal realisations of /t/ appear in
Norfolk in the Survey of English Dialects (Orton & Dieth 1970), prompting Trudgill
(1999, p. 136) to claim that the phenomenon may have origintiiede, at least in
England. Other studies have argued thagltttalling is an innovation from working

class London (Cockney) speech which has, in recent decades, spread across South
East England anddyond to many parts of Great Britain (Wells 1982teAtlorf &

Watt 2004).

Whaever its origins, /thlottalling has spread widely and has been reported in
numerous locations across the country, including Cardiff (Mees & Collins 1999),
Leicester (Hughest al. 2012), Derby (Docherty & Foulkes 1999), Nottirzgh

(Flynn 2012), the WesiMidlands (Mathisen 1999), Liverpool and the Wirral
(Newbrook 1986, 1999), Manchester (Drummond 2011; Baranowski & Turton 2015),
Bolton (Moore & Podesva 2009), Sheffield (Stoddztrial. 1999), Hull (Williams &

Kerswill 1999), Newastle (Milroyet al. 1994 Docherty & Foulkes 1999), Glasgow
(StuartSmith 1999), Edinburgh (Schleef 2013) and nadist Scotland (Smith &
HolmesE |l | i ot t 2018) , earning i {isonipBritsic e as
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vari abl ed ( Shwott2di8, g 1)Hlbis inckidesiany varieties of South

East England, including London (Tollfree 1999), Reading (Williams & Kerswill

1999), Milton Keynes (Williams & Kerswill 1999), Norwich (Trudgill 1974, 1988

1999, Ipswich (Straw & Patrick 2007) and the Hor@eunties (Przedlacka 2020

Altendorf 2003). Its geographic diffusion has-@ecurred with that of a group of

other variables that are said to have originated in London and spread through the

South East rd beyond, which include Tfonting, /I/ vocalisabn and &

labialisationt oget her forming a stekesheff 6gbanhbesndr mk
may index youthfulness, casualness and trendiness (Williams & Kerswill 1999;

Foulkes & Docherty 2001; Miby 2007) someti mes known as OEst L
(Rosevarne 1984; Przedlacka 2002; Altendorf 2016, 2017; Seetion 2.5). /t/-
glottalling is traditionally excluded from
based on educatesbuthern speech, in all but very feMaonological environments

(Wells 1982). Yet rsearch on younger speakers of this variety (sometimes now

known as Standard Southern British English or SSBE) suggests that the feature is

used in all norword-initial contexts to varying extents, if not witlub some negative

social associations (Fabricia®00; Badia Barrera 2015).

This large body of work on Adlottalling has uncovered sociolinguistic patterns
within speech communities showing variation according to satiatacteristics of
speakers such amge, gender and soeamonomic class, and ireeent years, how
languagenternal factors such as word class and word frequency affect the use of this
feature. Speaker age has been shown to be an important variableyowither
speakers using more glottal than older speakers in a number of thealibies
mentionedabove (Docherty & Foulkes 1998toddartet al. 1999; StuarSmith 1999;
Flynn 2012; Badia Barrera 2015; Smith & Holrtgliott 2017). Gender and social
class are often found to interact swtt workingclass men use more glottal stops
(Docherty & Foulkes 1999; Kerswill 2003), though this may be restricted to older
generations (Smith & HolmeBlliott 2017). This is related to the notion that men
orient towads workingclass local norms for tlvecovert prestige, while wometend

to only use innovative variants if they are supegional rather than loc4Trudgill
1972; Labov 2001)This explainsan exception to the usual fflottalling gender
patternin Newcastle: women use more glottal stdpg, as they are part of a new
supralocal nothern variety, while men use more glottalisstps|[tr] as a local
Tyneside feature (Milrogt al. 1994; Docherty & Foulkes 1999; Schleef 2013).

4.2.2 Phoneticand phonologicalproperties of /t/-glottalling

/t/-glottalling occurs in a limited set of phonologicenvironments in most British
English varieties. /t/ can be glottalled after a sonorant in coda positttad) (or as a
nonfoot-initial onset (vhatevey (Tollfree 1999).Previous studies have shown that
the phonological context in which /t/ occurstha is, the sound following the /t/ and
its position in the word have a strong effect on its realisation (Wells 1982; Altendorf
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1999; Fabricius 2000; Badia Barrera 201bigure 4.1, adapted from Al
(1999) investigation of Estuary English, demonstrates this clearly.
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_ _ _ _# ;I)ause _I/I/ V;V
(GaTwick)  (quiTeright) (quiTe easy) (QuiTel) (boTTle) (buTTer)

Frequency of glottal stop (%)

Figure 4.1: /t/-glottalling reading task results by phonological context from Altend®@$9
p. 6), reproduced via digitisatn of the original graph

The results show a hierarchy of likelihood ofglattalling, with wordmedial pre
consonantal contexts (e.Gatwick showing the most glottalhg and wordmedial
prevocalic contexts (e.goutten showing the least. Glottal /t/ before a waongdial
syllabic consonant, particularly syllabic /I/ asliitle, is also much rarer than in other
environments, almost to the same megas wordnedially before a vowel. Generally
speaking, /tglottdling is extremely common before a consonant with the exception
of syllabic consonants, with socially stratified variation occurring inveelic and
pre-pausal contexts. This robust Pre®reP > PreV gladtling pattern is so prevalent

that Strawand®t r i ck (2007 p. 390) refer to it a
many of the areas in the South East purported to have gained the feature via diffusion
from London (Mees & Colhis 1999; Tollfree 199; Williams & Kerswill 1999; Flynn
2012),

The phonetic properties of glottal variants of /t/ vary. Previous studies have identified

a continuum of glottal /t/ realisations, ranging from total replacement of /t/ with a

glottal stop [, through glottaliston [tr], to creaky voice (Docherty & Foudls 1999;
Straw & Patrick 2007). Il n Straw and Pat
stops, the authors find that true glottal stops are much less frequent than they would
seem from anwditory analysis, irwhich realisations involving some glottdbsure

such as creaky voice are often categorised as stops. For acoustic studies such as Straw
and Patrick (2007) and Docherty and Foulkes (1999), differentiating these realisations

14 dlightly different patternsin Newcastle and Scotland reinforce the theory thagldttaling
developed separately thefidilroy et al. 1994 p. 341; Stuas$mith 1999 pp. 19495).
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in their analyses is importanbecauset is relevant to the questions thare asking or

to the communiesbei ng 1 nvestigated. For exampl e, Do «
Newcastle speech shows that different forms of-gldftalisation are

sociolinguisti@lly stratified in Newcastleand can be identified through the close

acaustic techniques they employ. Other research collapses the variants together or

focuses on only one form, such as glottal replacement (Mees & Collins 1999; Tollfree

1999; Fabricius 2000).

It is also worth notingthat nonwordinitial /t/ may be produced Wi other

realisationsn addition tothe standar@lveolar stop [t] and the various glottal variants

mentioned above. Alveolar tapg [and articulations without release’][tare also

possible (Straw & Patrick 2007; Drummond 2Q1d)tthey have not beentsdied in

depth in British EnglishThe unreleasetbkens in particular pose a dilemma, as they

do not fit neatly intobinaryé al veol ar 6 or raggredofortogidtid®d cat egor
regression modellingSome studies combine unreleased / elided tokemshegwith

alveolar realisations into one ngiottal category (Fabricius 2000; Roberts 2006),

while others exclude them (and other relevant minority variants) from the data set

(Straw & Patrick 2007; Kirkham & Moore 2016; Smith & HolrAgliott 2017).

ScHeef (20178) points out that glottal variants coube one step in a wider process of
debuccalisation of /t/ that may eventually result in its elision, which would imply that

they should not beategorisedtogether with alveolar variants. He finds that the

presence or absence of these tokens can maKéeeedce to the results of statistical

modelling, as the grammatical category of words containing “fwatl /t/ becomes a

significant predictor for his data in Schleef (2013, 2 When elided /t/ is exabled.

He indicates that combining the unreleasellens with the alveolar tokens as one
onghottal 6 category may ignore the proposed
deletion of [ t/. It al sglounal dhesregdar yo,f W
otherwise made up of alveolar realisations itwas of [t] and @), which are

phonetically very different to elisionlt is possible that variants like taps and

unreleased /t/ have their own social meanings that can be used for identity work as
alterratives to alveolar stops and glottal stops. Thepscof this chapter is limited

specifically to glottal /t/ and so will not address this question directlyit bsitworth

bearing in mind when considering variation in /t/ in British English. Taps incpéati

would benefit from detailed study, as it Haeen suggested that they may index their

own particular social meanings (Badia Barrera 2@r8ain 2017.

4.2.3 Social meanings and salience of fflottalling

In the previous subections, we saw that reseatinhlanguage variation and change

has found thatt/-glottalling is widespread across the UK, but is usually led by young
working-class men in various communities in (South East) England, and is seen as

part of a set of contemporary Oyouth nor mso
2007) which may overlapith the developments in accents of the South East
sometimes known as Estuary English (Altendorf 2016, 2017).
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More recent work in the thirdiave tradition (Ekert 2012) hadound that the

v ar i asdcibliagistic patterns in speech productlmave an ifluence on how it

may beused to construct identity in interaction. Kirkham and Moore (2016) study the
use of /t{glottalling in two speeches given by therfar UK Labour Party leader, Ed
Miliband. They not only find that his rate of glottal stop produrtiliffers depending

on the audience of the speech (the Labour Party Conference vs. the Trade Union
Congress), but that his deployment of /t/ variants is useithdex social meaning
appropriate for the interaction. The authors argue that the associattitne glottal

stop with youthfulness, trendiness and workatass solidarity (reflecting its typical
speakers) explain why Miliband uses it in words li&eétain and governmenin the
speech to the TUC to take on these qualities as part of his idémtitig. speech to his

party, however, he makes less use of glottal stops and more use of alveolar stops,
which index opposing values such as professionalisinedcation, which are more
appropriate for the audience.

These sociendexical associations of éhtwo main variants of /t/ in British English

are also found i ) rSeaich @ ahe percep(iod Ofllidguistic2 0 1 7
variables in Manchester Engifi. Schleef (2014, p. 2) proposes indexical fields in a
similar fashion to Eckert (2008) for glattand alveolar /t/ based on the responses to

the perception experiments; glottal stops are associated with meanings including more
casual, more dowto-earth and more workinglass, while alveolar stops are
associated with characteristics such as rianere snodike and more articulate. This
suggests that not only are the sociolinguistic patterns falafttialling used as a
resource for identity construoh, but that untrained listeners are to some extent aware

of the social associations of glottabgs. Listening to metalinguistic commentary

from public figures bears out this theory, agyltttalling is often explicitly identified

and discussed in jonmalistic reports on pronunciation in British English. That is to

say, glottal stops are frequgntt condemned wusing terms suc

2014) , 0sl ovenlyd (Littlejohn 2011) and
guoted in BBC News 1999), pecularly when the speaker is of a high social status or
education | evel aormd bteht et reer féo r(eS héasrhi caut | nda dlkarr

pronunciation emblematic of the working class.

Listener awareness of glottal /t/ as an index of strong stereadigmEadicatesthatit

is a highly salient linguistic vand. As discussed irSection2.3, the concept of
salience has a variety of different definitions, basetinguistic, cognitive and social
factors. However, the literature suggests thaglditalling matches many of the
criteria for salience regadless of how itis theorised. For example, glottal /t/ meets
four out of five of shliencaand shows sociqlirig@isBcb ) cr
variation and changewhich is part ofKerswill and Williamsé (2002) definition of
salience The cognitive deéence of /tfglottalling is more difficult to measurfgecause
this concept relies on corpus and psychologicathmds but its relative rarity in
word-medial presyllabic and prevocalic contexts in RP suggests that it has a high
Osur pri sal 013;VaedeuleWahdrdltz 20162, particularly if, to link the
cognitive world to the social one, it is spokey & highly educated person who
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60shoul d k (Shawatmadart 20&5)in6terms of the social salience of-/t/

glottallingi i t s Or bty tadvokess i abi meani ngdé (Leivon & Fox
we have already seen that this is the case in stutlsggeech production (Kirkham &

Moore 2016) and perception (Schleef 2014, 2)1¥What is less clear is whether

glottal stops show the same sdameanings andelel of (social) salience for all

speaker s. d)crdsearclte whick corftrasts th& seegly highly salient /t/

glottalling with the less salient INGN contrast in Manchester, suggests that the

social associations of very salievdriables are nmre consistent than those for less

salient ones as a result of the combination of exposure @indlatstrength, though

more work needs to be done in order to test how this operates within a single
community. Similarly, the question remaimdether the pa#érns of sociolinguistic

variation in /tfglottalling specific to a particular community, aneithuse in identity
construction, are recognised in speakerso ov
these issues that this thesis aimsddress in ol to improve our understanding of

how social meanings and salience interact within the speecHugiion and

perception of a community.

4.3 Methods
4.3.1 [t/-glottalling in this study

In this analysis, | concentrate on four phonological contexishich /t-glottalling
occurs: wordmedial and wordinal prevocalic /t/; prepausal /t/; and /t/ before
syllabic consonants. /t/ before (sonorant) reytiabic consonants is briefly dealt with
for illustrative purposes at the start of the Results sechiotit is notanalysed as a
main phonological context because of the lack of variation in this environment. /t
when followed by a nosonorant consonant (e.get tq | e, tkdbag was not
included in the analysis at all, as this is almost alwaysajlott assimilaté to the
following consonant, having been described as a feature of RP for sometidne
showsvery little variation in previous work (Wells 1982; Flyr#012 Smith &
HolmeskElliott 2017).

| consider all glottal variants as one categony, arder to makemy findings
comparable to other studies such as those mentioned in S€&iand because there

is no evidence to suggest that different forms ofjlbttalisationare accounted for
perceptudy by listeners. In addition, ¢hglottal reinforcement identified in some
locations such as Newcastle (Docherty & Foulkes 1999) was mostly absent in my
data, with glottal replacement and creaky voice being the only main tgavsed by
speakers. Creakyoice can vary irguality and duation Orugmanet al. 2014, but

this can only be reliably measured using acoustic rather than auditory methods.
Auditory methods were more suitable for this data than acoustic methods due to the
purpose of the analysis, vadhi was to examine the sociolingtic distribution of /t/
glottalling, rather than its detailed phonetic properties (cf. Schleef 2013 p. 221; Smith
& HolmeseElliott 2017 pp. 78).
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4.3.2 Recordings and participants

The tokens of /t/ malysed in this study were ltected from recordings of 45
adblescents from two schools in East Hampshire, as discussed in more detail in
Chapter3. The recordings we done in small groups led by me and were made up of
two tasks: a readingask (The Boy Who Cried W9lfand a conversatiotask
(discussion of perceptions of audio stimuli and life at school).

4.3.3 Auditory coding

All tokens of /t/in the recordingghat did not appear wordhitially or before an
obstruentwere auditorily coded usinthe ELAN transcription software (Max Planck
Institute for Psycholinguistics 201 A)ielding 8,454 tokensf /t/ in total They were
codedaccording to the following categories:

1 Alveolar stop:a [t] sound with audible stop closure and release at thelaiveo
ridge.As in Fabricius (2000Yhis includesr ar i ant s such as aspi
found prevocal i cal l y; af fricat edpaugatlyj ], S C
nasallyr el eased [ trV€]l eaarsce dl gttdr]al Isyomet i mes
nasals and laterals respectivaiy= 1,513)

1 Glottal stop:total replacement with a glottal stofj] for a notable period of
creaky voice. Glottalised or glottally reinforced varsasbmetimes reported in
other locations (Docherty & Foulkes 1999; Straw & Patrick 2007) were rare in
the data but also included hdre= 5,994)

1 Alveolar tap:a voiced tapped / flapped realisatigh(h = 281).

1 Unreleased:elided or deleted tokens, witin absence of any kind of audible
closure plus release. These took the form of silence, immediate production of
the following sound, oexhalation(n = 653)

1 Other: any realisation not conforming to any of the above categriesl3).

These categories @rused to illustrate the range and distribution of the variants
throughout the data at the beginning of Resultssection, but in keeping with

previous work (e.g. Rzerts 2006; Drummond 2011; Schleef 2013), they are collapsed

into a binary distinction in order to facilitate fitting generalised linear models to the

data, which require a binary plendent variabldn this case, /t/ production was coded

as either glottabr nonglottal (cf. Drummond 2011). The graphs in Sectd.3

reflect this binary categorisation. The glottal category is the sameas¢thg | ot t al S
one above wite the nonglottal category includes the alveolar stop and alveolar tap
realisationsThe preceding and following environments were coded phonemically and

then collapsed into (syllabic) consonant or vowel categories as ajgpeopr

Unreleased andotheld tokens, being phonetically different to alveolar and glottal
realisations (see Sectigh2.2, were excluded from the main statistical analydis.

fitted regression modelstothedtaot h wi t h and without the
tokens and did not find that their inclusion made an impact on the model predictions.
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Similarly, tokens produced before neyllabic consonants were excluded from the
statistical analysis, as these were atall glottal stops or unreleasedll these
tokens are, however, shown in the initial visualisation of the distributions of the
variants in the data set, where it is clear that they make up a small minority ié toke
and do not exhibit a large degreevafiation between groups of speakers (see Sectio
4.4.7. Tokens produceds part of imitations of other speakers or as awestrations

of a particular pronunciation were also excluded from the statistical &ndlige total
number of excluded tokens amounted to 3,141, hep\B,313 tokens that were
included in thestatisticalmodelling(speaker mean = 118; SD 8)5

4.3.4 Statistical analysis

4.3.4.1 Mixed-effects regression models

The gquantitative analysis in this chapteasaconducted by fitting generalised linear
mixed-effects logisic regression models to the data using the glmer() function in the
Ime4 and ImerTest packagesRn(Bateset al. 2015b; Kusnetsovat al.2017; R Core
Team 2018). Linear mixeeffects models (MEMs) have become one of the standard
statistical techniqueshisociolinguistics in recent years as they allow for powerful
analysis of the effects of variouactors affecting language variation while taking into
account random variation for variables Isuas word and speaker (Baayen 2008;
Baayen, Davidson & Bate€@8). Generalised LMEMs are used to model variation
where the dependent variable is binary aneégaical using log odds (Jaeger 2008;
Quené & van den Bergh 2008), which is appropriate for oreagsthe presence and
absence of a feature such agltttdling. The main advantage of using mixeffects
modelling is that itaccounts for variation betwa speakers and words within the
same group by fitting random intercepts for each fadtore@nt years, however,
there has been some debate over the bagtovspecify the random effect structure in
LMEMs. Barret al. (2013) recommend that models sfbul us e a O maxi mal 6 r &
effect structure which includes random intercepts and random slopak ¥ariables

as appropriate for the data, as this reduceslitelihood of Type | errors (false
positives). This argument has been critiqued with referemtigetidea that a maximal
random effect structure is overly conservative, increasing the ldailof Type I
errors (false negatives), and may not alwaygubtfied according to the structure of
the data (Batest al. 2015a; Matuschekt al. 2017). Thee problems are amplified in
generalised LMEMs, which are prone to fail to converge when fittitdl a large
number of random intercepts and slopes. In laftthis, some researchers suggest to
avoid O6gold standar ds @Barsett @. 2013 and iGskeade p i t ma
attempt to fit the most parsimonious model, which balances power and acandacy
will vary depending on the nature of the data and thearel questions (Bates al.
2015a; Baayesmt al.2017; Matuschekt al.2017; Roettgeet al.2019).

The researcherdéds modelling strategy wil!/l al
using cofirmatory or exploratory data analysis. While the former setsto use
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statistics to answer specific hypotheses prompted by the literature and facbiated
the study design, the latter aims to identify the patterns in the data, which can be used
to ansver more general questions within the study or can be usadaasmch pad to
generate new hypotheses and further research (Bagyah2017; Roettgeet d.

2019). Much of the discussion on the best approach for the inclusion of random
effects in LMEMshas been intended as recommendations for confirmatory studies,
where the researcher has (ideally) constructed a tightly controlled investigation in
which all the variables are known in advance. Notwithstanding the criticism
mentioned above, Baat ald 2018) call for maximal randoseffects structures thus
makes mee sense in this context than for exploratory studies, which are less about
testing hypotheseand more about observing patterns and relationships between
variables. Roettgeret al. (2019) arguethat published work in phonetics has
traditionally not beenlear enough regarding what kind of analysis it is presenting,
and that the general preferenngournals for confirmatory studies answering original
research questi ons Iothesising &fter Results arel dnewh) n g 6
and a general neglect ofmoratory work.

It is in this spirit that | present my statistical analysis as exploratargled by
predictions, rather than confirmatory. The aim of this quantitative analysis- of /t/
glottdling is to identify the sociolinguistic variation in the data that it can be
studied in further detail for how it is used to construct social meaningeraction

and can be compared to the perception results to assess whether participants are aware
of socicindexical associations. | include parameters in thedets which are
informed by the literature and by expectations of variation igldttalling, yet | do

not seek to test the significance of one or two specific critical variables to test a
narowly defined hypothesis as in confirmatory analysis. Thisiingdications for my
statistical methods. In confirmatory analysis, a researcher is, in esberndag one

model as a single shot at testing his or her hypothesis. Any additional models he or
she creates in order to examine further variation in the wWatdd be classed as
exploratory, as they are no longer specifically answering the researstioquesing a
structure that is constructed for that very purpose (Baayah 2017; Roettgeet al.

2019). In exploratory analysis, multiple models can bét,bxompared and tested in
order to identify what effects are significant and what this migeamnfor further
investigation. This is the approach | have taken, which | explain further below.

4.3.4.2 Model testing

In light of my presentation of this analysis agleratory, the statistical procedure
involved building multiple models with the aim of everlyareaching one that
explained the most variation in the data as powerfully and accurately ablgaoss
Random intercepts for word and speaker were includeg;hwdllows the models to

fit lines at different intercepts for each speaker and each word.isTkmmmon in
sociolinguistic research, where linguistic phenomena may vary as a result of random
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variation between individual speakers and lexical items (Baag&8). |initially
startedwith a model containing the maximum number of fixed effects, ioters

and random slopes, yet such a model produces numerous convergence errors and so
the randorneffects structure had to be simplified. Testing revealed thatdata set

could only support up to two random slopes at a time. Adding random slopes usually
produces more conservative results, so the choice of slope should be based on the
most theoreticayl interesting parameters in order to reduce the chance & fals
positives. For this reason, school and previous school were included as random slopes
by word meaning that the lines fitted by the model are allowed to vasjopefor

the two schools andrgvious school types within each lexical item. These slopes we
included as they are highly theoretically relevant (i.e. two of the main social factors
that may display sociolinguistic variation), and so the inclusion of an extra layer of
conservatism irthe statistics means that any significant results for thesables can

be less easily ruled out as false positives. Other combinations of random slopes we
tested, including random slopes for gend®r word and random slopes for
phonological contexby speaker but the school and previous school combination
offered the best balance between theoretical considerations, model fit (as tested using
theanova(f uncti on i n R) and ebdt20&3p The groblemhofma xi mal 0
convergence errors camsa be dealt with by using Bayesian approaches (Eager &
Roy 2QL7; Vasisth et al. 2018), but these represent a completely different way of
thinking about stistics and have only very recently begun to be used in
sociolinguistics and related fields. Foreie reasons, and the fact that Bayesian
models require considable computational resources to be run efficiently, | elected to
use a frequentist LMEM approla despite the limitations on the randefiiects
structure.

All independent variables consideredlie analytically and theoretically interesting
were initially included as fixed effects in the model along with various relevant
interactions. Variables inrguistic data can often have collinear relationships, which
can cause problems for statistical rathcdlg such as false negatives (Tomascéeél.
2018). Collirearity is relatively hard to avoid in fieldwotkased sociolinguistic
research, where tight ctval over balance within the sample is typically sacrificed in
order t o acc e saactionsthan those asadllyi pooduced it labomatory
based exp@ments. It can be mitigated, however, by centring and standardising all the
continuous depende variables (Tomasche#t al. 2018), which | did using-scores.

It is particularly prevalent wheoonsidering social factors, especially cleslated
ones, agt is likely that social class heuristics such as parental occupation, private
school attendare and house price display collinear relationships. | tested collinearity
among the social varialdeén my data using variance inflation functions (VIFs) and
found the situation described above to be the caseoftpbints for VIFs vary in the
literature with Montgomery and Peck (1992) suggesting removing variables with a
VIF higher than 10, while Zur et al. (2010) recommend a much more conservative
thresholdof 3. Asdescribed irSection3.7.], | tested various class heuristics and kept
only social class score as it showed the least collinearityndéegiated a combination
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of different class heuristics (parental education, par@t@lpation and house price)
into one variable. Other fixed effects with VIFs higher than 3 were also excluded,
following the recommendations in Zuer al. (2010)*°

At this poirt, fixed effects and interactions were removed-ftggtep if they did not

reach statistical significance. Mel comparisons using the anova() function were
performed at each step to test whether the model without the term removed was a
significantly beter fit. This proceeded until all the parameters in the model were
significantor very close to significance tite 95% level < 0.05).

In previous studies of Aglottalling, separate regression models are usually fitted to
different phonological contegtunder study (e.g. Flynn 2012; Schleef 2013; Badia
Barrera 2015). This makesense because we have alreadgnskow variation in
glottalling tends to show notably different patterns within different environments (see
Section4.2). However, in this thesis | use one model for the entire data set, while
including phonological context as a fixed effect with interactions with social
variables. This is because splitting the data into-s&ib based on phonological
environment naturallyreduces the size and complexity of each data set, which
therefore necessits a simpler random effect structure. Models with random slopes
rely on large, reasonably balanced data sets in order to converge, which is not feasible
for someof the subsets lased on phonological context. The mieftects models
shown in previous stlies of /tfglottalling have only included random intercepts and
not random slopes, which explains their ability to fit separate models for each context,
butit may potentially mea that some of these results could be false positives. | avoid
this risk byusing a more complex model structure with random slapesrequires

the entire data set but reduces the likelihood of Type | errors. | fitted separate models
for each ofthefau phonol ogi cal contexts for compa
thesis)and only one of them could support the inclusion of random slopes without
producing convergence errors. The results of the fixed effects were in any case similar
between the full mdel and the subet models, but the gain in statistical power
afforded by he full model with random slopes motivates its selection here.

4.3.4.3 Variables

The dependent variable is formed of a binary distinction between glottal and alveolar
(stop + tap) tokenswith alveolar as the baseline (see Sectb8.3 for further
information on how the variants were coded). Positive estimates indicate a higher
likelihood of /tfglottalling, while negative estinbes indicate a lower likelihood.

After removing the highly collinear variables as mentioned in the previatisrseall
the remaining independent variables considered to be analytically and theoretically
interesting were includeds fixed effects in the oadel (seeTable 4.1) along with

15 Including interaction terms greatly increases some VIFs if certain levels of the interactiomterms
correlated with one another. Hence, the VIFaff$ had to be based on models with no interactions.
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various relevant interactions (see below), but-significant predictors were removed
stepby-step if they did nbimprove the model in model comparisons using analyses
of variance (ANDVAs). All continuous variables were centred and standardised using
z-scores.

Table4.1: Independent variables included in-gdottalling model

Variable Type Baseline Other levels

Social factors

Age Coninuous

Gender Categorical Female Male

School Categorical State Private

Previous school type | Categorical State Private

Saial class score Continuous

(standardised)

Settlement type Categorical Village Town

Discussion group sizg Continuous

(standardised)

Linguistic factors

Phonological context | Categorical Word-inal prevocalic | Prepausal
Presyllabic
Word-medil prevocalic

Task type Categorical Conversation Reading

Word class Categorical Content Function

Preceding context Categorical Consonant Vowel

Word frequency (log | Continuous

transformed and

standardised)

Number of syllables | Continuows

(standardised)

Interactions between the predictors were fitted as follows:

=

Phonological context * gender
Phonological context * school

Phorological context * previous school type
Phonological context * social class score
Phonological context * word frequency
Socialclassscore * gender

Social class score * school

Social class score * previous school type
Gender * school

Gender * previous sclobtype

= =4 =4 4 8 8 8 9 13

The list above shows interactions between linguistic factors (such as phonological
context) and social factors (suckh gender and social class), the relative importance of
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which has been muctebate (Romaine 1995; Woods 2001). Some scholars have
argued hat it is only internal (i.e. linguistic) factors that truly drive language change
(e.g. de Saussure 191Btartinet 1%2; Lass 1980), while for others, external (i.e.
social) factors are the primary source of change (dgllet 1921; Thomason &
Kaufman 988; Milroy 1992). Even in work that has acknowledged the importance of
both linguistic and social factors, there Hasen a tendency to treat the two as
dichotomous entities that do not interact and should be kept separate (e.g. Weinreich
et al.1968; Lalov 1994).

This separation of linguistic and social factors has been criticiBetigott 1994;

Romaine 1995; Woods 20@)) and subsequent empirical work has suggested that the

two interact. In particular, studiesf phoneticchanges in English in ¢hcontext 6

regional dialect levelling in South East England (Torgersen & Kerswill 2004) and

York (Haddicaret al.2013) haveshown thasocial factors such as dialect contact and
socicindexical meanings of particular formsspectivelycan yield changem vowd
systems that someti mes contr adi-ioternalLabov 0
change. This shows the importandeconsidering interactions between linguistic and

social factors, especially for the present study, which, like that of Torgersdn

Kerswill (2004), concernsegioral dialect levelling in South East England.

Separate models were fitted for the private scho@ aabrder to study the effect of
constellation of practice (room membership) in this school. This meant including
room membership as a binary categorical fixed effect (outgoing vs. reserved) with
interactions with phonological context and the other sa@ebbles Room was also
fitted as arandom slopeby word However,room was not significant for A/
glottalling, so tlese models are not reported.

4.4 Results
4.4.1 Overview

The first subsection of this Results section will show the overall distribution ef /t/
glottalling in different phonological environments in order to establish the
reproduction of the pattern found in prevsomork. The following suksections show

the results from the regression analysis and then look in more detail at the findings
with grapls. The final suksection summarises the main results.

4.4.2 |Initial results

As discussed in Sectiod.2, following phonological context is one of the most
influential factors on the rate of Agylottalling. Hence, | begin the ressilsection by
looking at the overall distribution of /t/aviants according to the following sound,
which are illustrated irFigure4.2 below.
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Figure 4.2: Realisations of /tfor all speakers by following phonological context

The results follow a very similar pattern to that found in many previous studiés of /t
glottalling, as discussed in Sectidr® (e.g. Altendorf 1999; Straw & Patrick 200i7)

that is to say, glottal stops are found most frequently when /t/ precedes consonants
and pauses compared to vowels. Windl /t/ underges more glottalling than word
medial /t/, especiallypefore vowels, withword-medial prevocalic /t/ being the most
resistant environment to glottalling. An exception for the consonants applies to
syllabic nasals and syllabic /I/, which are much less kel be glottalled. Taps
appear sporadically in theath before vowels ansyllabic /I/. Unreleased tokens are a
minority in preconsonantal position but rare in other environments. It is clear from
the graph that the sound change is essentially completereb norsyllabic
consonants, as alveolar [t] onlproprises a tiny praption of the preconsonantal
tokens. Further investigation of the data shows very little -speaker variation in

this context’ hence preconsonantal tokens serve an illustragpgpose here but will

not be considered further ingtanalysis. The fadwing sections will thus consider-/t/
glottalling in only the most variable contexts: warddially before a vowel; word
medially before a syllabic consonant; wdidally before a vavel; and worefinally
before a pause.

4.4.3 Main results

Table 4.2 shows the output for thitxed effects from thegeneralised linear mixed
effects regression model discussed in Secti@ for the /ttglottalling data sefn =
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5,313) Table 4.3 showthe analysis of deviance (ANOVA) for the model this and

the following sections, | use the mnemonleslowi n t he styl e of We
lexical setsas a reading aitb refer to the phonological contexis which /t/ was
studied.Pairwise comparisorfer these contexts can be found in Append(¥) F

1 Prepausal /t/WHAT (n =1,698)
1 Wordfinal prevocalic /t/:SORT OF (n =2,305)
1 Presyllabic /t/:LITTLE (n =369)
1 Word-medial prevocalic /t/:BUTTER (n=941)

Table4.2: Model output for /tglottalling data 6 = 5,313). Positiveh intercepts indicate a
greater likelihood of a glottal stop.

Fixed effects b SE z p
(Intercept) 2.984 0.36 8.338 <0.001 ***
Gender = male 10.371 0.29 711.288 0.198
School = private 10.571 0.42 711.366 0.172
Previous school = private 10.515 0.40 11.28 0.198
Social class 0.052 0.16 0.318 0.751
Context =wHAT 1.317 0.33 3.959 <0.001 ***
Context =LITTLE 11.541 0.70 12.195 0.028 *
Context =BUTTER 13.359 0.72 14.678 <0.001 ***
Task = reading 11.977 0.19 110.90 <0.001 ***
Word frequency 0.004 0.22 0.00 0.984
School = private * Context wHAT 11.594 0.43 13.685 <0.001 ***
School = private * Context &TTLE 10.736 0.62 11.181 0.238
School = private * Context BUTTER 11.341 0.69 11.941 0.052
Gender = male * Context wHAT 0.68 0.31 2240 0.025 *
Gender = male * Context &TTLE 1.042 0.36 2.856 0.004 **
Gender = male * Context BUTTER 1.791 0.42 4.289 <0.001 ***

Previous school = private * ContextwHAT 0.974 0.37 2.602 0.009 **
Previous school = private * ContexLITTLE 0.286 0.50 0.571 0.568
Previous school = private * ContexBgTTER 10.701 0.67 11.047 0.295

Word frequency Context =wWHAT 1.019 0.19 5.271 <0.001 ***
Word frequency * Context £ITTLE 1.203 0.45 2.647 0.008 **
Word frequency * Context BUTTER 2.226 0.52 4.255 <0.001 ***
Social class * School = privat 10.497 0.28 11.782 0.075

Social class * Geret = male 0.469 0.24 1976 0.048 *
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Table 4.3: Analysis of deviance (ANOVA) table for thegftdttalling model inTable 4.2,

calcul ated usvftesg Type I 11 Wald ¢
Model parameters G DF p
(Intercept) 69.373 1 <0.001 ***
Gender 1.628 1 0.202
School 1.775 1 0.183
Previous school 1.708 1 0.191
Socialclass 0.083 1 0.773
Context 46.312 3 <0.001 **=*
Task 109.973 1 <0.001 ***
Word frequency 0.003 1 0.953
Schod * Context 15.429 3 0.001 **
Gender * Context 24.5@ 3  <0.001 ***
Previous school * Context  9.040 3 0.029 *
Word frequency ‘Context  38.000 3  <0.001 ***
Social class * School 3.080 1 0.079 .
Social clas * Gender 3.904 1 0.048 *

The results from # regression model show several significant interactions between
phonological context and other factors, namely gerstgrool, previous school type
and word frequency. This suggests thaglttalling vaies along social dimensions,
but that this variadn may be stronger in certain environments than in others. Task
type is also a significant fixed effe¢t /t/-glottalling is significantly less likely to
occur in the reading task compared to the conversasisk b = -1.977,p < 0.001).

Two interactionsnvolving social class score emerge as significant or-sigaificant,

with gender § = 0.469,p = 0.048) and schoob(=-0.497,p = 0.075) respectively.

The interaction between school and phonological contesigigficant  =-1.6,p <
0.001). Theseaesults are shown in the bewarm plot inFigure 4.3 below. Bee
swarm plots are useful to visualise these data as they allow each speakptaibeol

as an individual pointvhile also showing the overall distribution of the daéaween
groups and their means. Each point on
of /t/-glottalling. The points are spaced out slightly along thaxig to minimise
overlap. The crossespresent the mean values for each group.
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Figure 4.3: Rate of /t/glottalling by school angbhonologcal context

As discussectarlier, there is clear variation between tharfphonological contexts,
matching previous researclihe graph shows that in all contextgwever, state
school speakers use moregibttalling than private school speaker3.he biggest
range of individubpercentages and the most dramatic differenesveen the two

s ¢ h omelrsedultsare found in thelTTLE context,but this is partly down tohe
relatively small number of tokens in this enviromdn the much more common
WHAT context all speakers ére produce a glottal stop at least 81% of the .tivfet
seven of the 26 state school speakers categorically use a glottal stop-ifimaiopde
vocalic position, wheias this is true of only one ofhe private school speakers.
Within the BUTTER context, the majority of the speakers in the two schools use
roughly comparable rates of glottalling, including 17 out of 45 who never use it in this
environment. In the state school, however, there are fatliexs who use much

higher rates of wordnedial prevocalic glottal stops (40% or higher) compared to the
rest of the sample.
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Figure 4.4: Rate of /t/glottalling by gender and phonological context

Figure 4.4 shows a similar graph for thsignificant interaction betweerspeaker
gende and phonological contexBoys useslightly more /tfglottalling thangirls in all
contexts except in theORT OFenvironment, Were a small cluster of boys show a
reduced rate of glottalling compared to their peeos BBTTER, among the girls, 11 of

the 24 participants are clustered at zero, showing that these speakenst dise
glottal /t/ here at all, whereas only five of th@ boys did the same. There is one
female speaker who uses an exceptionally high rate of glottalling, with 64.7% glottal
usag in this contextThis isthe highest in the samplatover double theate of the

girl with the nexthighest percentage of glottalling (27.3%) and over 12% higher than
the boy with the highest rate of glottalling (52.6%). She is one of only two spéakers
use a glottal stop in this environment more thah dfahe time. hese resultsdicate

that /tfglottalling in word-medial positiormay be more likely to bavailablefor male
stylistic practice though girls are not excluded from doing so. An itéon between
school and gender was tested but wassigstificant, whch indicates that the gender
patterns at work here do not substantially differ between the two schools.
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Figure 4.5: Rate of /t/glottalling by previous school and phongical context

Figure 4.5 shows that there is a sifjoant interaction between the phonological
context and the type of school previouslyeaded by the participants (private
state), whereby those who previously attended a state school were more likely to use

/t/-glottalling. The results here are vesymilar to those for current schoddut the
effect is slightly weaker for previous saio

83



100 -
([
[ ]

75- - o 4 N
= o oo ° ~—v e
T PS [ (]
5 o® s °
S (] Gender
©
o 50 ° o o -®- Girls
()]
i) ¢ =®- Boys
C
[0}
(&)
—
[0}
o

25 -

0.

3 4 5 6 7 8 9
Class score

Figure 4.6: Rate of /t/glottalling by gender and social class

The interaction between gender and social class is illustrateédune4.6 (b = 0.469,

p = 0.048).All speakeré c $cares sire integerbut they are jittered slightly along

the xaxis to avoid overlapSpeakers with more expensive postcodes and whose
parents atteshed university and work in highstatus jobsaccording to the BSEC
classification system are allocatedgher class scoregsee Section3.7.1.). The
results showhat while the rate of Aglottalling for the boys remains relatively stable

as social class score increases, the percemtagéottal stops for the gs takes a
slightly more downward trajectory. Observation of the points in the graph reveals that
this is particularly the case in the middle section of thexiz, where the male
speakers with class scores between 5 and 8 g@gnase more /tfjlottalling than the
corresponding female speakers. This result ought to be considered with caution,
however, a the overall distribution of class scores (and the gender of the speakers) is
somewhat imbalanced. There are relatively feeakprs towards the loweraof the

class spectrum when compared to the higher end, and these are Hodlaretbd
according togender, with no boys having a score of 3 and no girls with a score of 4.
While school attendance is not taken into accounhim graph, this will alsoféect

the results, as the private school speakers generally have higher class scores than the
state shool speakers, and the gender balance within the samples from each school is
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skewed in opposite directions (more girls from st@te school; more boysofn the
private school). It is possible that a more balanced sample would not have yielded the
same firing, yet it is also possible that it is of genuine sociolinguistic significance.

4.5 Chapter summary

The results of the analysshiow that /tglottalling varies along various dimensions in
the speech of the young people who participated in the study. |Ghkajeg are more
likely to be produced in the conversation task, in wimdl contexts and in more
frequent words. They aresal more likely to be usedyhboys and by those whose
current school and previous school was part of the state system. Theoefectal
class is limited, with girls showing greater class stratification tgldttalling than
boys.

Many of the findingdrom this analysis refledhose found in previous literature. One

of the clearest patterns in the data is the variation -giottalling between the four
phonological contexts, with the two wefidal contexts WHAT andSORT OF showing
considerably mar glottal stops than the twwordmedial contextsLITTLE and
BUTTER. This pattern is found in almost all studies ofgltittalling in southern
England (e.g. Wells 1982; Altendorf 1999; Fabricius 2000; Badia Barrera .2015)
Wells (1994, 1997) describes vdamedial prevocalic /tfglottalling as categorically
excluded from RPRand Altendorf (2003) also finds no glottal stops in wangdial
prevocalic position. My data indicate that times have changed since these earlier
studies were carried out, as glottadss in theBUTTER contextwere produced 11.4%

of the time (see Badia Barrera 2015 for similar findingg)wever, vord-medial pe-

vocalic glottal /t/ isvery rare in reading style, supporting the view that glottal stops
are not Oacceptexlhsks sodthef &mglismespkery in tms wbsition

i n 0educatedd speech Th&mdreased useQoBgratid bif a b r i c i
males and those from lower social class backgrounds (here manifested through current
or previous attendance of a staehool) is also welattesed in previous work
(Altendorf 1999;Docherty & Foulkes 1999Fabricius 2000Kerswill 2003; Badia
Barrera 2015).

The interpretation of these statistical patterns is providé€thapter8, where theycan

be compred to how glottal /t/ is used in interactiand perception. In particular, |
consider whether the tendency for boys and for state school students to use glottal
stops has an influence on how the feature is used for identity construction in
interaction Chapter6) and on whether listeners notice the feature or imbue it with
related social associatioimsperception(Chapter7).
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5 Quantitative analysis of GOOSE-fronting

5.1 Chapter overview

This chapter begins with a detailed look at the propertiesoofSEfronting, starting

with its sociolinguistic patterns, followed by its phonetic and phonological
characteristics, and fingllits capacity to evoke social meaning andréktion to
salience.l then explain how | conducted the analysis, with particular detail on the
acoustic methods and the statistical procedure. The results are then presented, first
dealing with the main findgs from the whole data set before testing shboot

specific effet of constellation of practice in the private schobhe findings are

briefly summarised and concluded

5.2 Background

5.2.1 The sociolinguistics ofGOOSE-fronting

The [/ uE/ v owe known @s thesogsevi osvhe, | ailms oWel | s6 (1982)
sets, is traditinally described as a high back vowel. However, over the course of the
20" century, the realisation of0OSE for many speakersvas increasingly made

furtherforward in the vowel space, tigally taking a high central positio®E] ( We I | s
1982). For some gakers, it hasiow advanced so far as to overlap with the space
usually reserved for the high front vowmleece/ i E/ (Wi Il i®o89 & Kersw

This phenorenon is known asoosEefronting.

Goosefronting has been observed all over the Anglophone wonduding the
United States (Laboet al. 2006; Fridland & Macrae 2008; Wong 2014), Canada
(Boberg2011), Australia (Cox 1999), New Zealand (Maclagaal. 2009) and South
Africa (Mesthrie 2010). In Englandzoosefronting has been studied in various
locatons, including Nottingham (Flynn 2012), York (Haddiagtral. 2013; Lawrence
2017), ManchesterBaranowski 2017), Derby (Séskuttet al. 2018) and Carlisle
(Jansen 2019)00sEfronting has been particularly wedtudied in RP and Standard
Southern Britib English (Henton 1983; Hawkins & Midgley 2005; Harringttral.
2008, 2011; McDougall & Nolan@®7; Trudgill 2008; Ferragne & Pellegrino 2010;
Chladkova &Hamann 2011; Williams & Escudero 2014; Chladketéal. 2017;
Strycharczuk & Scobbie 2017a, 201#h)d related varieties of South East England
such as London (Tollfree 1999; Cheshateal. 2011), Reading and Milton Keynes
(Williams & Kerswill 1999), Hastigs (Holme<Elliott 2015) and the Home Counties
(Torgersen 1997; Przedlacka 2001, 2002; Altendd®3}. The change has even taken
place over the lifespan ofindividual conservative RP speakersclsuas Queen
Elizabeth Il (Harrington 2007).
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Similarly to /tfglottalling, GOOSE has been front for a long time in many Scottish

varieties as well as in sonteaditional dialectsof England, such as ithe West

Country (Altendorf & Watt 2004)In recent tines however,it has been studied as

part of a set of lingutg changes said to be spreading from London and the South

East across the UK. It is a member cdthcol | ecti on of OG6youth |
Kerswill 1999) that can supposedly be used to indera, celaxed persona, and is

also part of the inventory ofhé secalled Estuary English accent supposedly
increasing in usage among young people in the S&#btt (Przedlacka 2002;

Altendorf 2003, 2017). Some research has investigatebefronting in cajunction

with the fronting ofGOAT (Watt & Tillotson 2001;Haddicanet al. 2013; Baranowski

2017; Lawrence 2017; Jansen 2019) arabT (Torgersen 1997; Ferrag &

Pellegrino 2010; Harringtoat al. 2011; Jansen 2019), which also occurs in southern
accentof English. This refl ec toSlanguage chanfje, L a b 0\
that back vowels are likely to be fronted over time.

Part of the reason th&oosef r ont i ng is included in the
features of t he yoEnghsh, isvhatrfrontet tgkéns oloioSE& e t u a r
consistentlyproduced by younger speakers of British English compared to older
speakers (Hawkins & Midgley 200Btarringtonet al, 2008; Flynn 2012; Haddicaet

al. 2013; Holme<lliott 2015; Lawrence 2017;adsen 2019). Age is usually the
strongest social predicton istudies ofzoosEefronting, where more mixed results are
found for other social variables such gender and socieconomic class. Women

lead the change in Williams and Kerswill (1999), Flynnl20and Jansen (2019), but

these effects are limited to ssgbts of the sample based on location, age and
preceding phonological context respectively. Hokiaé®tt (2015 p. 206) finds that
women in her younger and older age groups in Hastings showicagly more
GoosEfronting than men, but that the directisreversed for middiaged speakers.

In terms of socieconomic class, Flynn (2012) finds complekeractions between

sex, age and class in Nottingham whereby midtlies speakers use signditly

more fronting than workinglass speakers only amongetolder age group, while
working-class males of both age groups use the leastsefronting compaed to

their female and middielass peers. Similar results are obtained in Jansen (2019 p.
16), whose middleclass speakers in Carlisle also leambsefronting, particularly in
environments following /j/. In contrast, Altendorf (2003 pp. IA2) finds hat
Goosefronting is consistent across all social classes in the Home Counties, but
unrounded wvaants such asdk] are most f r e goiddietlassy u s e d
speakersPr zed | ac k a 6 s93) (reddaréh2in thepsame Safea fir@soSE
fronting to be led by workinglass women. Other studies (e.g. Howley 2015;
Baranowski 2017; Lawrence 2017) dimo gender or class stratification f80OSE
fronting. It is possible that regional differences may explain some of the variability in
these sociolinguistic patterns, which can be seen in some studies of the vowels of
different accents of English (e.qg.rF@gne & Pellegrino 2010; Williams & Escudero
2014), wherebycooskefronting seems to be more advanced in southern accents
compared to northern ones.
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In summaryGoosEefronting as a sound change in accents of (S&ats) England is

said to be a feature tha&as only relatively recently taken hold, as shown by the
consistent finding in previous research that younger people produce fewase

than older people. While the trend in some studies is that the change is led by women
and by people from middielass backgrounds, these findings vary in different
locations. These results have implications for the potential social meanings of this
variable, which are discussed in SecttoB.3

5.2.2 Phonetic and phonological progrties of GoOose-fronting

The phonetic causes abosEfronting are argued primarily to be a consequence of a
lack of compensation for earticulation in addition to the tendency for back vowels

to front over time (Labov 1994)n Harrington (2007) and Hangton et al. (2008),

the authors claim that the prevalencesobsein postpalatal environments in British
English (i.e. in the combination [ju], as you, few, new etc.) and postoronal
environments (e.goon noon too, etc.), which have high typmnd token fregencies,

has led to the vowel increasingly being produced with an advanced tongue position as
a result of the influence of the preceding consanantDr awi ng on Ohal ads
theory of sound change, the authors argue that listeners fainjpecsate for tkico
articulation in perception and thus the fronter tongue and higher F2 are transferred
from the consonant to the vowel. The earliest writteocords ofGoosEefronting

would indeed suggest that pgustlatal contexts have always led tharmge (e.g. Jones
1932).

The phonetic origins otoosefronting affect itsallophonic distribution. Previous

work has established a clear pattérthat frontingis most likely to occur after the

palatal glide /j/ in words likgou, followed by contexts fédwing coronal onsonants
suchas/t,d, n s, By AtwdhA as a result of the tongueds
sounds leading to earticulation (e.g. Binn 2012; Jansen 2019). Fronting is less

likely when GOOSE is preceded by a nerbronal consonant or a ngqaldal

approximant /I,§, w/8 but is almost completely blocked before coda /I/ in most

varieties. Hence, for most SSBE speakers, fronting may acdura [hd.Ip], but not

in fooling [ful. ¢4€] (see Strycharczuk & Scobb-ie 2017b
phorological analysis). It is worth noting that these phonological patternsare

uniform throughout the Englistpeaking world. Thabsence of theooserFoOT split

in some varieties of Scottish English has led to different pattera®o$Eefronting

there Scobbieet al. 2012) whileGoosepreceding coda /I/ can be fronted in some

northern English accents such as Manchester (Turton & Baranowski. 2@4Z9E

fronting has also been found to interact withdfiopping in Derby (Séskuthgt al.

2018). However, th pattern reported above, with a fronting hierarchy of-pakital

> postcoronal > poshoncoronal > posapproximant > preoda lateral, is @sent

16 /I/ is a coronal consonant but the movement in formants it causes means that it usually inhibits
fronting relative to other contexts (Flynn 2012; imelsElliott 2015; Ladefoged & Johnson 2015).
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for most British varieties, including southern English accents (e.g. Hdfitiett
2015).

In acoustic ponetics, the resonant frequencies of the speech signal can be measured
using formants, identified as dark bars on a spectrogram. The frequetheysecond
formant (F2) is interpreted to correspond to vowel frontness, so that a higher F2
represents a fraer tongue (Ladefoged & Johnson 2016)terms of the acoustic and
articulatory properties o6oosefronting, it is generally accepted that thengue
position is advanced, leading to a rise in F2, to the point that for some speakers, it
overlaps with tk space othe high front voweFLEECE/i/ (Harringtonet al. 2011).

What differentiatesFLEECE and GOOSE appears to be F2 slope and lip rounding
(Chladkovéet al.2011, 2017; Harringtoet al.2011), though lip unrounding has been
reported in some studiesd may be regionallgtratified (Altendorf & Watt 2004;
Foulkes & Docherty 2007; Docherty 2010). Thesd theoretical acoustarticulatory
relationship between advanced tongue position and higher Fofosefronting is

largely supported empiricalni St rycharczuk and Scobbieds
though they find that for tokens preceding cod#&e/lg.fool), a low F2 masks what is
actually arelativelyfront tongue position. The notion gboseas a monophthong has

also been questioned in senstudies that find diphthongal variants, including in
Sheffield (Stoddaret al. 1999), Norwich (Trudgil199%) and London (Altendorf &

Watt 2004), among others. In SSBE and related varieties, some diphthongisation has
been reported (Altendorf & Watt 208} though monophthongal fronting seems to be
more commorcompared to northern accents (Ferragne & Peitleg2010; Williams

& Escudero 2014).

The methods used to measure and anabgsesefronting have varied and changed
together with the development afaustic techniques and statistical procedures. Early
work uses auditory methods, codimposE tokens intodiscrete variants such as
fronted, backed, diphthongised, unrounded and so on (e.g. Torgersen 1997; Tollfree
1999; Przedlacka 2002; Altendorf 2003)ptigh this has gradually been supplanted
by acoustic analysis of vowel formants as the technology fargdso has become
more easily available. Many acoustic studies take one or moreptimes along the
duration of the vowel formants and measure spsakeoOSE production (e.qg.
Haddicanet al. 2013; Holme<Elliott 2015; Baranowski 2017; Jansen 2019). These
techniques allow for more objective and figiained analysis than auditory methods,
obtaining continuous FIF2 and F3measurements that can be sotgd tovowel
normalisation andinear regression modelling. Some of the latest sociophonetic work
(e.g. Soéskuthyet al. 2018) has used the entire vowel formant curve as the variable
under measurement, which can be statistically analysed using geneealdidde
mixed models (GAMMS). This is particularly useful for varieties wheosE is

liable to be dipthongised, as GAMMs are able to dynamically process the curvature
of the whole formant trajectory, which may be missed by only taking a limited
numberof measurements at certain points along the duration of the vowel. Some
studies have also analysed thdicatatory properties ofGoosefronting using
methods such as electromagnetic articulometry (EM# ultrasound tongue
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imaging (e.g. Harringtoret al. 2011; Lawsonret al. 2015; Strycharczuk & Scobbie
2017a).

5.2.3 Social meaningsand salienceof GOOSE-fronting

In Section5.2.1 we saw that traditional variationist research has foundabase
fronting consistentlyvaries by age aoss England This has led to its inclusion,
together with /tglottalling and other f@t ur e s, in a constellation
supposedly emblematic of a ntwtalisable but trendy and youthful style emanating
from London and South Ea&ingland (Willians & Kerswill 1999; Milroy 2007).
However, while /Hglottalling has frequently beendod to be led by workinglass

men in various communities, gender and class differences are weakebddeE
fronting. If anything, itseems to beniddle-class women wheead the changehough

these patterns vary around the country. It would seem, thahthe two features
share similar sociolinguistic characteristics, but with some key differences. These
differences become most apparent when we congidesocial meangs and salience

of GoosEfronting in comparison to those of-glottalling.

Despitethe large body of work oaoosEfronting in studies of language variation and
change, there has been relatively little thwave research (Eckert 201&xamining

how this feature is used in interaction to construct identity and index social meaning,
paricularly in British English. Studies in the United States, wimpesefronting is

more advanced in the southern and western states (letbalv2006; Koops 2010;
Kennaly & Grama 2012; Fridlandt al. 2016) have suggested that the change is now
so widespead that it does not index any social information despite its regional
variation, unlike other vocalic changes suchPREE monophthongisation (Fridlah
2008; 2012). 8me work has even indicated that it is now backed variant®0EE

that are more sodig meaningful in speech production (Wagner 2008; Halv
2009). Sociolinguistic variation in California English has been particularly widely
studied, vinerecoosefronting has been present for some time and has been linked to
the local stereotypical pensa of the Valley Girl (Hintoret al. 1987). The importance

of microlevel local categories in relation teoosefronting in California is
highlighted in Fought (1999), Wwo shows that the sound change among Chicano
English speakers is mediated by a comjeerplay between gender, social class and
gang affiliation. Similarly, HalLew (2005) argues thatoosEefronting is used by
different social groups imorthern Arizonao index modern urban sophistication or
traditional rural ranch culture, as it is afere of incoming changes from both urban
California and rural Texas. It is unclear, however, whether American listeners are able
to link variants of GOOSE to regional © personebased social information in their
perception, since some studies of the paroa of this variable provide evidence for
this listener awareness (Torbert 2004; Villarreal 2018), while others do not (Fridland
et al.2004, 2005).
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In the UK, too, tiis unclear whethesoosEfronting is able to act as a sodialexical
cuetoaspeake6s i dentity. Al tendorfdés (2003) r
Pagedbs (1986) 6acts of icdosaironting s disedf by a me w o
young peopleinte Sout h East to construct a O6tren
oppositontoa bor i ngé one associated with backe
recently, an ethnographic study of Roma adolescent migrants in Manchester by
Howley (215) reports thaspeakers whospeer groups at school are exclusively

made up of fellow Roma lag bellinn the use oGoosefronting compared to those

who hang out in more ethnically diverse friendship groups. Haddita. (2013)

find that in York, vaiants of FACE and GOAT index local stereotypical personae, such

asthe antisocial young workinglassfigure of thecchawd whereas variants @foose

do not.GoosEfronting is used more in production by participants who do not strongly
identify with York, but this effectis much weaker than foFACE and GOAT
diphthongisation. The authors argue that whaéhlzhanges are externally motivated,
originating from the south of England, changes@bsEare more recent and more
widespread around the country, weas diphthongafACE and GOAT compete with
monophthongal variants that are emblematic of a local Yorkshire identity. They
believe that this goes some way to explaining the differences in social meanings
between the variables.

Lawrenceods ( 2&Gdnerity, fdemer finds ithamcoaskfronting is not
socially stratified in speech production beyond the effect of age, yet in perception, the
social meanings ofs00SE varied between groups of people in his sample. For
younger and more geographically nielparticipants Goosefronting is perceptually
linked to middleclass speakers, while backed and diphthongal local variants are
associated with a workingass identity as well as wittchavé& For older and less
mobile participants, on the other handtbjstis not the ase. Similarly, | have
previously found that listeners may not be sensitive to speaker gender when primed
with visual information while categorising tokens alongLEECEGOOSE continuum

in SSBE (Alderton 2015). Thisresearch has importanimplications for the
production-perception relationship, suggesting that there may not be -@oame

match between production and perception and that the social meanings of a variant
may vary for different groups in a commun{geeSection2.2.3). This latter point has

been argued by several recent studies of speech perception, particularly for
sociolinguistic variables which are not socially salient (Levon & Fox 2014; Juskan
2016; Llamaset al 2016; Schleef @1 7b).

This is highly relevantdr coosefronting because this sound change generally fails

to meet the criteria for salience established in previous resgaeBection2.3). It is

a phonetically gradient chga that is not reflected in orthography and duatsviolate

a phonological contrastdespite its overlap with the vowel space and tongue position

of FLEECE, frontedGoosEhas different F2 sipes and lip rounding teLEECE and is

perceived as distinct (Hangtonet al. 2008, 2011; Chladkova 2011, 2017thus not
fulfilling most of Tr udagoodefroitingdges @splédy) cr i t
sociolinguistic stratification, whi ch [
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requirementsput these are wstly agerelated gender and cladsased pattes are

less consistent and possibly limited to certain regional varieties. Measueng th

surprisal value ofGcoosefronting, as in more cognitivelpased conceptions of

salience (e.g. Racz 2013; Jaeger & Wedthltz 2016)is challenging, but it would

be easonable to suggest tt@osef r ont i ng is not very O6surpri
compaed to surrounding soundsecause of a number of factofheseinclude its

widespread regional distribution, its phonegradience and its purported natural

occurrenceas a result of carticulation in the highly frequent pegalatal and post

coronal enwronments. The production studies cited earlier (e.g. Fridland 2008;
Harringtonet al. 2013; Lawrence 2017) indicate than t er ms of its Or el at
evoke soa | meani ngo ( L e v eoosei€ontikgoisxnotZdylsdcially . 1),
salient compad to other vocalic changes in the varieties stydsedh aspPRICE
monophthongisation in the US and variantsafe andGOAT in York.

Overall, then,assessingco0sEfronting againstthe criteria involved in existing
conceptions of salience would leadttee conclusion that its a much lessalient
sociolinguistic variablethan /t/-glottalling. The contrasting salience Wween these

two variables, despite their @nembeship of the welstudied set of changes taking

pl ace in young p elbBaptiEeglars, themfore, enbkesithem i8ealu t h
variables for testing questions relating to sociolinguistic salience and swaaing

among speakers in this region.

5.3 Methods

5.3.1 Recordings and participants

As with the /t{glottalling data, the tokens afOOSE were taken from interviews
conducted in small groups with 45 adolescents from two schools in Hampshire (see
Chapter 3). In addition to the conveation task and shorttasy reading task,
participants also read out a list of hvd words for the monophthongs of English (e.g.
hid, head, hadetc.), from whichcoosEetokens in the worav h o \iede producedsee
Appendix B) These word list tokens are medgwith the reading tasks their small
number precluded considering them as a separate category. The recordings were
collected using Zoom H1 and H4N digital voice recorders and Audio Technica
lavalier microphones at a 46t sampling rate of 44.kHz.

5.3.2 Acoustic analysis

Acoustc methods were used to analyse @wmosE data as they offer a more fine
grained source of measurement than auditory methods and are comparable with other
recent work. Aticulatory methods were not appropriate for this study as tekance

on equipment Wwich can be bulky, intimidating or intrusive such as ultrasound or
EMA was not practical for taking to a school.
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The tokens ofGOOSEIN this study were initially iderfied and coded in ELAN (Max
Planck Institute for Psycholinguist 2017) before undergoing further processing in
Praat (Boersma & Weenink 2017) and emuR (Winkelmanral. 2019). Precise
vowel durations were manually lelked in Praat and scripts were uskdcreate
separate files for each token and collect formantesaffor F1 and F2. The onset of
the vowel was placed at the point at which resonance began with dark bars for F1, F2
and F3 on the spectrogram. The offseswlaced at the point at which tesased. In
some contexts, especially after preceding /j/, tieneo change in the waveform or
spectrogram between the /j/ and théE/®Bome studies overcome this issue by
including the whole /jE sequence within thiabelled portion (e.g. Harrington 2007),
but this means that the vowel duration for these tokefisnai be comparable to
those in other environments. For this reasomade use of auditory information to
determine the point at which the vowel begathé visual information was not clear
enough.

Observation of the spectrograms for theosedataree al ed t hat Praat 0:
format measurements were frequently erows that is, the software had not taken a
measurement from a point on the spectrogram where the dark bar was. As a result, |
handcorrectedthe formant tracking using emuR. After aection, F1, F2 and F3
values were extracted at the 50% tipwnt of e&h vowel in order to minimise the

effect of cearticulation with the surrounding consonants, which usually have the
greatest influence on the beginning and end of the vowel. Taking amy
measurement point simgkls the data which is not a major prohte for
monophthongs as they do not vary in frequengry much over time. If
diphthongisation is presenowever, multiple measurement points or smooth lines

are requiredThe speakerm this study produced tokens @bosewhich were almost
exclusively amudically monophthongal, and so multiple measurement points were
not necessary. The only tokens which showed substantial movement in F2 were those
preceding or following approximantuch as /I/, ¢ and /w/ as a result of €o
articulation. Taking the measement halfway through the duration of the vowel,
however, meant that the influence of these surrounding consonants was minimised.
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Figure5.1: Labell ed waveform and spemtrogr a

Figure5.2: Labelled waveformangse ct r ogr am f ®(Catt§ t ok en

Figures5.1 and5.2 illustrate two examples afoosetokens. The first one, iRigure

5.1, shows a token ofhoes where GOOSE is situated between two voiceless
consonants. It is clear here that there is little movement in the formants and that the
vowel label boundaries havedn paced at the onset and offset of the visible fartna

bars for F2 and F3. There is also considerable overlap with the large, regular periodic
waves in the wavefornkigure 5.2 shows a token afoq wherecoosekis followed by

a [w] glide. There is a clear downwardjaetory in F2 towards the end of the vowel,
which has been labelled here where the dark bars for F2 and F3 fade away. This
curved trajectory, however, does not affect the measurement of F2, sné&@%h

point is combrtably within the steadgtate portionof the vowel, which is not
influenced by cearticulation. These examples show that taking 50%-pwoiats for
GOOSEIN this study is appropriate for the data.
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