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Abstract

This thesis describes a novel cooling technique which allows the electrons within nanoelectronic devices to reach new low temperatures: nuclear demagnetisation of copper refrigerant mounted directly onto the chip a device is constructed on. This is within a field which has expanded in interest in recent years, due to the promise of new low electron temperatures allowing the investigation of new physical phenomena, the better fidelity of fundamental quantum effects and the improvement in quantum technologies such as quantum computers and sensors. Throughout the study, the effectiveness of the new technique is verified by applying it to a Coulomb blockade thermometer (CBT), a nanoelectronic device which provides primary (accurate without any need for calibration) thermometry of its own internal electron temperature. This thesis follows the development of this technique, starting from the initial proof of concept measurements made using a commercial, cryogen free, dilution refrigerator, as would be found in many low temperature and quantum transport laboratories. Here, the device electrons were cooled from 7 mK, the base temperature of the dilution refrigerator, to 4.5 mK without using any other elaborate experimental constructions, opening the technique up to many other laboratories. This technique was then furthered by applying it to a newly adapted CBT which has the lowest operation temperature capability yet reported of ≈ 300 µK. This was done in a dilution refrigerator custom built in Lancaster, resulting in a minimum electron temperature of (1.20 ± 0.03) mK. This has opened the door to a new temperature regime in which to study new quantum effects, and going forward this technique will therefore be applied to other devices in order to enable these further investigations.
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Chapter 1

Introduction

Research into devices reliant on quantum effects, and into the quantum effects themselves, is often performed at very low temperatures. While some phenomena, such as the quantum Hall effect in graphene [2], can be observed at room temperature many others cannot and hence require some form of cooling. At its simplest, this cooling can take the form of an insulated container holding a boiling liquid cryogen; usually liquid nitrogen, sufficient for cooling to 77 K to allow observation of high temperature superconductivity in YBCO [3], or liquid helium providing cooling to 4.2 K at which an easily fabricated niobium superconducting quantum interference device (SQUID) [4] can operate.

Prior to this study, the state of the art for cooling quantum devices was the use of dilution refrigerators [5] which can achieve helium mixture temperatures as low as 1.75 mK [6] for elaborate custom built machines, or more typically around 10 mK for readily available commercial machines [7]. It is in these commercial dilution refrigerators that a significant part of today’s cutting edge research into low temperature quantum technologies takes place. For example, superconducting qubits [8–10] for quantum computers, single electron turnstiles [11] for quantum metrology and superconducting quantum interference proximity transistors (SQUIPTs) [12] are all being actively explored at dilution refrigerator temperatures.

When working at temperatures significantly below 1 K, the temperature of the electron bath in a nanoelectronic device diverges from its host lattice temperature due to the weakening of the electron-phonon coupling as temperature decreases [13]. The primary form of cooling for the electrons in most systems is via this coupling, to the lattice and then to some large low temperature reservoir (e.g. the mixing chamber flange of the dilution refrigerator). This weak electron-phonon coupling leads to elevated electron temperatures which can be of the order 100 mK despite
a mixing chamber temperature of 10 mK or lower [14].

These elevated electron temperatures reduce the fidelity, or even lead to the absence of the desired quantum effect in the system being studied. For example quantum annealers, as used commercially by D-Wave Systems for quantum computation, benefit from the ability to accurately process larger scaled systems when operated at lower temperatures [15]. Also for some qubits, the charge noise [16] decreases and the coherence time increases [17] as the temperature decreases, bringing the goal of a practical quantum computer closer. Furthermore, lower electron temperatures help with ensuring that charge pumps [18] operate with a minimised leakage and back-tunnelling rate [19] and the signal to noise ratio (SNR) of single-electron transistor (SET) based sensors improves [20], furthering the field of quantum metrology.

This thesis describes work on the development and testing of on-chip magnetic cooling, a technique designed to realise these benefits. This is designed to cool the electrons in a nanoelectronic device directly without intervening phonons, thus bypassing the electron-phonon coupling thermal bottleneck. This is implemented by applying a thick (≈ 6 µm) layer of electroplated copper on top of an array of aluminium islands making up a Coulomb blockade thermometer (CBT). This allows the temperature of interest, the electron temperature, to be easily and accurately read out during the cooling process.

The background theory and history of the cooling concepts used here, in addition to the history and theoretical descriptions of the CBT, are explained in Chapter 2 of this thesis. Chapter 2 also covers the other on-chip cooling work described in the literature prior to the commencement of this study. This is followed in Chapter 3 by our proof of concept work on the technique, where a CBT was cooled using nuclear demagnetisation refrigeration on a commercial, cryogen-free, dilution refrigerator. An initial attempt at replicating this technique using a dilution refrigerator custom built in Lancaster, in order to reach new low electron temperatures, is given in Chapter 4. This attempt cooled the CBT to the bottom of its operating range, where it was no longer able to accurately report the electron temperature. Hence, a second attempt was made using a different design of CBT, and the modifications that were necessary together with the results are presented in Chapter 5. Finally, this work is summarised, and future work discussed, in Chapter 6.
Chapter 2

Background

This chapter describes the preliminary detail necessary for following the discussion concerning the new on-chip refrigeration technique discussed throughout the rest of this thesis. We start by considering a range of cooling techniques, that have traditionally been used for cooling samples below 1 K, in Section 2.1. The theory, history and operation of CBTs is then given in Section 2.2. A summary of the other on-chip refrigeration studies, and an introduction to the technique used in this study, is then presented in Section 2.3.

2.1 Cooling Techniques

Like all other ultra-low temperature cooling techniques, the method described in this thesis is one step of a multi-stage process used to cool a sample from room to base temperature, the minimum temperature achievable for a given set of techniques. On-chip magnetic cooling is a final cooling stage, thus is pre-cooled by preceding stages. In this section, an overview of the prior stages is given in Subsection 2.1.1 which describes the dilution refrigerator in the context of the other necessary stages surrounding it. This is followed by Subsection 2.1.2 where nuclear demagnetisation refrigeration is described, this being the technique that is applied in a novel form to provide cooling of the on-chip electrons.

2.1.1 Dilution Refrigeration

For all iterations in the development of the new on-chip cooling technique, the device was pre-cooled using a dilution refrigerator. This provides a starting temperature that is easily reachable for laboratories experienced in low temperature techniques. The dilution refrigerator was proposed by H. London in 1951 and first
realised in 1965 by P. Das et. al. [21] with a machine that reached a base temperature of 220 mK, significant because of it being lower than the lowest temperature achievable with the coldest continuous cooling technique of the day (the pumped \(^3\)He cryostat which operates down to \(\approx 300 \text{mK}\)). Today dilution refrigerators are well refined, and many labs have access to easy to use cryogen-free (dry) dilution refrigerators [22] or high performance dilution refrigerators with a liquid helium bath [6]. For all types the basic operation, as described below, is the same.

The dilution refrigerator is based upon the phenomenon that below 0.87 K a mixture of \(^3\)He and \(^4\)He spontaneously separates into two phases, one rich in \(^3\)He, the other dilute. In fact, as the temperature of the mixture approaches absolute zero, the rich phase tends towards pure \(^3\)He while the dilute phase tends to a constant 6.6\% \(^3\)He in \(^4\)He [23].

This effect can be exploited by continuously circulating \(^3\)He; removing it from the dilute phase and then reintroducing it into the concentrated phase. This occurs in the mixing chamber (MXC) of the dilution refrigerator, which is a small volume located at the bottom of the cryostat with appropriate pipework to allow circulation to occur in this manner. This circulation would place the two phase system out of equilibrium due to the reduced concentration of \(^3\)He in the dilute phase, so \(^3\)He atoms move from the concentrated phase to the dilute. This ‘diluting’ of the \(^3\)He has an associated enthalpy of mixing given by

\[
\Delta H \propto \int \Delta C \, dT, \tag{2.1}
\]

for \(\Delta C\) the difference in specific heats of the two phases as a function of temperature \(T\). Both specific heats are proportional to \(T\) at low temperatures, hence we achieve a cooling power

\[
\dot{Q} \propto \dot{n}_3 T^2 \tag{2.2}
\]

for a \(^3\)He circulation rate \(\dot{n}_3\).

In a practical dilution refrigerator, shown schematically in Figure 2.1, the \(^3\)He is removed from the dilute phase by carrying it to the ‘still’ under osmotic pressure where it is evaported at around 700 mK. The \(^3\)He is then re-condensed and reintroduced to the dilution refrigerator. This incoming liquid is further cooled using heat exchangers in contact with the outgoing \(^3\)He. In a ‘wet’ dilution refrigerator the condensation is performed using a pumped \(^4\)He ‘pot’ operating at a nominal 1 K, supplied and pre-cooled by a 4.2 K \(^4\)He bath surrounding the cryostat which can be thermally shielded by a surrounding bath of liquid nitrogen. In a ‘dry’ dilution refrigerator, the condensing is performed at a higher pressure to allow it
to take place at the nominal 4 K stage of the mechanical cryocooler having been
pre-cooled by the 50 K stage.

2.1.2 Magnetic Cooling

Magnetic cooling is a practical implementation of the magnetocaloric effect which
was first discovered in iron [24]. Magnetic cooling operates by using an externally
applied magnetic field to control magnetic disorder entropy of a paramagnetic
substance. The paramagnetism is provided by a net dipole moment caused by the
electrons or by the nuclear spin of the material. If each magnetic moment has total
angular momentum quantum number $J$, then there are $2J + 1$ possible orientations
(with respect to the orientation of the applied field) which are split in energy by
the Zeeman effect. At high temperatures with low magnetic fields, the Zeeman
splitting is much smaller than the thermal energy $k_B T$, so the orientations will be
randomly distributed throughout the material leading to an entropy contribution of

\[ S = R \ln (2J + 1). \]  

(2.3)

For $R$ the ideal gas constant. This is a general equation, applying to a material with
an electronic magnetic moment or a nuclear magnetic moment, with $J$ representing
either the total electron angular momentum or the nuclear spin. Demagnetisation
of materials with an electronic magnetic moment, such as paramagnetic salts, is
used to provide cooling to 2 mK, however the advent of dilution refrigerators makes
this technique largely obsolete [23]. On the other hand, nuclear demagnetisation
is still very relevant as it is the only cooling technique available for cooling bulk
materials to below dilution refrigerator temperatures, and is the technique that we
consider here. For adiabatic nuclear demagnetisation, the nuclear spin is conven-
tionally denoted $I$, hence the entropy is often written as

\[ S = R \ln (2I + 1). \]  

(2.4)

At temperatures where magnetic cooling is feasible, this is the dominant entropy
of the system. This permits the system’s entropy to be controlled by varying
the temperature of the system or the applied magnetic field. Below a certain
temperature the thermal energy will become smaller than the Zeeman splitting,
leading to energetically favourable orientations and hence spontaneous magnetic
ordering. If a large external magnetic field is applied the Zeeman levels are further
separated, hence magnetic ordering will occur at an elevated temperature [23].

To calculate the dependence of the entropy on total magnetic field $B$ and nuclear
temperature $T_n$, we consider a nucleus with total spin quantum number $I$. The
Figure 2.1: Schematic Dilution Refrigerator. The copper plates are labelled with their respective nominal temperatures. Items denoted * and † are only present on wet and dry dilution refrigerators, respectively. Items denoted ‡ are usually omitted from dry dilution refrigerators. A condensing impedance for the incoming $^3$He is heat sunk to the pot, or if a pot is not fitted, to the 4 K stage of the mechanical cryocooler. The incoming $^3$He line is also heat sunk to the 4 K/4.2 K stage and the still.
Zeeman levels $\epsilon_m, -I \leq m \leq I,$ formed in a nucleus with an applied magnetic field are given by

$$\epsilon_m = -m\mu_N g_n B, \quad (2.5)$$

where $\mu_N = e\hbar/2m_p$ is the nuclear magneton, for $\hbar$ the reduced Planck constant and $m_p$ the proton rest mass, and $g_n$ is the nuclear g-factor for the nuclei involved [25]. We can compute the partition function for a mole of some substance as

$$Z = \left[ \sum_{m=-I}^{I} \exp(-\beta\epsilon_m) \right]^{N_A} \quad (2.6)$$

for $\beta = 1/k_B T_n$ and $N_A$ the Avogadro number. From this we can calculate the molar entropy using

$$S = R \frac{\partial(T \ln Z)}{\partial T} \quad (2.7)$$

which gives, after some manipulation,

$$S = \frac{R}{x} \left[ \coth \left( \frac{1}{2} x \right) - (2I + 1) \coth \left( \frac{2I + 1}{2} x \right) \right] + R \ln \left[ \frac{\sinh \left( \frac{2I + 1}{2} x \right)}{\sinh \left( \frac{1}{2} x \right)} \right] \quad (2.8)$$

for

$$x = \frac{\mu_N g_n B}{k_B T_n}. \quad (2.9)$$

Figure 2.2 shows this function graphically for the example of copper, where the two naturally occurring and stable isotopes, $^{63}\text{Cu}$ and $^{65}\text{Cu}$, have spin $I = 3/2$. From this, a thermodynamic cycle that can be used to provide cooling becomes apparent, as indicated in the figure. The prefactor of $x$, $\mu_N g_n/k_B \sim 5 \times 10^{-4} \text{K}^{-1}$, is very small, reflecting the small size of the nuclear moments [23]. As such, $x \ll 1$ for most reasonable temperatures and magnetic fields used in nuclear demagnetisation. We can therefore expand Equation 2.8 to get

$$S \approx R \ln(2I + 1) - \frac{\lambda_n B^2}{2\mu_0 T_n^2} \quad (2.10)$$

for

$$\lambda_n = N_0 I(I + 1)\mu_0^2 \mu_N^2 g_n^2 / 3k_B \quad (2.11)$$

which is the molar nuclear Curie constant. Equation 2.10 shows that the entropy is entirely a function of $B/T_n$, which provides a useful figure of merit when planning and analysing demagnetisation cooling runs. We also note that at more modest magnetic fields, at dilution refrigerator temperatures, this reduces to Equation 2.4, as expected. During an ideal adiabatic demagnetisation, entropy is by definition
constant, hence so is the ratio $B/T_n$ allowing the calculation of the final temperature $T_f$ given the initial temperature $T_i$ and magnetic field $B_i$ together with the final magnetic field $B_f$:

$$T_f = T_i \frac{B_f}{B_i} \quad (2.12)$$

It is important to note that $B$ is the total magnetic field sensed by the individual nuclear spins, not simply the externally applied field. The magnetic dipole interactions in the material’s nuclei result in an internal magnetic field $b$ which becomes significant at low external fields. The two fields combine to give a total field of $B = \sqrt{B_{ext}^2 + b^2}$, limiting the minimum field and ultimate temperature that can be reached [23].

Nuclear demagnetisation cooling is usually performed using a large quantity of bulk nuclear refrigerant, usually Cu or PrNi$_5$. The refrigerant is magnetised by applying a magnetic field of around 8 T using a superconducting solenoid. The resulting heat of magnetisation emitted by the refrigerant is removed to the $^3$He–$^4$He mixture in a dilution refrigerator [23] in a process termed ‘precooling’. In order for this
heat to flow towards the dilution refrigerator during precooling, but for no heat to flow back towards the cooled refrigerant during demagnetisation, a ‘heat switch’ is required to allow controllable thermal isolation of the refrigerant. This heat switch is fabricated from a superconducting material with a low critical magnetic field (often aluminium). With a magnetic field above $B_c$ applied to the heat switch, the conduction electrons are free to transport heat through it, however with the field below $B_c$ there is negligible thermal conductivity \[27\] at low temperatures due to the small populations of free electrons and phonons. The paired electrons making up the superconducting state are condensed into the ground state, thus have no entropy and can carry no heat. The magnetic field setting the state of the heat switch can be produced either using a dedicated control superconducting magnet, or using the fringing field of the main solenoid \[28\].

The choice of material, quantity of refrigerant and the magnetic field ranges to be used are dependent on the desired final temperature and the heat leak into the cooled system. For a perfectly adiabatic process, the minimum temperature is limited by the spontaneous magnetic ordering temperature or by the effective internal magnetic field $b$, after which point no further cooling will occur. There may also be undesirable phase transitions which further limit the minimum temperature and field to above what would otherwise be expected. In practice the demagnetisation will not be perfectly adiabatic due to the presence of some heat leak, hence the minimum temperature is usually limited by the available nuclear heat capacity. This can be calculated from the result in Equation 2.10 using

$$C_n = T_n \frac{\partial S}{\partial T_n} \bigg|_B$$

which gives

$$C_n = \frac{\lambda_n B^2}{\mu_0 T_n^2}.$$

To use this result in calculating the available cooling power $\dot{Q}_n$, we first define $\tau_1$, the spin-lattice relaxation time:

$$\frac{d}{dt} \left( \frac{1}{T_n} \right) = -\frac{1}{\tau_1} \left( \frac{1}{T_n} - \frac{1}{T_e} \right).$$

This is the characteristic time for the nuclear spin temperature $T_n$ to reach thermal equilibrium with the conduction electrons which are at temperature $T_e$. Using the Korringa law \[29\], we can relate the spin-lattice relaxation time to a material
specific constant κ (the Korringa constant) and the electron temperature:
\[ \tau_1 T_e = \kappa. \]  

(2.16)

This gives us a more useful form of Equation 2.15:
\[ \frac{dT_n}{dt} = \frac{T_n(T_e - T_n)}{\kappa} \]  

(2.17)

Using the definition of heat capacity, and noting that \( dC_n/dt = 0 \), we have
\[ \dot{Q}_n = C_n \dot{T}_n = \frac{\lambda_n(B_{ext}^2 + b^2)}{\mu_0 \kappa T_n}(T_e - T_n), \]  

(2.18)

where we have substituted the nuclear heat capacity from Equation 2.14 and expanded the total magnetic field into its external and effective internal components. With knowledge of the anticipated heat leak into the refrigerated system, this equation can be used to assist with the selection of the appropriate nuclear refrigerant. In addition to finding a material which has the optimal combination of parameters such that \( \dot{Q}_n \) is maximised there are additional considerations, such as the presence of superconductivity, nuclear quadrupole moments and electronic ordering, that can have a strong negative effect on the values in this equation at particular points during a demagnetisation [30]. The end result of this is that there are very few materials that are usable at all, and most that can be used are far from optimal. This leaves us with the two workhorses of nuclear refrigeration: Cu and PrNi₅, with In, Pt and Tl being more exotic choices investigated during the development of the technique [25].

Copper is a popular choice thanks to its relatively large nuclear Curie constant, absence of superconductivity or other phase transitions, and high thermal conductivity. The ease of manufacture of copper components and its readily available nature is also highly attractive. Additionally, the internal magnetic field from the interactions of the nuclear magnetic moments is very small, \( b = 0.36 \text{ mT} \), allowing demagnetisation to a low field and hence the lowest temperatures. The initial experiments in the demagnetisation of copper nuclei produced nuclear temperatures of 15\( \mu \text{K} \) with the copper electrons and lattice held warm at dilution refrigerator temperature [31]. This was possible due to copper’s large Korringa constant (\( \kappa = 1.21 \text{ Ks} \)) which represents weak coupling between the nuclei and electrons. While this, in conjunction with copper’s relatively high nuclear heat capacity, is an advantage for these nuclear cooling experiments, it is a significant disadvantage for general refrigeration as any items to be cooled must, at the very least, couple through the copper electrons. A further disadvantage is the chal-
Challenging starting conditions that must be obtained to achieve a significant energy reduction: at a starting temperature of $T_i = 10 \text{ mK}$, ramping the magnetic field from zero to $B_i = 8 \text{ T}$ gives an entropy reduction of only 9% after precooling [23].

The Van-Vleck paramagnet PrNi$_5$ overcomes some of these issues by having a very small Korringa constant with upper bound $\kappa < 10 \text{ pK s}$ [32]. It also has a very high nuclear Curie constant, some 440 times greater than that of copper. These effects provide a huge nuclear heat capacity that is accessible through the strongly coupled conduction electrons, allowing whole refrigeration platforms to be designed around it [33]. Base temperatures with this material are however limited by the internal magnetic field $b = 66 \text{ mT}$ and spontaneous magnetic ordering temperature $T_c = 400 \text{ nK}$ [34] (c.f. $b = 0.36 \text{ mT}$ & $T_c = 50 \text{ nK}$ for Cu [35]). The poor thermal conductivity of the material itself (comparable to that of brass at low temperatures [36]) also limits the ultimate temperatures of attached samples. Depending on the balance of the heat leaks and available cooling power, together with the temperature targeted, these aspects may not be significant, however the difficulty in obtaining and working with the material make its use somewhat unattractive [37].

2.2 Coulomb Blockade Thermometry

A CBT is a low temperature, nanoelectronic thermometer which measures the temperature of its internal electrons. Since it is the electrons within nanoelectronic devices that we are aiming to cool for this investigation, the CBT is an ideal device for proof of concept tests of the techniques developed in this thesis. In this section, a basic description of the principles and background of CBTs is given in Subsection 2.2.1. This is followed by a discussion of the theory concerning CBT operation in Subsection 2.2.2 and finally by a description of the use of CBTs in practice in Subsection 2.2.3.

2.2.1 Outline

The CBT is a nanoelectronic device first described in 1994 [38]. In its simplest form it consists of a pair of tunnel junctions creating a small metallic island between them, denoted a NININ (normal metal–insulator–normal metal–insulator–normal metal) structure, the electrical conductance of which is measured. From the electrical conductance, the temperature of the electrons in the device structure can be deduced using only fundamental physical constants. This makes the device a primary thermometer, i.e. it provides an accurate temperature reading without requiring calibration.
The CBT operates, as its name suggests, using a particular regime of the Coulomb blockade effect. Put briefly, Coulomb blockade occurs at low temperatures when the available thermal energy is less than the energy required to charge the island. The discreteness of electron charge means that the island must be charged by at least $e$, hence setting a minimum amount of energy, below which no current can flow through the structure \[39\]. A single metallic island has a stray capacitance to ground $C_0$ and the tunnel junctions also each contribute a capacitance $C_J$, leading to a total capacitance of the island $C_\Sigma = C_0 + 2C_J$. A capacitor of capacitance $C$ containing charge $Q$ holds electrostatic energy $Q^2/(2C)$. Hence, starting from a neutrally charged island, if we add an additional electron (or remove one), we must supply energy

$$E_c = \frac{e^2}{2C_\Sigma}. \quad (2.19)$$

For this to produce any noticeable effect this quantity, the charging energy, must be at least comparable with the thermal energy $k_B T_e$ held by the electrons. To achieve this at accessible temperatures the physical size of the metallic island, in addition to the size of the tunnel junctions, is controlled such that $C_\Sigma$ is small. For the construction of SETs, the capacitance is chosen such that it is in the strong Coulomb blockade regime $E_c \gg k_B T_e$, where the probability of any single electron having sufficient energy to overcome the blockade is negligible. The CBT, however, operates in an intermediate regime where the charging energy and thermal energy are comparable. The conductance curves for the three possible regimes the metallic island can be under are sketched schematically in Figure 2.3. Figure 2.3a shows the usual situation where there is no Coulomb blockade, Figure 2.3b shows the weak Coulomb blockade regime where Coulomb blockade thermometry can take place, and Figure 2.3c shows the strong Coulomb blockade regime used for SETs and quantum dots.

As shown in Figure 2.3b, in the weak Coulomb blockade regime the full width at half maximum (FWHM) voltage has a linear relation to temperature given by

$$V_{1/2} \approx 2 \times 5.439k_B T_e/e, \quad (2.20)$$

for $V_{1/2}$ the FWHM of the dip seen in a plot of island conductance against the applied bias, $k_B$ the Boltzmann constant, $T_e$ the temperature of the electrons on the island and $e$ the electronic charge. The numerical constant in this equation solely arises from successive mathematical approximations and does not contain any empirical parameters \[40\]. The only other constants in the equation are fundamental physical constants, hence showing the primary nature of thermometry performed using such a device.
Figure 2.3: Coulomb Blockade on a Single Metallic Island. The plots show schematically the conductance of a single metallic island with charging energy $E_c$ situated between two tunnel junctions, each with tunnel resistance $R_T = (2G_T)^{-1}$. The electron temperature is $T_e$. Panel (a) shows small $E_c$, producing no Coulomb blockade effects. Panel (b) shows weak Coulomb blockade, the regime of operation for a CBT where the dip width is directly proportional to temperature. Panel (c) shows large $E_c$ causing full Coulomb blockade.

As well as the different Coulomb blockade regime used in CBTs, as compared to SETs, there is a further difference in the device construction. A SET has a third electrode which acts as a gate and is capacitively coupled to the island between the tunnel junctions [41]. The effect of this gate is to control the island background charge. If the background charge is set such that it completely compensates the charge from the electrons on the island, then the Coulomb blockade is lifted and an electron can tunnel on or off the island. Alternatively, the background charge can be chosen to produce the strongest blockade possible (i.e. maximal bias required to cause current flow), or any point in between. A CBT has no such electrode, so the background charge on each island takes a random value from a uniform distribution. For a CBT operating well within the weak Coulomb blockade regime, the change in the conductance characteristic arising from this is negligible [40] and in any case is averaged out by a chain of islands.

2.2.2 Orthodox Theory of Single Electron Tunnelling

Most practical CBTs use more than just a single island since higher order tunnelling phenomena result in significant erroneous temperature readings [42, 43] for single island devices. Using a long chain of $N$ tunnel junctions in series, hence producing $N - 1$ islands, means that these effects are both suppressed and averaged out across the chain, the inner islands are shielded from the tunnelling of hot electrons from the leads by the outer islands, and the voltage noise is divided across the
A long chain of a few tens of junctions results in a high resistance that is difficult to measure. Hence two-dimensional arrays are used, where there are multiple parallel strings of islands in series, allowing the measurement of a more reasonable resistance in the $\sim 10 \text{k}\Omega$ range.

For a tunnel junction array operating in the weak Coulomb blockade regime, the conductance as a function of temperature can be derived by starting from the ‘orthodox single electron theory’ \[44\]. In this we calculate the difference in free energy $\Delta F$ before and after an individual electron tunnelling event. Then, the tunnelling rate for this particular event can be calculated using Fermi’s golden rule:

$$
\Gamma_{i \rightarrow j}(\Delta F) = \frac{2\pi}{\hbar} |M_{ij}|^2 \delta(E_i - E_j - \Delta F),
$$

(2.21)

where $i$ and $j$ refer to the states of the system before and after the transition, respectively, hence $E_i$ and $E_j$ are the initial and final energies of the tunnelling electron and $M_{ij}$ the matrix element for the two states, giving the transmission probability. The total rate is then calculated by summing the rates for all possible initial and final state combinations, with each rate being weighted by the probability of the initial state being occupied and the final state being unoccupied. The probability of a state being occupied is given by the Fermi–Dirac distribution

$$
f(E) = \frac{1}{1 + \exp \left( \frac{E - E_F}{k_B T} \right)},
$$

(2.22)

for a state of energy $E$ on a node with Fermi energy $E_F$. Here the term ‘node’ is used to refer to a conductor, so includes the islands between the tunnel junctions and the electrodes on the end of the chains. The total rate is therefore

$$
\Gamma(\Delta F) = \frac{2\pi}{\hbar} \sum_i \sum_j |M_{ij}|^2 f(E_i)(1 - f(E_j))\delta(E_i - E_j - \Delta F).
$$

(2.23)

These sums can be replaced with a double integral by inserting the initial and final densities of states, $D_i$ and $D_j$, respectively. The integrals are then performed over all initial and final energies in the conduction band on the initial and final nodes:

$$
\Gamma(\Delta F) = \frac{2\pi}{\hbar} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D_i D_j |M_{ij}|^2 f(E_i)(1 - f(E_j))\delta(E_i - E_j - \Delta F) dE_i dE_j.
$$

(2.24)

The transmission coefficient through the tunnel junction, matrix element $M_{ij}$, is assumed to be independent of what exactly the states $i$ and $j$ are, and is then written in terms of a new phenomenological parameter $R_T$, the tunnelling resistance,
which is defined by
\[ R_T = \frac{V}{T}, \] (2.25)
the simple Ohmic resistance observed in the current-voltage characteristic of a single tunnel junction. This is related to the matrix element by
\[ R_T = \frac{\hbar}{2\pi e^2 |M_{ij}|^2 D_i D_f}. \] (2.26)
Substituting for $|M_{ij}|$ in Equation 2.24 and moving constants to outside the integrand, the total rate simplifies to
\[ \Gamma(\Delta F) = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(E_i)(1 - f(E_j))\delta(E_i - E_j - \Delta F)dE_i dE_j. \] (2.27)
The delta function means that the only contribution from one of the integrals is when $E_i - E_j - \Delta F = 0$. Hence one integral can be evaluated by setting $E_j = E_i - \Delta F$ and relabelling $E_i \rightarrow E$. This gives
\[ \Gamma(\Delta F) = \frac{1}{e^2 R_T} \int_{-\infty}^{\infty} f(E)(1 - f(E - \Delta F))dE, \] (2.28)
which evaluates to
\[ \Gamma(\Delta F) = \frac{\Delta F}{e^2 R_T \left[ \exp \left( \frac{\Delta F}{k_B T} \right) - 1 \right]}. \] (2.29)
This relies on the assumption that the tunnel barriers are ‘sufficiently opaque’ that the electrons are localised on islands or the connecting leads, not delocalised throughout the chain. This condition, known as the ‘weak tunnelling limit’, can be derived using the Heisenberg uncertainty principle and requires that
\[ R_T > \frac{\hbar}{e^2} = R_Q \approx 26 \text{ k}\Omega, \] (2.30)
hence explaining the necessarily large resistances encountered if a 1-dimensional series chain of tunnel junctions is used to create a CBT rather than a 2-dimensional array.

The charge distribution across the device can be described by the set \{\( n_i \)\}, which gives the number of excess electrons \( n_i \) on each island \( i \). Each unique charge distribution will give a different set of tunnelling rates, each of which can be calculated by considering the change in electrostatic energy between the initial charge distribution and that after the tunnelling event. This done by noting that the net charge on the \( i^{th} \) island is given by \( -n_i e \), and hence a vector \( q \) listing the charges on all islands can be created from the initial charge distribution \{\( n_i \)\}. This
can then be repeated for the final charge distribution, which differs only by the movement of a single electron to an adjacent island through a particular tunnel junction in a particular direction.

From the charge vectors, the electrostatic energies before and after a single tunnelling event, and hence the free energy change $\Delta F$, are calculated using a capacitance matrix $C$ which describes the capacitances between all nodes (islands, electrodes, grounds and, optionally, background charges) in the system [46]. With this, we can say that the free energy is a function of the initial ($\{n_i\}$) and final ($\{n_f\}$) charge distributions, but with no explicit dependence on the particular tunnel junction involved since all the junctions here are assumed to be identical [47]:

$$\Delta F = \Delta F(\{n_i\}, \{n_f\}) = \Delta F_k^\pm(\{n_i\}). \quad (2.31)$$

The second equality here follows for a single tunnelling event at the $k^{th}$ tunnel junction in the positive or negative direction ($\pm$), since the final charge distribution is readily calculated from the initial distribution (given the direction of the tunnelling event and the junction at which it occurs). Therefore, by inserting Equation 2.31 into Equation 2.29 we define the rate function

$$\Gamma_k^\pm(\{n_i\}) = \Gamma \left( \Delta F_k^\pm(\{n_i\}) \right), \quad (2.32)$$

which gives the tunnelling rate through the $k^{th}$ tunnel junction, in the positive or negative direction ($\pm$), as a function of the initial overall charge distribution ($\{n_i\}$).

Each tunnelling rate can then be weighted by the probability of the charge configuration $\sigma(\{n_i\})$ that it is the result of. These probabilities can be obtained by requiring that in the steady state there is no build up of charge at any node. This leads to a tunnel rate master equation, which for the single island case reads [38]

$$\dot{\sigma}(n) = \left[ \Gamma_1^+(n-1) + \Gamma_2^-(n-1) \right] \sigma(n-1) - \left[ \Gamma_1^+(n) + \Gamma_1^-(n) + \Gamma_2^+(n) + \Gamma_2^-(n) \right] \sigma(n) + \left[ \Gamma_1^-(n+1) + \Gamma_2^+(n+1) \right] \sigma(n+1) = 0, \quad (2.33)$$

where $\{n_i\}$ has been replaced by $n$, the number of excess electrons on the single island. The probabilities for the possible charge distributions can be found by solving this, or a more general version for multiple islands [40].

With this, the net current through the $k^{th}$ tunnel junction, which must necessarily be equal to the current though the other junctions in series to avoid a build up of
charge, can be found by summing over all the possible charge configurations:

$$I_k = -e \sum_{\{n_i\}} \sigma(\{n_i\}) \left[ \Gamma^+_k(\{n_i\}) - \Gamma^-_k(\{n_i\}) \right].$$

(2.34)

This can be calculated for any value of $k$ and then the overall differential conductance of the device calculated from

$$G = P \frac{dI_j}{dV},$$

(2.35)

for $P$ the number of parallel island chains and $V$ the bias applied across the device. From this point, the overall conductance can either be modelled numerically, or we can make an approximation by assuming high temperatures:

$$k_B T \gg \frac{e^2}{C \Sigma}.$$  

(2.36)

With this assumption, after expanding the results of Equation 2.34 to first order in $E_c/k_B T$, Equation 2.35 eventually gives the result [40]

$$\frac{G}{G_T} = 1 - \frac{E_c}{k_B T} \frac{v_N \sinh(v_N) - 4 \sinh^2(v_N/2)}{8 \sinh^4(v_N/2)},$$

(2.37)

where we have defined

$$E_c \equiv \frac{N - 1}{N} \frac{e^2}{C \Sigma},$$

(2.38)

and

$$v_N \equiv \frac{eV}{Nk_B T}.$$  

(2.39)

This describes the ratio between the conductance of an island chain at bias $V$ as a fraction of the high bias, asymptotic conductance $G_T$. Approximating this further then gives us a version of Equation 2.20 valid for chains of islands [47]:

$$V_{ip2} \approx 5.439 Nk_B T/e,$$

(2.40)

and we have the depth of the dip in the conductance curve at zero bias:

$$\frac{\Delta G}{G_T} \approx \frac{E_c}{6k_B T}.$$  

(2.41)

Equations 2.40 and 2.41 have been confirmed experimentally [48] to have acceptable accuracy for $k_B T/E_c > 3$. If instead, $G$ is expanded to third order in
\( \frac{\Delta G}{G_T} \approx \frac{1}{6} \left( \frac{E_c}{k_B T} \right) + \frac{1}{60} \left( \frac{E_c}{k_B T} \right)^2 + \frac{1}{630} \left( \frac{E_c}{k_B T} \right)^3 \), \hspace{1cm} (2.42)

and a more accurate version of Equation 2.40

\[ V_{ij} \approx 5.439 \frac{N k_B T}{e} \left( 1 + 0.3921 \frac{\Delta G}{G_T} \right). \] \hspace{1cm} (2.43)

This allows primary thermometry to be retained at a 2.5\% tolerance for \( k_B T/E_c > 0.4 \), the intermediate Coulomb blockade regime \([48]\). Similar accuracy can alternatively be maintained by using the numerical full tunnelling model \([49]\). It is also possible to perform a Markov chain Monte Carlo (MCMC) simulation of the effect of background charges along the chain to allow measurements at \( k_B T/E_c = 0.2 \) to be made with a 2\% temperature variation across the 3\( \sigma \) confidence interval \([50]\).

The capacitance of the CBT tunnel junctions can be controlled through their dimensions, and similarly the stray capacitance is set by the island dimensions. This allows the operation range of CBTs to be chosen. To date, CBTs have been shown to operate up to 60 K \([51]\) to assist with the redefinition of the Kelvin based on fundamental physical constants and to provide practical thermometry with accepted accuracy \([52]\). Other CBTs have been shown to operate down to 3.7 mK to aid the development of new techniques for low temperature nanoelectronics \([49]\).

### 2.2.3 Practical Measurements

Practical primary thermometry can be performed with a CBT sensor by taking measurements of the full conductance curve, and then analysing it according to the temperature range the CBT is operating in. The overall practical operation range of a CBT can be approximately stated as \( 0.2 < k_B T/E_c < 20 \). For \( 3 < k_B T/E_c < 20 \), the electron temperature can be accurately found by using the FWHM of the conductance dip with Equation 2.40 \([47]\). For \( 0.4 < k_B T/E_c < 3 \), accurate electron temperature measurements require the use of either the more accurate Equations 2.42 and 2.43 \([48]\), or the numerical full tunnelling model \([49]\). Finally for \( 0.2 < k_B T/E_c < 0.4 \), the effect of the island background charges starts to become important and must be simulated in order to obtain an accurate temperature for the most likely background charge distribution. This simulation also allows one to estimate the uncertainty arising from the distortion of the conductance characteristic as a result of the other possible distributions \([40, 50]\). The upper limit of this range, \( k_B T/E_c \approx 20 \), is set by the fact that above this the magnitude of the conductance dip \([40]\) becomes small (\(< 1\%\) ), making measurements difficult.
and slow.

For faster thermometry measurements, subject to the provisions above regarding temperature ranges, the CBT can be operated in a pseudo-secondary or self-calibrated mode. In this configuration only a single data point, the CBT zero bias conductance, needs to be measured for each temperature datum instead of the full conductance curve, making measurements many times faster. For monitoring a dynamic cooling process, using the device in this way is essential for achieving a satisfactory time resolution. This mode is enabled by first measuring several conductance curves, distributed across the sensor temperature operation range, then fitting a full tunnelling model to the measured data [40, 49]. This allows us to extract the total capacitance per island $C_\Sigma$ and tunnel resistance $R_T$ from the fitting parameters. Using these values Equation 2.41, or an appropriately expanded or modelled version thereof, can then be used to extract the temperature from the zero bias conductance.

2.3 On-Chip Refrigeration

On-chip cooling refers to a few cooling techniques, operating in different temperature regimes, where the refrigerant is of a comparable size to the circuit elements on some micro- or nanoelectronic device. This section introduces and motivates the field in Subsection 2.3.1, and then explores the techniques used, including the new one explored in this thesis, in Subsection 2.3.2.

2.3.1 Motivation and Principles

Some forms of on-chip cooling are motivated by the potential replacement of bulky, expensive and complicated to operate cooling solutions such as dilution refrigerators. These techniques are not motivated by the potential discovery of new physical effects or improved operation of devices at new, lower temperatures as they simply aim to replicate already achievable temperatures in a different way.

The other motivation, which we are following here, is to use on-chip cooling to reach electron temperatures in nanoelectronic devices that are otherwise unreachable with traditional techniques. For many physical effects being explored in nanoelectronic devices, we require the thermal energy of the electrons to be less than the characteristic energy of the desired effect, hence low electron temperatures are needed. Traditional cooling techniques rely on passively cooling the electrons via the electrically insulating device substrate, hence cooling the device phonons which in turn cool the electrons via electron-phonon coupling (see Figure 2.4). For
Figure 2.4: Traditional Passive Cooling of a Nanoelectronic Device. A standard cooling technique relies on the electron phonon coupling transferring heat, $\dot{Q}_{ep}$, from the device electrons at $T_e$ to the device phonons at $T_p$. This heat in turn flows to the substrate at temperature $T_s$ via the Kapitza resistance $R_K$. The minimum electron temperature occurs when the electrons are in thermal equilibrium, with the parasitic heat leak $\dot{Q}_{par}$ balanced by the electron phonon coupling.

Macroscopic structures, or nanostructures above, say $\sim 100 \, \text{mK}$, these techniques result in negligible temperature differences between the electrons and their host lattice. For lower temperatures, however, the temperatures diverge [13, 53]. This occurs due to the weak electron-phonon coupling at low temperatures. The power transferred from the electrons to the phonons by this coupling is given by [53]

$$\dot{Q}_{ep} = \Sigma V (T_e^n - T_p^n), \quad (2.44)$$

where $\Sigma$ is a material specific coupling constant, $V$ the volume over which thermalisation of the electrons and phonons can occur and $T_p$ and $T_e$ are the phonon and electron temperatures, respectively. The value of $n$ is commonly accepted to be 5 in many materials [23, 53, 54], so the equation is often stated as

$$\dot{Q}_{ep} = \Sigma V (T_e^5 - T_p^5), \quad (2.45)$$

however, the power has been experimentally observed to take other values $2 < n \leq 5$, particularly in systems confined to fewer dimensions [49, 55]. In any case, the heat flow is strongly temperature dependent, leading to weak low-temperature coupling for nanoelectronic devices where $V$ is, by definition, small.

An additional complication lies in the thermal boundary resistance between the device itself and the substrate it is mounted on, and at all further connections between different materials where heat is transported by phonons. This thermal
resistance is known as the Kapitza resistance, and is defined as [56]

\[ R_K = \frac{\dot{Q}}{\Delta T}, \]  

for \( \dot{Q} \) the rate of heat transport and \( \Delta T \) the temperature difference across the interface. This resistance can be particularly problematic for the interface between the liquid helium in the MXC of a dilution refrigerator and the metal heatsinking used for attaching devices, where it arises due to the acoustic mismatch between the phonons on each side of the boundary. There are, nevertheless, well tested techniques used for minimising this resistance through the use of sintered silver in contact with the helium mixture [57].

For typical low temperature nanoelectronic measurements, the device is brought into contact with the MXC plate of a dilution refrigerator, that is a metallic plate in good thermal contact with the mixing chamber where the \(^3\)He–\(^4\)He dilution takes place. The base temperature of practical dilution refrigerators varies from \(300\ \text{mK} \) (above which the simpler \(^3\)He evaporation cryostat would be used) to \(1.75\ \text{mK} \) for cutting edge machines [6]. More common temperatures are of the order \(10\ \text{mK} \), which are easily reachable in readily available and simple to operate commercial machines [7]. Despite these low MXC temperatures, which the device phonon temperature will get close to, in most situations the electrons will remain significantly overheated, up to \(\sim 100\ \text{mK} \) in some cases [14]. Indeed, with particular effort to ensure a low noise environment in a low temperature dilution refrigerator, electron temperatures around \(\approx 10\ \text{mK} \) can be achieved [58, 59], however, electron temperatures lower than this are rare [60]. This largely remains true even if the chip is attached to a nuclear demagnetisation stage cooled to \(\sim 100\ \mu\text{K} \) or lower.

This overheating is the result of thermal equilibrium being reached at an elevated temperature due to the strong temperature dependence of the electron-phonon coupling. The source of the heat input is impossible to completely pinpoint, but can arise from electrical noise [61], electromagnetic radiation [62, 63] or vibration (particularly relevant in a magnetic field, where vibrations cause eddy current heating [64]). It has previously been attempted to overcome these issues by reducing heat leaks to a minimum and maximising the coupling. Heat leaks can be reduced using vibration isolation, radiation shielding and extensive noise filtering on the connecting wiring [65]. The coupling can be improved by using large metallic structures on the device, which increases \( V \) in Equation 2.45. The material used can also be selected in order to maximise \( \Sigma \), for example gold has the largest known value of \(2.4\ \text{GWK}^{-5}\text{m}^{-3} \) [20]. A method for combining these two techniques involves cooling a device with sintered thermalisation blocks immersed in a very
cold liquid helium bath, either as part of the dilution refrigerator’s MXC [49] or as a separate $^3$He cell [66–68]. This provides a very low temperature environment, shielding the device from heat leaks. It also ensures the phonon temperature is as close as possible to the refrigerator’s base temperature by limiting the effects of Kapitza resistance. The lowest temperature obtained using this technique is 3.7 mK with a heat leak into each island on the CBT of $\geq 300$ aW [49].

In most cases, however, the minimum temperatures achievable will not be significantly improved by increasing $\Sigma$ and $V$, since the dependence of $T_e$ on these parameters is weak, as can be seen by the $1/5$ power in a rearrangement of Equation 2.45:

$$T_e = \left( \frac{Q_{ep}}{\Sigma V} + T_p^5 \right)^{1/5}. \quad (2.47)$$

### 2.3.2 Techniques

Some types of on-chip cooling are electronic in nature [69]. One implementation is based on a normal metal-insulator-superconductor (NIS) junction. Here, the energy gap in the superconductor blocks the tunnelling of low energy electrons. Hence if starting from a reasonably low temperature, say 300 mK achieved using a $^3$He evaporation cryostat, and biasing the junction at slightly less than $\Delta/e$ (for $\Delta$ the superconducting gap), only the highest energy electrons in the distribution are able to tunnel through the barrier. This filters off the hot electrons onto the superconductor, leading to a reduced average energy hence a lower electron temperature on the normal metal section [70]. When arranged into a symmetric configuration with a junction on each side of the normal metal island we have a SINIS (Superconductor-Insulator-Normal metal-Insulator-Superconductor) structure. These structures provide a significantly increased cooling power as, while high energy electrons are removed at one junction, they are replaced with low energy electrons (or equivalently, high energy holes leave) at the other. These coolers are effective in cooling the electrons from $\approx 300$ mK to $\approx 100$ mK [71], i.e. from the base temperature of a $^3$He evaporation cryostat to well within the dilution refrigerator temperature range.

A variation of this junction cooler design replaces the normal metal with a superconductor of different gap energy, referred to as $S'$ giving a SIS' junction. Their method of operation is analogous to the NIS coolers but with a different optimal bias voltage. A device of this structure has been used to cool from 1 K to 400 mK [72], so from the base temperature of a $^4$He evaporation cryostat to just above that of a $^3$He cryostat. Another possible variation is the substitution of the normal-metal with a heavily doped semiconductor. Again, the operation
Figure 2.5: Schematic energy diagram of an NIS cooler. The applied bias \( eV < \Delta \) raises the Fermi level \( E_f \) of the normal metal (N) above that in the superconductor (S). This allows only the hottest electrons to tunnel through the insulator (I), filtering them off into the superconductor and hence cooling the normal metal.

The principle is analogous to the normal-metal case, however, the fabrication process is simplified as the resulting Schottky barriers between the semiconductor and superconductors act as the tunnel junctions [73], meaning a discrete insulating layer does not have to be made. The electron-phonon coupling in a semiconductor is weaker than that in a metal, reducing the heat leak to the electrons from the surrounding warm lattice and allowing cooling from 300 mK down to 174 mK [74].

Another type of electronic on-chip cooler is the quantum-dot cooler. Quantum-dot coolers are formed of an isolated island separated from a pair of electrodes by two quantum dots. A small direct current (DC) bias is applied across the structure and the quantum dot energies are set via gates such that one is slightly above and one is slightly below the chemical potential of the island. As a current flows through the structure, the two quantum dots force the electrons leaving the island through one quantum dot to be at a higher energy than the electrons being injected onto the island through the other quantum dot. This leads to a net decrease in energy and hence cooling [75, 76]. This technique was demonstrated experimentally on a two-dimensional electron gas sample where the island electrons were cooled from 280 mK to 187 mK [77].

These electronic coolers, by designing the sample to minimise heating from the surroundings, can be extended to cool the surrounding lattice via the electron-phonon coupling operating in the opposite direction to in passive cooling [69]. Some have also been extended to enable practical use as an alternative to a dilution refrigerator [78, 79], and the minimum temperatures reachable with these techniques has been steadily falling to as low as 30 mK as the junction technology has improved [80–82]. Progress towards the development of a viable dilution refrigerator replacement based on this technique is therefore promising, however, it is not yet at the point of being usable for reaching new low electron temperatures in devices.
The main purpose of this study is to investigate a new type of on-chip cooler using adiabatic demagnetisation with the refrigerant located directly on the chip. At the start of this study, there were no descriptions of this technique in the literature. Shortly after the start of this study, an investigation into a SET fabricated from aluminium doped with manganese was published [83]. Aluminium is a common material for the fabrication of structures containing tunnel junctions [84] due to the high-quality, thin insulating layers that can easily be made through controlled oxidation of evaporated aluminium structures [69, 85]. Aluminium superconducts at $T_c = 1.19\,\text{K}$ [37] which presents a problem for the production of a normal-metal SET intended to operate below this. One solution is to dope the aluminium with a magnetic impurity such as manganese to suppress the superconductivity [86]. As well as suppressing the superconductivity, however, the manganese atoms make the structure paramagnetic and hence allowing demagnetisation cooling. This allowed the cooling of the SET from the base temperature of a $^3\text{He}$ cryostat ($\approx 300\,\text{mK}$) to 140 mK [83].

On-chip demagnetisation cooling can also be implemented by applying magnetic refrigerant directly on top of the metallic conductors on the nanoelectronic device. For this to work, the refrigerant must be in electrical contact with the circuit elements, otherwise the electron cooling must once again proceed via the weak electron-phonon coupling, as would be the case if a traditional elaborate demagnetisation stage [87] was used. The use of on-chip magnetic refrigerant is the approach investigated in this thesis.
Chapter 3

On-Chip Demagnetisation Cooling on a Cryogen-Free Dilution Refrigerator

This chapter describes a proof of concept study of on-chip demagnetisation performed on a CBT with additional copper thermalisation blocks which act as the on-chip refrigerant. CBTs are particularly well suited to this purpose because they provide primary thermometry of their own internal electron temperature, which is what we are aiming to reduce. In addition, their structure is similar to SETs which is one example of a device that one may wish to apply this cooling technique to. The results of this study were published in [88], which was drafted by the author of this thesis, and can be summarised as the electrons being cooled from 9 mK to below 5 mK for 1200 s.

In this chapter, Section 3.1 describes the design and fabrication of the CBT used for this part of the investigation. The installation of the CBT in the dry dilution refrigerator in addition to the electrical measurement scheme are described in Section 3.2. This is followed by the results from characterising the CBT in Section 3.3 and the on-chip cooling results in Section 3.4. Finally, we conclude in Section 3.5.

3.1 Coulomb Blockade Thermometer Device

The CBT used in this study was fabricated by collaborators at VTT, Technical Research Centre of Finland, as a variation of the devices used in an earlier study into reducing the electron temperature through immersion cooling [49]. The device was fabricated on an undoped silicon wafer of diameter 150 mm (nominally 6-inch)
Figure 3.1: Coulomb Blockade Thermometer Chip. Panel (a) shows the $6.5 \text{ mm} \times 2.3 \text{ mm}$ chip with the large island array on the right taking up most of the chip, the distributed RC (Resistor–Capacitor) filter (covered with a ground plane so not visible) on the left and six bond pads at the leftmost edge. From top to bottom, the first and fourth bond pads are ground, the second and third are connected to one side of the array, and the fifth and sixth connect to the other side. Panel (b) is optical micrograph of five of the islands. Panel (c) is a false-coloured scanning electron microscope (SEM) micrograph taken between two of the islands showing the cylindrical via containing the tunnel junction. The images in panels (a) and (b) were used in a redrawn form in [88] and the image in panel (c) was used without false colour in [49].

and thickness $675 \mu m$ with a $300 \text{ nm}$ thick insulating thermal oxide ($\text{SiO}_x$) layer on the surface. The device has a $20 \times 33$ array of tunnel junctions, creating 20 parallel rows, each with 32 metallic islands, as shown in Figure 3.1a. The electronic structure is fabricated in four distinct steps, leading to a structure containing four vertically stacked layers. These are the copper cooling fins (Figure 3.1b), which are above the top electrode which is separated from the bottom electrode by an insulating layer through which the tunnel junction passes in a via, see Figures 3.1c and 3.2.

The electrode layers consist of a $250 \text{ nm}$ thick aluminium film, deposited using DC magnetron sputtering and subsequently patterned by etching through a resist exposed using UV lithography. The etching was performed using a $\text{Cl}_2$ and $\text{BCl}_3$ plasma. The insulating layer was created by covering the lower electrode with $250 \text{ nm}$ thick $\text{SiO}_2$ deposited using Plasma-Enhanced Chemical Vapour De-
Figure 3.2: Coulomb Blockade Thermometer Junction Structure. The tunnel junction is defined by a hole in the SiO$_2$ insulating layer and is formed between the two layers of aluminium by controlled oxidation of the lower layer before depositing the upper.

position (PECVD). The holes, or vias, for the tunnel junctions to pass through are 800 nm in diameter and were created by etching the SiO$_2$ using a CF$_4$ and CHF$_3$ plasma. Before the deposition of the top electrode, the native oxide layer on the aluminium (which forms while the sample is exposed to air) was removed using an Ar plasma and then a controlled oxide layer was created in 110 mbar of oxygen over 6000 s while the sample was held at 180 °C. The top electrode layer was then deposited without breaking the vacuum. The resulting junctions have a resistivity of 12 kΩ·µm$^2$ [89]. Aluminium is a superconductor with critical temperature $T_c = 1.19$ K [37] and a critical field of $B_c = 10$ mT in the bulk at zero temperature [90], which is greater for thin films [91]. Since a CBT is designed to operate with normal metal islands, a magnetic field of at least 100 mT must be applied for the device to function properly.

This technique for fabricating AlO$_x$ tunnel junctions differs from the more common shadow angle deposition technique [84] in that the vacuum is broken between the two aluminium deposition stages, and is hence termed an ex-situ process (in contrast with in-situ angle deposition). This allows greater flexibility in the patterning process for the device, prevents the creation of unwanted shadow structures, and leads to a small deviation (average 1.3%) in tunnel junction resistance between different junctions in the same device, allowing the creation of more uniform arrays [92]. This gives an alternative to using single junction thermometry as a solution to the inaccuracies that result from non-uniform junction arrays [93].

The on-chip refrigerant is applied on top of the aluminium islands by electroplating copper through a mask, creating blocks 6.14 µm thick on each island of cross-section 39 µm × 206 µm (Figure 3.1b). If, instead of electroplating, the blocks were applied using the more conventional nanofabrication techniques of evaporation...
or sputtering, the thickness of the film means that the copper would have built-in stress. This stress is a common cause of thin-film failure [94], particularly at low temperatures where the differential contraction on cooling can then lead to mechanical breakage. In addition, the stress leads to poor thermal contact at the interface, limiting the degree to which the aluminium can be cooled by the refrigerant blocks [49]. The chemical environment during the electroplating process removes the native oxide from the aluminium, and hence ensures that the copper is in direct electrical connection with the aluminium islands, allowing electron thermalisation across the boundary without relying on electron-phonon coupling to transport the heat through the oxide layer.

The island array is connected to two leads per side to enable four-terminal measurement of the device conductance and the application of DC bias. Each of these four leads features an integrated on-chip filter to reduce noise which would otherwise complicate the measurement of the CBT and cause elevated electron temperatures [95]. This filter consists of a long meander fabricated on top of a ground plane (see Figures 3.1a and 3.1b), hence providing a distributed capacitance of $\approx 10\, \text{pF}$ with a distributed resistance of $\approx 500\, \Omega$. The long meander also assists with thermalising the electrons before they reach the first tunnel junction, helping to achieve a uniform electron temperature across the array. After the filter, the four leads connect to four bond pads (Figure 3.1a) to enable connection to the external circuitry. There are two additional bond pads to provide an earth connection for the chip ground plane.

### 3.2 Experimental Set-Up

This section describes the preparation required to enable measurement of the CBT in a dilution refrigerator. The methods used to mount the CBT in the dilution refrigerator, with particular attention paid to the techniques used to ensure the precooling is effective, are detailed in Subsection 3.2.1. The electrical techniques used to permit measurement of the CBT with the minimum of noise are then explained in Subsection 3.2.2.

#### 3.2.1 Mounting and Heatsinking

The CBT device is mounted in a silver package (Figures 3.3a and 3.3b) using Electrodag® silver paste to provide a high thermal conductivity connection between the package and the silicon substrate. The package is designed to maximise thermal conductance between its exterior surfaces and the CBT, while minimising the cross sectional area perpendicular to the direction of the applied magnetic field. This
is to ensure that the heat flow to the MXC plate of the dilution refrigerator is maximised during pre-cooling, and that eddy current heating is as small as possible while the magnetic field is swept during demagnetisation. The package was manufactured by casting raw silver into a 3D-printed mould and has two parts: a base to which the CBT is mounted and a lid which tightly fits over the base. The closed package therefore provides mechanical and electrostatic discharge (ESD) protection while also acting as a noise shield.

The package features an M3 clearance hole at the bottom which is surrounded by a flat plate on both the base and lid. A high purity, annealed silver wire of $\approx 1$ mm diameter and $\approx 30$ cm length is attached to the package using this hole and to the gold-plated copper MXC plate of the dilution refrigerator to provide the thermal link for pre-cooling (Figures 3.3b and 3.3c). At each end of the wire an annulus is formed by squashing a short loop of silver wire in a press. The connection to the silver package is then made using a brass bolt through the annulus and package

Figure 3.3: CBT Mounting in the Dry Cryostat. Panel (a) is a schematic rendering of the opened CBT package and is redrawn from [88]. Panel (b) is a photograph of the opened package showing the CBT in situ. Panel (c) is a photograph of the ‘coldfinger’ attached below the MXC plate of the dilution refrigerator. This passes into the bore of the 5 T magnet allowing the CBT and other experiments to be located within its field. The magnetic field $B$ is applied in the direction shown.
which is then secured using a brass nut on top of a copper washer. The copper washer is required because of the difference in the thermal expansion coefficients between silver ($\alpha = 19.4 \times 10^{-6} \text{K}^{-1}$) and brass ($\alpha = 18.5 \times 10^{-6} \text{K}^{-1}$) meaning that, on cooling, the nut and bolt will become loose as the silver package shrinks more than the bolt. Adding a copper ($\alpha = 16.4 \times 10^{-6} \text{K}^{-1}$) or molybdenum ($\alpha = 5.0 \times 10^{-6} \text{K}^{-1}$) washer of sufficient thickness allows the resulting slack to be taken up as these shrink less than brass. The connection to the MXC plate is similar, however no copper washers are required as the plate itself is made from copper.

A Bluefors LD250 dilution refrigerator was used to pre-cool the CBT and the surrounding environment. This is a commercial dilution refrigerator with the first two cooling stages being provided by a pulse tube cryocooler, hence this is known as a ‘dry’ dilution refrigerator, c.f. a wet dilution refrigerator which uses a liquid helium bath for the first cooling stage, often with a liquid nitrogen outer shielding stage. This machine has a base temperature of $7 \text{mK}$ with a nominal cooling power of $250 \mu \text{W}$ at $100 \text{mK}$. The package itself is mounted approximately 25 cm below the MXC plate such that it is within the bore of a $5 \text{T}$ superconducting solenoid magnet. It is fixed in place to a Tufnol® plastic rod laminated with copper foil which provides some further heat sinking but negligible cross section for eddy current heating (Figure 3.3c).

Above the CBT, in the package, a printed circuit board (PCB) is mounted. This PCB holds the bond pads which the device is connected to by ultrasonically bonding 25 µm aluminium wire between these pads on the PCB and the corresponding ones on the CBT sensor. The PCB also has an RLC (Resistor–Inductor–Capacitor) filter, made from discrete components and described in Subsection 3.2.2.

A further filter is placed at, and thermally anchored to, the MXC plate. This is an RCR (Resistor–Capacitor–Resistor) pi-filter made from discrete components. It is a commercial product (Aivon Therma) which is designed to aid thermalisation of the measurement lines at the base temperature of the dilution refrigerator. The filter used here is modified from the original Aivon design by coating (potting) the filter PCB with Stycast® 2850GT epoxy loaded with copper powder. This modification ensures that the resistors within the filter remain cool, as they are otherwise only in contact with a vacuum, a superconductor (the solder between the components and PCB) and the fibreglass board (FR4 PCB material), all of which have very poor thermal conductivity. The Stycast® epoxy however is designed as a high thermal conductivity potting compound for circuit boards, and is known to retain a relatively large thermal conductivity at millikelvin temperatures [96, 97].
3.2.2 Electrical

A four-terminal, or Kelvin, resistance measurement is performed on the CBT to null out the additional resistance present in the measurement leads in the cryostat and from the resistors in the three filters used between the measurement equipment and CBT array. The measurement circuit is shown schematically in Figure 3.4 and operates by driving a combined alternating current (AC) excitation and direct current (DC) bias current and then measuring the AC and DC voltages resulting from this using a lock-in amplifier and voltmeter, respectively.

The conductance at any particular DC bias is measured by observing the AC voltage created by the AC excitation current, which in this study was at a frequency of 83 Hz. The output of the function generator \( V_{\text{fac}} \) is used to set the output of a voltage-controlled current source:

\[
I_{\text{ac}} = V_{\text{fac}} \times A_{\text{ac}},
\]

for \( A_{\text{ac}} \) the AC gain of the current source. This AC current then causes a voltage

\[
V_{\text{ac}} = I_{\text{ac}} \times R_{\text{CBT}}(V_{\text{dc}}, T_e) = V_{\text{fac}} A_{\text{ac}} R_{\text{CBT}}(V_{\text{dc}}, T_e)
\]

across the CBT, where \( R_{\text{CBT}}(V_{\text{dc}}, T_e) \) is the resistance of the CBT which is a function of the DC bias voltage \( V_{\text{dc}} \) and electron temperature \( T_e \), as described in Section 2.2. This signal is multiplied by the gain of a voltage preamplifier \( A_V \) and then is measured by the lock-in amplifier. The preamplifier used here is a Stanford Research Systems SR560, a low-noise, optionally battery powered, voltage preamplifier with selectable input filters. The SR560 was used with a gain of 1000 and a low pass filter with cutoff frequency 10 kHz and roll-off 12 dB/octave. Although shown separately in the schematic, the function generator and lock-in amplifier were one unit with an internal reference link, a Signal Recovery 7265.

The DC bias across the sensor \( V_{\text{dc}} \) is set indirectly via the current

\[
I_{\text{dc}} = V_{\text{Idc}} \times A_{\text{dc}},
\]

for \( A_{\text{dc}} \) the DC gain of the current source and \( V_{\text{Idc}} \) the output of the DC voltage source, a Stanford Research Systems SIM928 isolated voltage source\(^1\). This then

\(^1\)These voltage sources consist of a pair of nominal 27 V batteries which are interchangeably connected via a controllable linear regulator to the output. This gives an almost completely ripple free output with no connection to mains earth, avoiding ground loops and minimising noise in the measurement circuit.
creates the voltage bias

\[ V_{dc} = I_{dc} \times R_{CBT} (V_{dc}, T_e) = V_{Idc} A_{dc} R_{CBT} (V_{dc}, T_e) \quad (3.4) \]

which is verified by measuring it, after the voltage gain \( A_V \) is applied by the preamplifier, with the DC voltmeter. The current source was custom made by the electronics workshop in Lancaster, while the lock-in amplifier, voltage source and voltmeter are all under computer control to allow automated measurements of the conductance curve.

The circuit has several features designed to minimise the electrical noise within the circuit itself, and especially the noise across the sensor, because reaching and measuring the lowest electron temperatures in a \textit{CBT} requires a low noise environment [49, 95] for two main reasons. Firstly, electrical noise of a sufficient amplitude causes parasitic heating of the sensor by Joule heating. When combined with the limited heat capacities, and hence cooling powers, available during an on-chip demagnetisation experiment, this inherently limits the attainable base temperatures. Secondly, voltage or current noise across the tunnel junctions can lead to the smearing out of the conductance curve, causing an inaccurately high
Figure 3.5: CBT Conductance Curve Broadening in Response to Noise. The true I-V curve is shown by the solid blue line. If current noise applied to the CBT (exaggerated here), the I–V curve is repeatedly scanned in the vicinity of the desired DC bias, as shown by the grey shaded section for zero bias. This scanning leads to changes in the amplitude of the excitation signal, which is averaged by the lock-in over its time constant. This averaging produces a moving average of the I–V curve, as shown by the dashed red line. At zero bias, this causes a peak voltage smaller than the true maximum (green arrow), which gets interpreted during analysis as a higher electron temperature.

This occurs as large noise signals mean that the lock-in amplifier sees measurements over a broad area of the conductance dip, resulting in a smaller average voltage, as shown in Figure 3.5. This effect also occurs if an excessive excitation is used to measure the conductance, hence it must be kept small (40 pA for these measurements). This small excitation means in turn that measurements will be difficult if the noise is not reduced such that an acceptable SNR is reached.

The measurement leads are two sets of twisted pairs, chosen to limit the loop area in the circuit otherwise available for the inductive pickup of electrical noise, and are arranged to create a balanced line by having the positive and negative sides of the circuit within each pair and such that both of the pairs are inside the same cable. To this end, the pairs are denoted $I_\pm$ on the current drive side of the four-terminal measurement and $V_\pm$ on the voltage sense side. The twisted pairs are made from 35 AWG (american wire gauge, equivalent to 0.016 mm$^2$) PhBr (Phosphor-Bronze alloy) wire which has an end-to-end resistance of 20 $\Omega$ when the
dilution refrigerator is at base temperature, and a capacitance between the wires in a pair of $\sim 1 \text{nF}$. This creates a $\sim 10 \text{MHz}$ distributed low-pass filter in a similar manner to Thermocoax® coaxial cable [98]. Although in principle a balanced line rejects noise most effectively if both sides have an equal impedance to earth [99], in practice it is difficult to ensure this condition is met due to stray capacitances, hence it was found that connecting the negative output of the current source to ground reduced the noise in the circuit.

All four of the measurement leads pass through three low temperature, low pass filters between the CBT island array and the room temperature electronics. The Aivon Therma filter is a symmetric RCR filter with a cutoff frequency (half power point) of $800 \text{kHz}$, made from discrete surface-mount resistors and capacitors. It removes common and differential mode noise incoming from outside the dilution refrigerator and outgoing noise picked up by the twisted pairs between the filter and CBT package. As stated in Subsection 3.2.1, this filter was modified from its original form by potting it in epoxy to aid thermalisation. Additionally, however, copper powder (‘325 mesh’) was mixed with the epoxy to a concentration of 40% by mass to create a rudimentary microwave filter, since above $\sim 1 \text{GHz}$ the attenuation from a filter made from discrete components is small [100]. This operates by eddy current dissipation in the metal particles enhanced by the skin effect at high frequencies [61, 65, 101].

The second filter, built on a PCB within the CBT package and located between the incoming measurement leads and the bond pads, is a RLC low-pass filter for radio frequency (RF) differential noise and has a cutoff frequency of $80 \text{MHz}$. It is designed to complete the RF shielding created by the CBT package by rejecting incoming RF on the measurement leads. This board additionally has ESD protection diodes between each of the four bond pads and ground to protect the sensor from large transient voltages on the measurement lines. The final filter is the distributed, on-chip, RC low pass filter which has a cutoff frequency of $30 \text{MHz}$.

### 3.3 CBT Characteristics

With the CBT installed in the dilution refrigerator and cooled to millikelvin temperatures, full conductance curves against bias voltage were recorded at four different temperatures, as shown in Figure 3.6. This was performed by heating the MXC plate of the dilution refrigerator using a resistive heater, during which the temperature of this plate could be monitored using a RuO$_2$ thermometer, supplied

\(^{2}\)This capacitance was only roughly measured using the capacitance function on a multimeter which only had $1 \text{nF}$ resolution.
and calibrated by Bluefors Cryogenics. Once a stable mixing chamber temperature was reached, a conductance curve was recorded and then the process repeated for a total of three temperatures. Finally, the MXC and CBT were allowed to return to their base temperature and a final conductance curve recorded. For all of these measurements, the applied magnetic field was set to the minimum used throughout this study of 0.1 T, used to ensure that the aluminium in the CBT does not superconduct.

The three warmest curves in Figure 3.6 were simultaneously fitted, using code based on the free, open source python library pyCBT [1], to a full tunnelling model by allowing the sensors parameters $R_T$ and $C_\Sigma$ in addition to the electron temperatures to vary. In the fitting, the sensor parameters are common to all three fitted curves, while the electron temperatures were allowed to differ. The coldest curve was then fitted by varying the electron temperature only and using the sensor parameters found in the previous fitting, allowing the validity of these parameters to be verified. The electron temperatures ($T_e$) extracted from the fitting are plotted against the MXC temperature ($T_{MXC}$) measured by the RuO$_2$ thermometer in the inset. The line $T_e = T_{MXC}$ is also plotted in the inset to show the degree of thermalisation of the electrons with the MXC plate.
Four more conductance curves were measured at a magnetic field of 5.0 T, as shown in Figure 3.7. This allows the sensor parameters to be compared between the two fields so as to verify, as has been done for other CBTs [47, 102], that the operation of this particular CBT is not sensitive to magnetic field (other than the requirement to ensure the suppression of superconductivity), as would be expected given that they are entirely electrostatic devices [23]. In Table 3.1 we see that the values of $C_\Sigma$ are consistent within 1 standard deviation (1σ), as expected. The values of $R_T$ are in agreement within 1.4σ which is more ambiguous, although they are still close. The slight difference between the two may have arisen due to the drift in gain of the preamplifier with time or room temperature variation, since $R_T$ is determined directly from the high bias conductance which changes linearly with amplifier gain. Another possibility is that there is a slight magnetoresistive effect, as has been seen in another study [103] where $R_T$ varied by 7% up to 3 T, however the variation seen here is only 0.4%, which is consistent with another study which concluded that the magnetic field has no effect after observing CBT readings within 1% for fields up to 23 T [104].

The averages of the sensor parameters, weighted by the inverse of the uncertainty squared, are $C_\Sigma = (192.1 \pm 0.6)\ fF$ and $R_T = (25.05 \pm 0.04)\ k\Omega$. To perform the self-calibration procedure, used to relate the zero bias conductance to the electron temperature for this particular sensor (see Subsection 2.2.3), the full tunnelling model was used to calculate a look-up table of conductances for a range of tem-

Figure 3.7: CBT Conductance Curves at 5.0 T. This figure is plotted in the same manner as Figure 3.6 and is redrawn from [88].
### Table 3.1: CBT Sensor Parameters

These parameters were extracted from the fit to the full tunnelling model, as shown in Figures 3.6 and 3.7.

<table>
<thead>
<tr>
<th>Field (T)</th>
<th>CBT Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>$C_\Sigma$ (fF)</td>
</tr>
<tr>
<td>0.1</td>
<td>192.4 ± 0.9</td>
</tr>
<tr>
<td>5.0</td>
<td>191.9 ± 0.8</td>
</tr>
</tbody>
</table>

Figure 3.8: CBT Temperature vs. Conductance Self-Calibration Curve. The data in this plot is used to calculate the CBT’s electron temperature $T_e$ from a measurement of the zero bias conductance $G_0$.

The electron temperature can then be found from a set of zero bias conductance data by interpolating between the (tightly spaced) reference points in the lookup table. This table is plotted in graphical form in Figure 3.8.

The exact temperatures that the MXC plate was heated to during these measurements are unimportant and are not required for the fitting, nor for the self-calibration procedure. It is, however, useful to compare the measured electron temperatures with the set MXC temperatures to verify the quality of the fit and investigate the heatsinking of the CBT. The two temperatures are compared in the insets of Figures 3.6 and 3.7, and the degree of overheating ($T_e - T_{MXC}$) is shown in Figure 3.9. Here we see that at 0.1 T there is a constant overheating of $\approx 1 \text{mK}$ for all four data points, while at 5.0 T there is greater overheating at lower temperatures. This occurs because at full magnetic field small vibrations result in noticeable eddy current heating [64]. The overheating is greater at lower
temperatures since the electron-phonon coupling is weaker (Equation 2.45). At higher temperatures, there is apparently a greater amount of overheating at 0.1 T than at 5.0 T, however this could be due to the slight magnetoresistance of the RuO\textsubscript{2} thermometer used to measure the MXC plate temperature [105].

3.4 CBT Cooling

In this section, the results from attempting on-chip cooling on the CBT are described. The initial observation and verification of cooling are presented in Subsection 3.4.1. Secondly, a thermal model for the cooling is shown in Subsection 3.4.2 and then this is used to optimise the process in Subsection 3.4.3.

3.4.1 Initial Experiments

For demagnetisation, the magnetic field is first increased to its maximum of 5.0 T. During this, the CBT electrons and the dilution refrigerator itself are warmed by the heat of magnetisation and eddy current heating. The solenoid is then held at full field using the magnet power supply until the dilution refrigerator and the CBT electrons are thermalised, a process that takes approximately 14 h. This is shown in Figure 3.10. These long thermalisation times have been noticed previously when a similar CBT with gold electroplated thermalisation blocks was investigated in
Figure 3.10: CBT and MXC Warming During Magnetisation. As the solenoid is ramped to full field at a constant rate (solid blue line, right axis), the CBT electrons (dashed green line) and MXC plate (dotted red line) warm due to eddy current heating and the heat of magnetisation. The field is then held until they thermalise back to base temperature.

With the MXC and CBT thermalised, the magnetic field was swept downwards from 5.0 T to 0.1 T at a constant rate of 2.5 mT s\(^{-1}\) while recording the CBT conductance at zero bias at a sample rate of \(\approx 6\ s^{-1}\). During the field sweep, the zero bias conductance was found to decrease by \(\approx 15\%\), as shown by the dashed red line in Figure 3.11. With reference to the calibration curve in Figure 3.8, we can see that this is consistent with \(T_e\) reducing. It was plausible, however, that the observed conductance change may be caused by, for example, voltages being induced by the changing magnetic flux through the inductors on the filter PCB. To discount this possibility, the exact same demagnetisation procedure was repeated twice more: once at asymptotic bias and once at the point at which the conductance was initially half of its maximum value. As can be seen in Figure 3.11, the conductance at half-maximum bias (green dot-dash line) increases, while the asymptotic conductance (dotted yellow line) is essentially constant at \(G_{\text{asym}} = (24.31 \pm 0.03)\ \mu\Omega\). A smaller variation than the uncertainty in \(R_T\) found when characterising the CBT. These observations are consistent with the con-
ductance dip getting deeper and sharper as the magnetic field decreases, which in
turn is consistent with the CBT island electrons cooling. Note that the ‘zero bias’
curve in Figure 3.11 is actually at a bias of 0.01 mV. This is due to the output
offset of the preamplifier meaning that the true centre of the conductance dip is
measured to be at a slight non-zero DC bias.

Figure 3.12 shows the electron temperatures $T_e$ calculated from the zero-bias con-
ductance data presented in Figure 3.11. We see there is a significant reduction in
electron temperature from $(9.21 \pm 0.06) \text{ mK}$ to $(4.802 \pm 0.011) \text{ mK}$ while the MXC
chamber temperature remains constant at $(7.97 \pm 0.08) \text{ mK}$. This reduction is al-
most a factor of 2, and it is to a temperature below that of the dilution refrigerator
and hence that of the electrons’ host lattice. There is a significant spike in electron
temperature towards the end of the demagnetisation which reaches its peak value
of $\approx 29 \text{ mK}$ at the same time the magnetic field stops ramping. This is the result
of eddy current heating while the magnetic field is sweeping, and is explained in
more detail in Subsection 3.4.2.

### 3.4.2 Thermal Modelling

To analyse the data in more detail, and hence extract the magnitude of the heat
leak into the islands during demagnetisation, we model the cooling process. To do
this, we split the CBT island into three linked thermal subsystems: the nuclear
spins, which provide the cooling, the electrons, which we measure the temperature
of, and the phonon bath, or lattice, which we take to be in thermal equilibrium
with entire CBT chip and its associated substrate and package. This arrangement
is shown schematically in Figure 3.13 which differs from the passive cooling model
shown in Figure 2.4 through the inclusion of the nuclear spin subsystem and the
fact that the electron phonon coupling now serves to warm the electrons, rather
than cool them.

During demagnetisation cooling, heat from the electrons, which have heat capacity

$$C_e = \frac{\pi^2}{2} n R \frac{T_e}{T_F}, \quad (3.5)$$

for $R = 8.314 \text{ J mol}^{-1} \text{ K}$ the ideal gas constant, $T_F = 8.12 \times 10^4 \text{ K}$ the Fermi
temperature for copper [23] and $n = 6.96 \times 10^{-9} \text{ mol}$ the number of moles of
copper per island, is transferred to the nuclear spins which have heat capacity

$$C_n = \frac{\lambda n (B^2 + b^2)}{\mu_0 T_n^2}, \quad (3.6)$$
Figure 3.11: CBT Conductance During Demagnetisation at Different Biases.

While sweeping the magnetic field down at 2.5 mT s\(^{-1}\) (solid blue line, right axis), from 5.0 T at 0 s to 0.1 T, the conductance of the CBT was recorded at zero bias, the bias for initial half-maximum conductance, and asymptotic bias. These are shown in panel (a) by the dashed red, dot-dashed green and dotted yellow lines, respectively. Panels (b)–(d) are schematic CBT conductance curves showing the location of the three bias points as an red square, a green triangle and a yellow circle, respectively. This plot is redrawn from [49].
Figure 3.12: CBT Electron Temperature During Demagnetisation From 5.0 T at 2.5 mT s$^{-1}$. This shows the zero bias data seen in Figure 3.11 converted to electron temperatures using the self-calibration data in Figure 3.8. For comparison, the MXC temperature is also shown.

Figure 3.13: Model of the Thermal Subsystems Within a CBT Island. The phonon bath is regarded as having a very large heat capacity due to its thermalisation with the rest of the chip, substrate and sample package. This bath is linked to the electrons, at temperature $T_e$ with heat capacity $C_e$, which in turn are linked to the nuclear spins, at temperature $T_n$ with heat capacity $C_n$. An additional heat leak into the electrons is shown as $\dot{Q}_{\text{par}}$. 
for \( \lambda \) the nuclear Curie constant, \( \lambda/\mu_0 = 3.22 \mu \text{J K}^{-1} \text{mol}^{-1} \) for Cu, \( B \) the applied magnetic field and \( b = 0.36 \text{mT} \) the effective internal dipole field in copper [23]. From this, the heat flow from the electrons to the nuclear spin bath can be calculated as (see Subsection 2.1.2)

\[
\dot{Q}_{en} = \frac{\lambda n (B^2 + b^2)}{\mu_0 \kappa T_n} (T_e - T_n),
\]  

(3.7)

for \( \kappa = 1.2 \text{K s} \) the Korringa constant for copper [37]. This results in the cooling of the electrons, such that when they are no longer equilibrated with the phonon temperature, the electron-phonon coupling results in a heat flow of

\[
\dot{Q}_{pe} = \Sigma V (T_p^5 - T_e^5),
\]  

(3.8)

from the phonons to the electrons, as discussed in Section 2.3. For copper, \( \Sigma = 2 \text{GW/m}^3\text{K}^5 \) [106, 107] and here the volume per island is \( V = 6.14 \mu \text{m} \times 39 \mu \text{m} \times 206 \mu \text{m} = 4.93 \times 10^{-14} \text{m}^3 \).

To model the cooling process, we assume that the nuclear spin subsystem internally reaches equilibrium at a much faster rate than the rate at which thermalisation occurs between the phonons and electrons, and the electrons and nuclear spins. This allows us to simulate the adiabatic demagnetisation as instantaneous, but small, steps down in magnetic field \( \delta B \) where the nuclear spin temperature reduces by

\[
\delta T_n = T_n \frac{\delta B}{B},
\]  

(3.9)

since for an ideal adiabatic step \( B/T_n \) is constant. Following these steps, the relevant amount of time (given the demagnetisation rate) is allowed for heat to flow between the subsystems. In these thermalisation stages, the nuclear spin temperature varies with time \( t \) according to

\[
\frac{dT_n}{dt} = \frac{\dot{Q}_{en}}{C_n} = \frac{T_n}{\kappa} (T_e - T_n),
\]  

(3.10)

and the electron temperature varies with

\[
\frac{dT_e}{dt} = \frac{\dot{Q}_{pe} + \dot{Q}_{par} - \dot{Q}_{en}}{C_e},
\]  

(3.11)

where additionally \( \dot{Q}_{par} \) is included to represent a parasitic heat leak directly into the island electrons which can arise from, for example, eddy current heating, electronic noise or electromagnetic radiation.

To give numerical clarity to some of these quantities, for a rough example we can
use some parameters from the 2.5 mT s\(^{-1}\) demagnetisation shown in Figure 3.12. At 1000 s, \(B = 3.5\) T, \(T_{\text{MXC}} = 8\) mK and \(T_e = 7\) mK. If we assume \(T_n = 7\) mK here, the highest temperature it can possibly be given the electron temperature, we can calculate that the prefactor of \(\dot{Q}_{\text{en}}\), \(\lambda n (B^2 + b^2)/(\mu_0 \kappa T_n) \approx 30\) pW K\(^{-1}\). When looked at in conjunction with the electron heat capacity \(C_e \approx 25\) fJ K\(^{-1}\) and phonon-electron heat flow \(\dot{Q}_{\text{pe}} \approx 1.5\) fW, we see that the electrons will thermalise very quickly to the nuclear spin temperature, since any deviation from this will lead to a large heat flow from the electrons to the spins, except if the heat leak \(\dot{Q}_{\text{par}}\) is extremely large or if the nuclear heat capacity becomes exhausted at low magnetic field.

To verify the model, the electron temperatures shown in Figure 3.12 were fitted to it. To do this, the unknown heat leak \(\dot{Q}_{\text{par}}\) was allowed to vary from an initial value of 0 W. Next, the rate of change of the local phonon temperature \(\dot{T}_p\) was allowed to vary from 0 K s\(^{-1}\). This is assumed to take a constant value throughout the demagnetisation, giving a linear increase in phonon temperature as a result of eddy current heating of metallic parts surrounding the CBT chip (e.g. the silver package). Finally, the volume \(V\) used to calculate \(\dot{Q}_{\text{pe}}\) in Equation 3.8 is decoupled from the number of moles \(n\) used to calculate \(\dot{Q}_{\text{en}}\) in Equation 3.7 by replacing it with an effective volume \(V_{\text{eff}}\). This allows us to account for differences between the heat capacities and densities of the electroplated copper applied to this chip and that used for the calculation of \(\Sigma\), \(\lambda\) and \(\kappa\). The fitted electron temperatures are shown in Figure 3.14.

We see in Figure 3.14 that this thermal model provides a reasonable fit to the measured electron temperatures, and hence gives us an understanding of how the nuclear temperature \(T_n\) evolves during the demagnetisation. There is a very small deviation of the measured data from the model at the lowest temperature part of the demagnetisation, where the model predicts a lower electron temperature than is actually observed. This may be the result of electrical noise causing broadening of the conductance curve (Figure 3.5) and hence raised electron temperature measurements. The fitting parameter which controls the relative strength of the electron-phonon coupling, by setting the effective volume that this operates over, is surprisingly low at 12% of the volume used for the calculation of \(\dot{Q}_{\text{en}}\) and \(C_n\) (via the number of moles \(n\)). This may be accurate for the electroplated copper, particularly if this copper takes a form with a grain size smaller than the mean free path for phonon-electron collisions [108, 109]. Alternatively, this parameter may be forced to take a somewhat unphysical value if the phonon temperature does not rise linearly as we assume here, or if there is a significant deviation from the \(T^5\) dependence for the electron-phonon coupling, as has been seen in other
Figure 3.14: Thermal Model Fitted to a 2.5 mT s$^{-1}$ Demagnetisation. The modelled electron temperature (solid red line) are fitted to the measured data (blue pluses). The fitted parameters were $\dot{Q}_{\text{par}} = 6.32 \, \text{fW}$, $T_p = 2.96 \, \mu\text{K s}^{-1}$ (shown by the yellow dotted line) and $V_{\text{eff}} = 0.12V$.

devices [49, 55]. This model was additionally fitted to four other demagnetisations performed at different rates, and a close agreement between the measured and modelled $T_e$ values was found for all cases.

3.4.3 Optimisation

We can use information from the thermal model to optimise the demagnetisation process in order to reduce the minimum temperature reached and increase the low temperature hold time. Equation 3.7 shows that the cooling power goes as $B^2$, meaning that towards the end of a demagnetisation the cooling power is significantly reduced, enabling the electron-phonon coupling (Equation 3.8), now stronger due to the growing difference between $T_e$ and $T_p$, and parasitic heat leak to become dominant and hence rapidly heat the electrons. We see this in the model (Figure 3.14), where the electron temperature rises very quickly after $\approx 1500 \, \text{s}$, despite the very low nuclear temperature.

To resolve this, the amount of heat that needs to be removed while the magnetic field is small must be reduced. To do this, we note that eddy current heating goes as $\dot{B}^2$ [23]. Hence the heat being introduced by eddy currents on the metallic islands themselves, and that introduced indirectly by eddy current heating of the CBT package, can be reduced by slowing down the field ramp rate as smaller
Figure 3.15: Evolution of $B/T_e$ Used for Demagnetisation Optimisation. This shows the amount of deviation from the ideal adiabatic case of constant $B/T$ for four different magnetic field sweep rates. Each curve is normalised to 1 at the start of the sweep.

fields are reached. This means that the magnetic field remains higher for longer, allowing more heat to be removed from the electrons while $\dot{Q}_{en}$ is large, and when the magnetic field is smaller there is less heat input. Additionally, we can see that if the demagnetisation is completely stopped at a higher field, the available nuclear heat capacity (Equation 3.6) is much greater, allowing heat to be absorbed for a longer period after the demagnetisation has stopped and hence increasing the low temperature hold time.

To assist with selecting the appropriate magnetic field sweep rates and the fields as which they should be switched, it is helpful to plot the nuclear entropy during the demagnetisation. The nuclear entropy is entirely a function of $B/T_n$, as discussed in Subsection 2.1.2. If we assume that $T_n = T_e$, which the thermal model in Figure 3.14 shows is true down to $\approx 1$T, then we can say that the entropy is a solely a function of $B/T_e$ which is plotted in normalised form in Figure 3.15 for four different magnetic field ramp rates. For an ideal demagnetisation, this plot would show a horizontal line at $B/T_e = 1$. As such, the deviation from this ideal case can be seen from how far this quantity has reduced.

In Figure 3.15 we see that until $B = 2.5$T there are no significant differences between the $10.0 \text{ mT} \text{s}^{-1}$, $5.0 \text{ mT} \text{s}^{-1}$ and $2.5 \text{ mT} \text{s}^{-1}$ sweeps. Therefore we can simply select the fastest rate, $\dot{B} = 10 \text{ mT s}^{-1}$, for use until $B = 2.5$T in order to
produce the fastest possible cool down. Following this, the 10 mT s$^{-1}$ curve drops away quickly, so instead the 2.5 mT s$^{-1}$ rate can be chosen from this point. At 1.5 T, while the 2.5 mT s$^{-1}$ curve still has the greatest value of $B/T_e$, the 0.5 mT s$^{-1}$ curve has the shallowest gradient, hence switching to this rate here then further reduces the entropy change until the end of the demagnetisation. Naively, one may perhaps think that sticking to the slowest possible rate throughout the demagnetisation would be beneficial, however, it is clear from the figure that this incurs an entropy penalty at high fields relative to the other rates. This is particularly the case here, where there is no heat switch to completely isolate the sample from the MXC, since a slow demagnetisation rate means that the rate of heating via the electron-phonon coupling is significant compared with the cooling rate, causing an elevated temperature. Indeed, contrary to most thermodynamic processes, a demagnetisation proceeding at an infinitesimally slow rate would produce no temperature reduction at all here.

The demagnetisation profile (group of magnetic field sweeps rates) described above is shown in Figure 3.16 as the dashed orange line, where the sweep is stopped at 0.1 T, and the dot-dashed green line, where the sweep is stopped at 1.4 T. For comparison, demagnetisation at the constant rates of 10.0 mT s$^{-1}$ and 2.5 mT s$^{-1}$ down to 0.1 T are shown by the solid blue and dotted red lines, respectively. We see that the use of this segmented profile significantly reduces the spike in electron temperature at low magnetic field (note the logarithmic y-axis in Figure 3.16a) and increases the time held below 5 mK from 400 s (for the constant 2.5 mT s$^{-1}$ profile) to 1200 s. The base temperature is also slightly reduced relative to the 2.5 mT s$^{-1}$ profile from 4.7 mK to 4.5 mK and there is a significant reduction in the cooling time. Stopping the sweep at 1.4 T completely eliminates the peak in electron temperature at low field, and instead allows the CBT to gradually warm up back to the MXC temperature.

### 3.5 Conclusions

In conclusion, we have verified the primary thermometry from a CBT with additional $\approx 6 \mu$m thick copper blocks on the metallic islands and found similar behaviour to that seen on a similar device with gold thermalisation blocks [49]. These copper blocks were then used as refrigerant to permit adiabatic nuclear demagnetisation to be performed directly on the chip, and the resulting cooling was verified by using the self-calibrated thermometry of the CBT. By optimising the technique, the electrons on the chip were cooled to a minimum temperature of 4.5 mK and were held below 5 mK for 1200 s. While this was not the lowest
Figure 3.16: Effect of Demagnetisation Profile on CBT Temperature. All parts of this figure are plotted to a common time axis, shown at the bottom of panel (c). Panel (a) shows how the CBT electron temperature depends on the field sweep profile shown in (b). Panel (c) shows the deviation from the ideal case of constant entropy ($B/T_e = 1$). This figure is redrawn from [49].
electron temperature obtained in a device at the time, the 3.7 mK result for the immersion cooled CBT [49] being lower, it was a successful proof of concept for the ability to cool the electrons in a device to below their host lattice temperature and significantly below the typically guaranteed base temperature of a commercial dry dilution refrigerator, which is usually around 10 mK.
Chapter 4

On-Chip Demagnetisation Cooling on a Cryogen-Filled Dilution Refrigerator

The experiments described in this chapter follow directly from those described in Chapter 3, where on-chip nuclear demagnetisation cooling was performed on a CBT mounted in a dry dilution refrigerator. From the thermal model developed in Chapter 3 (Subsection 3.4.2), it was calculated that, for a system with the same heat leaks but a lower initial electron temperature of 6 mK and higher starting magnetic field of 10 T, a minimum electron temperature of 1.1 mK should be reachable [88]. While we do not possess such a system, we do have a wet dilution refrigerator, designed for very low heat leaks, featuring a 7.5 T solenoid magnet and a base MXC temperature of 1.75 mK [6]. This chapter describes the use of this system, with the same CBT design as in the previous chapter, in an attempt to reach even lower electron temperatures.

Section 4.1 describes the attachment of the CBT to the wet dilution refrigerator, including detail on the thermalisation techniques required to ensure efficient pre-cooling at much lower temperatures. The CBT used in this investigation is to the same design as that in Chapter 3, however it is not the same chip, hence it was re-characterised and the results of this are given in Section 4.2. More advanced measurement techniques were required for thermometry with this CBT at temperatures around 1 mK, so these are also described in Section 4.2 and in the publication [110], which was drafted by the author of this thesis. The results from the demagnetisations, including the minimum electron temperature of (1.1 ± 0.4) mK, are presented in Section 4.3, and finally the conclusions are drawn
in Section 4.4.

4.1 Experimental Set-Up

Many of the aspects of this experiment are the same as those that were described in Chapter 3. As such, to avoid repetition, this section describes the changes made to the set-up which were necessary as a result of the different experimental environment. In addition, the use of a Lancaster designed wet dilution refrigerator gives a number of benefits in terms of thermalisation of the sensor and of the electrical noise present in the system. The altered aspects concerning the mounting and thermalisation of the CBT are described in Subsection 4.1.1 while the aspects relating to the electrical measurement and environment are given in Subsection 4.1.2. Reference to Section 3.2, where the previous set-up was described, may be beneficial for the reading of this section.

4.1.1 Mounting and Heatsinking

With the CBT used in Chapter 3 having demonstrated the on-chip nuclear demagnetisation technique successfully, it was decided to use a second sensor, fabricated on the same 150 mm diameter silicon wafer and nominally identical to the first. This sensor was attached to a second 3D-printed silver package, again to the same design as the first, using silver epoxy. This was used in place of the silver paste to make the wire bonding process, used for connecting the CBT to the filter PCB, more reliable since the epoxy provides a more solid mechanical connection, while still having high thermal conductivity [111]. The filter PCB integrated into the package was also to the same design, however, this time had bond pads coated with a nickel-free1, electroless, immersion coated silver layer, again to aid the wire bonding procedure by improving adhesion of the aluminium bond wires. Before the wire bonding process, the PCB was coated with GE varnish (see Figure 4.1), an electrically insulating varnish with relatively high thermal conductivity at low temperatures [112]. This was applied in order to ensure that the components in the filter are well thermalised, similar to what was done for the Aivon Therma filter in Subsection 3.2.1.

The closed package was mounted on a new design of cold finger suitable for the wet dilution refrigerator being used. This dilution refrigerator has a ‘Grenoble Style’ plastic MXC [113], the base of which is openable. This allows the top of the cold finger to be mounted directly beneath the MXC, and sealed to it with a cone joint.

---

1Nickel-free coating processes are important since nickel is a ferromagnet which may cause undesirable effects during demagnetisations
allowing full experimental access to the $^3\text{He} - ^4\text{He}$ mixture. To minimise the effects of the Kapitza resistance between the mixture and the CBT chip during precooling, the silver sample package and the four measurement lines were directly connected to silver sinters immersed in the helium mixture via high-purity, annealed silver wires, as shown in Figure 4.2. The package is connected to its respective silver wire using the same technique as in Subsection 3.2.1, using a bolt through a silver annulus with a copper washer to ensure it remains tight after thermal contraction. The measurement leads are each connected to a silver wire in a similar manner, by trapping the copper wires, coming from the package, between a nut and a screw passing through a silver annulus, again with a copper washer. Each of the four silver wires used as part of the measurement circuit were insulated with heat shrink and then covered with tinned copper braid, extracted from coaxial cable, in order to provide electrical shielding over their $\approx 20\text{ cm}$ length. To complete the shielding of these four silver wires, a silver can, featuring many small holes to allow access for the helium mixture, covers the silver sinters.

Above the cone joint, in addition to the silver sinters, there is a plastic ‘diagnostic post’ used for monitoring the behaviour of the dilution refrigerator. This holds two quartz turning forks, with a nominal resonant frequency of 32 kHz, fixed at two different heights and used for sampling the viscosity of the $^3\text{He}$ rich (upper) and $^3\text{He}$ poor (lower) phases of the $^3\text{He} - ^4\text{He}$ mixture [114, 115]. There is also a vibrating wire resonator (VWR), made from 124.0 $\mu\text{m}$ diameter Ta wire, located in the dilute ($^3\text{He}$ poor) phase for the same purpose [116, 117]. Both viscometers in the dilute
Figure 4.2: CBT Package Mounting. Panel (a) is a schematic drawing of the cold finger shown in the photograph in panel (b). The body of the structure is fabricated from epoxy resin (Araldite®) and supports the CBT package in a clamp at the bottom. The cone joint seals into the bottom of the MXC, allowing the silver sinters to be immersed in the helium mixture. The length of the support is chosen such that the CBT is at the centre of the bore of the 7.5 T superconducting magnet.

phase can be used for accurate thermometry of the MXC [118, 119]. For crude, but fast, thermometry there is a 47 Ω ‘Speer’ carbon resistor mounted just above the cone which exhibits a strong negative temperature coefficient of resistance at low temperatures [120, 121]. Finally, there is a 100 Ω thin-film resistor mounted at the top of the diagnostic post. This has a small temperature coefficient of resistance, hence can be easily used as a heater to warm the MXC.

The dilution refrigerator used for precooling the sensor is referred to as ‘Fridge 6’ within the Ultra-Low Temperature Laboratory at Lancaster University. This machine is a copy, with minor improvements, of ‘Fridge 5’ which has a base temperature of 1.75 mK and a cooling power of 10 μW at 20 mK, as described in [6], and therefore has a lower base temperature but a comparable cooling power to the Bluefors LD250 used in Chapter 3. This machine was designed and built in Lancaster to have the lowest heat leak reasonably possible in order to achieve the lowest temperatures in adiabatic nuclear demagnetisation experiments, albeit with large bulk copper stages and not small on-chip ones. To this end, the cryostat is located within a room shielded with steel plates in order to create a Faraday cage, preventing the ingress of electromagnetic radiation and electric fields. This also provides some degree of shielding from magnetic fields by means of the fer-
romagnetic steel, though this is not as effective as a considerably more expensive Mu-metal shield [122]. The cryostat also features vibration isolation, with the cryostat top plate fixed on top of 50 t of concrete loaded with lead bars and stainless steel re-enforcement. This assembly, in the form of a C-shaped block with the cryostat at the centre of mass (see Figure 4.3), is lifted off the ground by seven air springs which creates a mechanical low pass filter.

4.1.2 Electrical

The electrical measurement scheme is similar to that described in Subsection 3.2.2, however, it does feature some changes as a result of the different environment it was used in. The circuit is the same as is shown in Figure 3.4, except that the PhBr twisted pair measurement lines are replaced with 39 AWG coaxial cables made from non-magnetic stainless steel, each with an end-to-end resistance of $\approx 1 \, \text{k}\Omega$ and capacitance $\approx 1 \, \text{nF}$ to ground\(^2\). Stainless steel has poor thermal conductivity for a metal [23], hence its use for connections between room temperature and the MXC of a dilution refrigerator is advantageous for the minimisation of heat leaks.

The filtering in the measurement circuit is identical to that used in Chapter 3. As described in Subsection 4.1.1, however, this wet cryostat features significantly more electrical shielding and has a significant vibration isolation structure, c.f. the dry cryostat which does not have such a structure and produces vibrations itself which originate from the pulse-tube cryocooler [123, 124]. The nominally 230 V at 50 Hz mains power supply is filtered at its point of entry into the shielded room, removing

\(^2\)This capacitance was only roughly measured using the capacitance function on a multimeter which only had 1 nF resolution.
a significant amount of interference, injected into the mains wiring from equipment elsewhere in the building, which otherwise can couple into the measurement circuit through the mains powered instruments. This filter provides an insertion loss of 100 dB at 10 kHz.

## 4.2 CBT Measurements

The overall method of using a CBT, that has undergone a self calibration procedure in order to perform thermometry of the demagnetisation process at an acceptable sampling rate, is unchanged for this part of the investigation. There are however a number of additional considerations that must be made in order to account for the lower temperatures involved in this part of the study. As a result of the modelling performed at the end of the research in Chapter 3, it was anticipated that we would be working with temperatures around \( \approx 1 \text{ mK} \), so this temperature was used for the design of the experiment.

The additional measurement techniques required for the use of this CBT at much lower temperatures are described in Subsection 4.2.1. Additionally, since there may be slight differences in the sensor parameters between this device and the nominally identical one measured in Chapter 3, it is important to repeat the self-calibration procedure for the new sensor in the new experimental set-up. This process also ensures that any errors resulting from, for example, different \( R_T \) values arising from a slightly different amplifier gain, are accounted for in the new self-calibration and hence ensure that the temperature readings obtained are accurate. The results from this new self-calibration are presented in Subsection 4.2.2.

### 4.2.1 Additional Techniques

The CBT used in Chapter 3 has a total capacitance \( C_\Sigma \approx 200 \text{ fF} \), and hence a charging energy (using Equation 2.38) \( E_c \approx 810 \text{ neV} \). This gives \( E_c/k_B \approx 9 \text{ mK} \), so the CBT can be operated over the temperature range

\[
3.6 \text{ mK} < T_e < 180 \text{ mK} \quad (4.1)
\]

if a full tunnelling model is used, or

\[
1.8 \text{ mK} < T_e < 180 \text{ mK} \quad (4.2)
\]

if a Monte Carlo simulation of the effects of the island background charges is performed (see Subsection 2.2.3). While this is fine for the measurements at a
minimum temperature of 4.5 mK in Chapter 3, and for the 3.7 mK temperatures in the immersion cooling study in [49], for temperatures down to 1 mK it is more problematic.

**High charging energy**

When using a CBT with $C_\Sigma \approx 200 fF$ at a temperature of $\approx 1 mK$, the $1\sigma$ uncertainty arising from the range of possible background charge distributions is $\approx 40\%$ (extracted from the simulation data in [50]). When using such a device, there is nothing that can be done about this uncertainty, however, at this point it was unknown if a sufficiently low heat leak could be realised in order to reach temperatures this low using only on-chip nuclear demagnetisation. The only solution to the large uncertainty is to fabricate a new CBT with a larger junction capacitance, so that it has a smaller charging energy. However, developing a new fabrication process, with limited application outside of this project (most tunnel junctions are created for use in SETs or quantum dots where a low capacitance is desirable [125, 126]), for a cooling technique which was not known to work at these low temperatures, is undesirable. Therefore, it was decided to test the technique using this CBT anyway as a feasibility study.

The 40% uncertainty quoted above only accounts for the distribution of the CBT island background charges, and does not account for any other errors. Some experimental sources of uncertainty, additional to those encountered in the study in Chapter 3, arise because of the anticipated low temperatures. The first of these relates to the fact the the CBT is being taken away from the intermediate Coulomb blockade regime and towards the strong regime, $E_c \gg k_B T$. This means that the CBT will start to behave more like a SET, which exhibits full Coulomb blockade. As such, the zero-bias resistance will start to become large ($\sim 1 M\Omega$). For the measurement scheme in use for these experiments, a current source applying an AC excitation of constant amplitude, this results in the creation of large voltages across the sensor.

This can cause issues such as overloaded amplifiers, which can be dealt with as required during the experiment by reducing the gain, but there is a more subtle issue that requires more work to correct. The measurement circuit features three filters, as in Subsection 3.2.2, each having a capacitance between the positive and negative current paths (either directly, or indirectly via ground). The reactance of these capacitances is usually such that the excitation current bypassing the CBT through them is negligible. However, if the CBT resistance becomes much larger, say $500 k\Omega$, then the capacitor reactance, $\sim 1 M\Omega$ at 100 Hz, becomes significant. Since the excitation is applied using a current source, this situation
leads to a smaller than expected current through the CBT, meaning that when the conductance is calculated from the assumed current and measured voltage, the result will be erroneously large.

The solution to this is to perform the measurement at a sufficiently low excitation frequency $f$ such that the capacitor reactance

$$|X_c| = \frac{1}{2\pi f C},$$

for $C$ the capacitance, is high enough so that the excitation current bypassing the CBT is negligible. While this seems trivial, it is important that this point is realised before measurements commence since the value of $G_T$ (asymptotic conductance) may appear to change slightly with frequency as a result of the frequency response of the current source, preamplifier and cryostat wiring. Since this effect scales the entire conductance curve equally, this will not effect the accuracy of the measured electron temperatures provided that the self-calibration procedure is performed at the same frequency as all subsequent temperature measurements. This works because, in primary mode, the temperature is determined by the width of the curve (Equation 2.40), while in pseudo-secondary mode (Equation 2.41), the temperature is determined from the ratio between the magnitude of the conductance curve dip and the asymptotic conductance ($\Delta G/G_T$). These two quantities are invariant under scaling of the conductance. By analysing a Fourier transform of the signals present in the measurement circuit, it was concluded that 13 Hz was a suitably low frequency for these measurements which was free from other interference, and hence this was used for all measurements.

**Joule heating**

A second issue that arises from the low temperature use of a CBT is the amount of self-heating of the sensor in response to the voltages present across it. This Joule heating, mainly arising from the applied DC bias, is now more significant due to the further reduced heat capacities and cooling powers available at low temperatures. This means that during the self-calibration of the CBT, when the full conductance curves are measured, the outer parts of the curve will be distorted due to the chip being warmed at high bias [49]. To compensate for this, the full tunnelling model calculates the temperature to which the chip is heated at each bias voltage, and then calculates the expected response at this given temperature and bias. It does this by calculating the Joule heating power, which is possible since the voltage

\[3\text{There are two conventions for the sign of the reactance: one where capacitive reactance is positive, the other where reactance is the imaginary part of impedance (so capacitive reactance is negative). Here we only concern ourselves with its magnitude.}\]
across the sensor and the sensor’s resistance are both known, and then finding the equilibrium temperature using the strength of the electron-phonon coupling (Equation 2.45). This technique was verified to be effective before [49], however it does require that the CBT electrons are in thermal equilibrium when each datum is taken. Since the weak electron-phonon coupling between the electrons and lattice means they warm quickly in response to the Joule heating, but cool slowly, it is fastest to take measurements in an order which only increases the magnitude of the bias amplitude, rather than reducing it and waiting for thermalisation. To this end, the full conductance curves used for self-calibration were measured in two halves: from zero bias to positive bias and, after waiting once for thermalisation, from zero bias to negative bias.

**Narrow conductance curve**

A third issue relates to the FWHM of the conductance curve, given approximately by (Equation 2.40)

\[ V_{fwhm} \approx 5.439Nk_BT/e, \]  

for \( N = 33 \) the number of tunnel junctions in series. At 1 mK, the array used here produces a FWHM of 15 \( \mu \)V. The non-linearity of the electron temperature dependence on zero-bias conductance, together with this narrow width, means that a small DC bias offset, as little as 100 nV away from zero-bias, can cause a significant pessimistic error in the measured electron temperature. A larger offset, which results in the measurement bias going beyond the FWHM point on the conductance curve, produces more confusing results: The electrons will appear to cool during the demagnetisation, and then warm gradually afterwards as normal. However, at what would be the coldest part of the process, there would appear to be an unphysically fast period of heating followed by unphysically fast cooling (since as the peak sharpens, the conductance outside the half maximum width rises). Note that this issue is not the result of using a CBT with an inappropriately large charging energy, as the FWHM of the conductance curve is directly proportional to temperature for all CBTs. If a completely new CBT was being fabricated, this problem could be alleviated by designing a device with more junctions in series, however, as discussed earlier, we are using the same CBT design as was used in Chapter 3.

To mitigate this issue, two procedures can be used. First, with the sensor thermalised at the base temperature of the dilution refrigerator, a high-resolution and low-noise conductance curve can be recorded in the vicinity of zero-bias. This can then be used to get a reasonable approximation of the true location of the minimum conductance point by fitting a parabola to the data, as shown in Figure 4.4. This
Figure 4.4: Locating the Conductance Minimum at MXC Temperature. The data (blue pluses) was recorded over a small range of DC bias currents at the base temperature of the dilution refrigerator. The fitted parabola (red line) gives the peak centre as $b = (335 \pm 5) \text{nA}$ and minimum conductance $G_0 = (21.939 \pm 0.005) \mu\text{S}$. The conductances are raised above the base temperature conductances in Figure 4.6 as the solenoid was at 6.8 T, raising the CBT temperature through eddy current heating (see Figure 3.9).

is, however, insufficiently accurate for use at 1 mK, since the conductance curve is significantly sharper at this temperature and because the required DC bias can change with time due to drifts in the room temperature equipment caused by the changing room temperature. As a result, in addition to locating the conductance minimum at the base temperature of the dilution refrigerator, it must be tracked throughout the demagnetisation.

The simplest peak tracking technique in principle is to continuously measure small bias conductance curves during the cooling process, fit a parabola to the data, and shift the bias according to the location of this parabola, as has since been performed in other studies [103]. It was decided against this approach due to the short amount of cold time available during the previous demagnetisations and a desire to minimise any excess Joule heating arising from the bias scans. Instead, additional information available at the second harmonic of the excitation frequency was made use of. The functional form of the CBT voltage ($V$) vs. current ($I$) curve can be approximated by the third order polynomial

$$V(I) \approx V_0 + \alpha I + \beta I^2 + \gamma I^3,$$  

(4.5)
for $V_0$, $\alpha$, $\beta$ and $\gamma$ arbitrary expansion constants. The CBT is driven with an AC excitation current, at frequency $f$, of the form

$$I = I_0 \sin(\omega t), \quad (4.6)$$

for $\omega = 2\pi f$ and $t$ time. Hence by substituting Equation 4.6 into Equation 4.5 we find

$$V \approx V_0 + \alpha I_0 \sin(\omega t) + \beta I_0^2 \sin^2(\omega t) + \gamma I_0^3 \sin^3(\omega t). \quad (4.7)$$

Expanding the powers of $\sin(\omega t)$ into sums of different harmonics and collecting like terms, we arrive at

$$V = \left( V_0 + \frac{1}{2} \beta I_0^2 \right) + \left( \alpha I_0 + \frac{1}{2} \gamma I_0^3 \right) \sin(\omega t)$$

$$- \frac{1}{2} \beta I_0^2 \cos(2\omega t) - \frac{1}{6} \gamma I_0^3 \sin(3\omega t). \quad (4.8)$$

Hence, we can measure the DC component

$$V_{DC} = V_0 + \frac{1}{2} \beta I_0^2, \quad (4.9)$$

the in-phase AC component at frequency $f$

$$X_f = \alpha I_0 + \frac{1}{2} \gamma I_0^3, \quad (4.10)$$

and the out-of-phase (due to the $\cos$ function) AC component at frequency $2f$

$$Y_{2f} = -\frac{1}{2} \beta I_0^2. \quad (4.11)$$

These components are shown for a simulated CBT in Figure 4.5.

As can be seen in Figure 4.5, the component at frequency $2f$ is zero at zero bias, positive for positive bias and negative for negative bias. With the Signal Recovery 7265 lock-in amplifier in dual-harmonic mode, this signal at double the frequency can be measured in parallel with the main data collection. This information can be used in a feedback loop which adjusts the applied DC bias such that the measurement remains centred at the minimum of the conductance dip, i.e. where the double frequency signal is minimised. Note, however, that the signal at $2f$ is considerably smaller in magnitude than that at $f$, so in order to successfully measure it, a long time constant is required on the lock-in amplifier. This means the rate of corrections applied by the feedback loop is slow, and therefore the dip location must be roughly correct before using this technique. This was ensured by first finding the centre at the base temperature of the dilution refrigerator, as described
A CBT biased with a DC current and measured with an AC excitation current at frequency $f$ results in, to second order, a DC voltage $V_{DC}$, an in phase AC voltage $X_f$ at frequency $f$ and an AC voltage $Y_{2f}$ at frequency $2f$ with a $\pi/2$ phase shift. This figure was used in a redrawn form in [110].

In addition to the signal at the second harmonic which we use for peak locating, we note that the signal measured at the first harmonic (Equation 4.10) does not exactly yield the differential conductance when divided by $I_0$ (as it would for a linear current-voltage characteristic). Hence, in the CBT simulation used in the full tunnelling model, clusters of a small number of adjacent data points are fitted to a cubic polynomial (Equation 4.5), allowing the extraction of the coefficients $V_0$, $\alpha$, $\beta$ and $\gamma$ at several locations along the curve. These coefficients are then used in Equation 4.10 to calculate the voltages present at frequency $f$ which are then fitted to the real CBT data by varying $C_\Sigma$, $R_T$ and $T_e$.

Finally, with such a narrow peak at low temperatures, the issues concerning the broadening of the conductance curve by noise or excessive excitation, as described in Subsection 3.2.2 (Figure 3.5), are now more significant. The operation of the CBT in the low noise environment provided by this dilution refrigerator, as discussed in Subsection 4.1.1, inherently deals with the former problem. However, it was important that the excitation current was sufficiently small. To this end, an excitation current of 10 pA was used, which required a lock-in time constant of 10 s in order to achieve an acceptable SNR in the final data.
Figure 4.6: CBT Conductance Curves. The symbols show the measured values and the lines show the fits to a full tunnelling model, from which the temperatures shown in the legend are extracted. The inset shows the extracted electron temperature against the temperature the mixing chamber was heated to. The solid line in the inset is $T_e = T_{MXC}$ for reference. This data was measured at a field of 100 mT.

4.2.2 Characterisation Results

Once the CBT was cooled in the dilution refrigerator, five full conductance curves were measured at different temperatures, as shown in Figure 4.6. As before, each temperature was achieved by heating the MXC using the resistive heater mounted on the diagnostic post inside the MXC (Figure 4.2). The resulting temperature of the helium mixture was then recorded by using the lower tuning fork to measure the viscosity. Given that it had already been established that the thermometry of this design of CBT is not sensitive to magnetic field (Section 3.1), this procedure was only performed at a field of 100 mT. The full tunnelling model, with the corrections applied to account for Joule heating and the actual signal detected at the excitation frequency, as described in Subsection 4.2.1, was then fitted simultaneously to the warmest four conductance curves. This gave the warmest four electron temperatures and the CBT sensor parameters, which are shown in Table 4.1. Although the CBT measured in Chapter 3 was nominally to the same design as this one, and was fabricated on the same silicon wafer as part of the same batch, there is a 3% difference in $C_{\Sigma}$ and an 8% difference in $R_T$ between the two sensors.
Table 4.1: CBT Sensor Parameters. The parameters measured using this CBT on the wet dilution refrigerator were extracted from the fit to the full tunnelling model, as shown in Figure 4.6. For comparison, the average sensor parameters found in Chapter 3 on the dry dilution refrigerator (using the first CBT) are shown on the row underneath.

<table>
<thead>
<tr>
<th>Dilution refrigerator</th>
<th>CBT Parameter</th>
<th>CBT Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet</td>
<td>$C_{\Sigma}$ (fF)</td>
<td>$R_T$ (kΩ)</td>
</tr>
<tr>
<td></td>
<td>185.7 ± 1.0</td>
<td>23.015 ± 0.004</td>
</tr>
<tr>
<td>Dry</td>
<td>191.1 ± 0.6</td>
<td>25.05 ± 0.04</td>
</tr>
</tbody>
</table>

Figure 4.7: Joule Heating During a CBT Conductance Curve Measurement.
This shows the predicted electron temperatures in the CBT islands when measuring the 4.3 mK conductance curve shown in Figure 4.6.

As discussed in Subsection 4.2.1, the full tunnelling model used to fit the conductance data shown in Figure 4.6 accounts for the Joule heating which occurs when a DC bias is applied to the sensor. Figure 4.7 shows the simulated temperatures used for this compensation on the fit of the lowest temperature (4.3 mK) conductance curve. This clearly shows the weakness of the electron phonon coupling, as at $V_{DC} = \pm 600 \, \mu V$, where the Joule heating per island is 14 fW, the electron temperature is raised by $\approx 6 \, mK$. Although it is not clear from the inset of Figure 4.6, during the measurement at the base temperature of the dilution refrigerator, the CBT electrons at $T_e = (4.3 \pm 0.1) \, mK$ were significantly overheated from the MXC temperature of $T_{MXC} = (2.9 \pm 0.2) \, mK$, even after this compensation.

As before, the measured CBT parameters were used with the full tunnelling model
Figure 4.8: CBT Temperature vs. Conductance Self-Calibration Curve. The data in this plot was used to calculate the CBT’s electron temperature $T_e$ from a measurement of the zero bias conductance $G_0$.

to compute a lookup table relating the zero-bias conductance to the electron temperature. This is plotted graphically in Figure 4.8, and allows much faster measurements of the electron temperature to be made than if full conductance curves were to be measured.

### 4.3 Demagnetisation Cooling

Prior to each demagnetisation experiment, the superconducting solenoid magnet was ramped up to a field\textsuperscript{4} of 6.8 T over a period of $\approx 1$ h. Following this, the CBT electrons were allowed to thermalise. The magnetisation and cooling curve is similar to Figure 3.10, except that the thermalisation time is now much longer at $\approx 70$ h to achieve an electron temperature of 6 mK, although this could be considerably reduced to $\approx 20$ h which yielded an electron temperature of 8 mK. These longer cooling times at low temperatures are consistent with the thermalisation time measurements for a CBT in vacuum in [49, 127]. Once thermalisation was achieved, the magnetic field was swept down while measuring the CBT conductance every 20 s and updating the DC bias, in order to remain centred on the conductance dip, every 10 s. The longer measurement interval, as compared to the measurements on the dry dilution refrigerator, is the result of the smaller excit-

\textsuperscript{4}While this solenoid has a nominal maximum field of 7.5 T, it was found in practice that a maximum of 6.8 T was needed to ensure stability of the magnet in persistent mode.
ation current requiring a longer lock-in time constant in order for an acceptable SNR to be achieved in the final data.

A $2.7\,\text{mT}\,\text{s}^{-1}$ demagnetisation is shown in Figure 4.9. Figure 4.9a shows the temperature variation, and reports a minimum electron temperature $(1.1 \pm 0.4)\,\text{mK}$. Note, the large uncertainty is a result of using this CBT, with a relatively large charging energy, outside of its normal operation range, see Subsection 4.2.1. Figure 4.9b shows the action of the feedback algorithm used to center the measurement at the minimum of the conductance dip, as described in Subsection 4.2.1. In this, the signal at the second harmonic is approximately zero initially, since any offset present was small as a fraction of the dip width at $\approx 6\,\text{mK}$. As the CBT cools, however, the offset becomes more significant as the conductance dip sharpens. This leads to the feedback algorithm responding by reducing the bias, overshooting slightly, then bringing the bias up to its optimal value. To reduce this overshooting a proportional–integral–differential (PID) [128] algorithm was tested, however, it was found that the sample rate of the error signal (the second harmonic) was too slow for the integral and differential components of this to work well, and the fact that the error signal magnitude increases as the CBT cools meant that the proportional component tended to cause overshoots. Instead, a simple algorithm was used which made a fixed correction to the bias for each error signal over a threshold.

This $2.7\,\text{mT}\,\text{s}^{-1}$ demagnetisation was fitted to the same thermal model as described in Subsection 3.4.2, as shown in Figure 4.10. It is clear immediately that while the cooling down to $T_e \approx 2\,\text{mK}$ looks reasonable, the fit is poor at the lowest temperatures. The model predicts lower electron temperatures than were measured, an earlier turning point after which the electron temperature begins to rise, and a static phonon temperature ($\dot{T}_p = 0.00\,\text{µK}\,\text{s}^{-1}$). While the static phonon temperature initially appears reasonable, since there is a much smaller volume of metal in this dilution refrigerator available to cause eddy current heating, the measured MXC temperature increased to $4.1\,\text{mK}$ by $2500\,\text{s}$, suggesting that the rate of phonon heating should be at least $\approx 0.5\,\text{µK}\,\text{s}^{-1}$. The effective volume is also extremely different from that found in the previous device in Subsection 3.4.2: 96\% of the true volume vs. 12\%. The heat leak $\dot{Q}_{\text{par}} = 4.76\,\text{fW}$ appears reasonable, particularly when compared with the slightly larger heat leak achieved on the dry dilution refrigerator as expected, although given the poor fit, none of the parameters should be regarded as accurate. The poor fit is most likely the result of inaccurate electron temperatures arising from operating this CBT too cold.

Despite the poor fit to the model, the optimisation procedure used in Subsec-
Figure 4.9: Demagnetisation at 2.7 mT s$^{-1}$. Panel (a) shows the variation in the temperature (left axis) of the CBT electrons (green dashed line) and MXC (red dotted line) in response to the magnetic field variation (solid blue line, right axis). Panel (b) shows the signal measured by the lock-in at twice the excitation frequency ($Y_{2f}$, solid purple line, left axis) and the change in DC bias ($I_{DC}$, yellow dashed line, right axis) the feedback algorithm causes in response to this. The $I_{DC}$ values quoted here are the nominal currents applied by the current source, and are not corrected to be relative to true zero bias. Due to a bug in the feedback program, the second harmonic was not recorded if no change to the DC bias was made, hence it is shown here as being nominally zero at these points.
Figure 4.10: Thermal Model Fitted to a $2.7 \text{ mT s}^{-1}$ Demagnetisation. The modelled electron temperatures (solid orange line) are fitted to the measured data (blue pluses). The fitted parameters were $\dot{Q}_{\text{par}} = 4.76 \text{ fW}$, $V_{\text{eff}} = 0.96 \text{ V}$ and $\dot{T}_p = 0.00 \text{ mK s}^{-1}$ (shown by the red dotted line).

Section 3.4.3 was repeated, whereby the sweep rates with the smallest change in $B/T_e$ were used in order to limit the entropy change. The unoptimised $2.7 \text{ mT s}^{-1}$ sweep used in the model above, together with the final optimised sweep, are shown by the solid blue and dashed orange lines, respectively, in Figure 4.11. A standard and an optimised sweep from the measurements performed in Chapter 4 are also shown for comparison. We note that the optimised sweep on the wet dilution refrigerator made very little difference to the minimum measured electron temperatures, $1.15 \text{ mK}$ and $1.08 \text{ mK}$ for the unoptimised and optimised sweeps, respectively. The hold time also saw very little change, with it being $\approx 500 \text{ s}$ at the lowest temperature for both sweeps. This is most likely because the lowest recorded temperature in both cases is inaccurate due to the CBT being far outside its operation range. This is backed up by the electron temperature appearing to saturate around $1.1 \text{ mK}$ for both profiles. In any case, however, the temperatures obtained are much lower than those on the dry dilution refrigerator. Given the large uncertainty that results from this issue, the minimum temperature can only be quoted as $(1.1 \pm 0.4) \text{ mK}$. 
Figure 4.11: Effect of Demagnetisation Profile on CBT Temperature. All parts of this figure are plotted to a common time axis, shown at the bottom of (c). Panel (a) shows how the CBT electron temperature depends on the field sweep profile, shown in (b), for this experiment on a wet dilution refrigerator, and the previous experiment on a dry dilution refrigerator (Chapter 3). Panel (c) shows the deviation from the ideal case of constant entropy ($B/T_e = \text{constant}$), with the values scaled by the same factor for both the wet and dry cryostats.
4.4 Conclusions

In conclusion, the on-chip nuclear demagnetisation procedure first developed in Chapter 3 was tested on a wet dilution refrigerator and observed to work and produce lower electron temperatures. To measure this a number of issues relating to low temperature CBT measurements had to be accounted for. Some of these, such as the requirement to track the centre of the conductance dip, were successful and will be useful for further low temperature thermometry. However, measuring a CBT at a temperature below its operation range presents an insurmountable problem with the large uncertainties that arise, limiting us to the conclusion that the minimum electron temperature achieved was $(1.1 \pm 0.4) \text{ mK}$. Nevertheless, this provides evidence that this cooling technique has the potential to reach record low electron temperatures, and hence motivates the next chapter where this is attempted with a different CBT with a smaller charging energy.
Chapter 5

On-Chip Demagnetisation Cooling of a High Capacitance CBT

The work in this chapter follows from the results shown in Chapter 3, where nuclear demagnetisation of on-chip copper refrigerant was proven to be a viable cooling technique for nanoelectronic devices, and from Chapter 4, where it was shown that using this technique on a wet dilution refrigerator, with a lower base temperature and larger magnetic field, has promise for breaking the 1 mK electron temperature barrier. The electron temperature results in Chapter 4 were, however, inconclusive due to the CBT being used outside the weak Coulomb blockade regime. This chapter describes the attempts at further on-chip cooling using a different CBT which was optimised for operation at much lower temperatures, and hence allowed a minimum electron temperature of (1.20 ± 0.03) mK to be recorded. These results were presented in the publication [110], which was drafted by the author of this thesis.

In this chapter, Section 5.1 describes the design and fabrication of the new CBT in addition to the changes necessary for its mounting in a different dilution refrigerator. The characterisation of this new CBT is presented in Section 5.2. The results from applying nuclear demagnetisation cooling are given in Section 5.3, and the effects of heat leaks and the form of the copper on the CBT are then discussed in Sections 5.4 and 5.5, respectively. Finally, the conclusions are presented in Section 5.6.
5.1 Experimental Set-Up

The overall experimental set-up for this experiment is very similar to that described in Section 4.1. There are, however, two main differences. The first is, of course, the change in CBT design, made in order to achieve a smaller charging energy to enable lower temperature thermometry. The fabrication of this new device is described in Subsection 5.1.1. Secondly, due to a change in the availability of the dilution refrigerators in the Ultra-Low Temperature Laboratory, a different dilution refrigerator was used for the precooling of the CBT. This necessitated a small number of changes to the cold finger used to mount and heatsink the device to the cryostat. These changes are described in Subsection 5.1.2.

5.1.1 New CBT Fabrication

As described in Subsection 2.2.3, the practical operation range of a CBT is given by $0.2 < k_B T/E_c < 20$ which, for the previous design of device with $E_c = 820 \text{ neV}$, gives a temperature range $1.9 \text{ mK} < T_e < 190 \text{ mK}$. This upper limit is unnecessarily high for a device being used for proof of concept testing a technique aiming to reach the lowest electron temperatures (around $\sim 1 \text{ mK}$), and, as was found in Chapter 4, the lower temperature limit is too high. There is, however, scope for achieving a more useful temperature range if the charging energy is reduced by a factor $\approx 10$, giving an approximate operation range $200 \mu \text{K} < T_e < 20 \text{ mK}$. The lower limit here is cold enough to accurately report the demagnetisation cooling which, from the work in Chapter 4, we expect to be down to $\approx 1 \text{ mK}$.

It is equally important, however, that the upper limit is not too low, since four conductance curves must be measured at different temperatures in order to self-calibrate the sensor and enable the use of the much faster pseudo-secondary mode for thermometry during the demagnetisations. Attempting to measure a full conductance curve with a demagnetised sensor, in order to reach a lower temperature, is impractical due to the relatively short cold time available (shorter still with the added Joule heating arising from the DC bias applied during these measurements), and is liable to produce inaccurate results since the temperature will be continuously changing as the conductance curve is measured. Therefore, the minimum temperature usable for the self-calibration is the lowest electron temperature reached when the dilution refrigerator is at its base temperature. The weak electron-phonon coupling means that this temperature is $\approx 4 \text{ mK}$, as seen in the lowest temperature conductance curve recorded in Subsection 4.2.2 and as seen in a dedicated study [49, 127] for a non-immersed CBT. Given this minimum equilibrium temperature, we see that the maximum CBT temperature must be
reasonably high in order to allow a reasonable spread of temperatures to be used for the conductance curves. The maximum temperature of 20 mK allows this.

To reduce the charging energy by a factor of 10, the total capacitance per island, $C_{\Sigma}$, must be increased by a factor of 10, since the charging energy is given by

$$E_c \equiv \frac{N - 1}{N} \frac{e^2}{C_{\Sigma}},$$

for $N = 33$ the number of tunnel junctions in each series chain (see Subsection 2.2.2). This capacitance is the sum of the capacitances of the two tunnel junctions connected to the island and the stray capacitance of the island to ground. The magnitude of these capacitances can be estimated by assuming they are in the form of a parallel-plate capacitor which has capacitance

$$C = \frac{\epsilon \epsilon_0 A}{d},$$

for $\epsilon_0$ the permittivity of free space, $\epsilon$ the relative permittivity and $A$ the cross sectional area of the dielectric material, and $d$ the separation of the metal electrodes. The tunnel junctions in the ex-situ fabricated CBTs are of circular cross section when viewed from above (see Figures 3.1c and 3.2 in Section 3.1), with diameter 0.8 $\mu$m and approximate thickness 2 nm, as determined from a transmission electron microscope (TEM) image of the junction [89]. The dielectric constant of the AlO$_x$ tunnel barrier is usually in the range 8–9 [129, 130], although it can vary at high temperature [131] or, as a consequence of the fabrication process, can be reduced to as low as 0.5 [132]. Assuming a dielectric constant of 9, the capacitance of each junction in the previous CBT is $\approx 20$ fF, meaning the bulk of the contribution to $C_{\Sigma} \approx 200$ fF is from the stray capacitance. Attempting to increase $C_{\Sigma}$ to $\approx 2000$ fF by enlarging the junctions requires the development of a new fabrication process able to produce junctions with a much larger area or smaller thickness. Again, developing such a process, which has limited application outside of this project, is undesirable.

Instead, it was decided to increase the stray capacitance of the CBT islands. This was done by conformally coating a pre-existing device with a $\approx 400$ nm thick proprietary dielectric material, deposited by atomic layer deposition (ALD), followed by a metallic layer, as shown in Figure 5.1a. When the device was installed in the same silver package as used before, and the measurement lines were connected by wire bonding, the top metallic layer was also bonded to ground. This creates a parallel plate capacitor between the islands and ground, hence increasing the stray capacitance. The CBT used was to the same design as the previous ones, except it
Figure 5.1: Additional Stray Capacitance Added to a CBT. Panel (a) shows a rendering of the extra dielectric and metallic layers added on top a pre-existing CBT in order to increase the stray capacitance and hence reduce the charging energy for lower temperature operation. Panel (b) is a photograph of the chip showing the coating. Note the original copper colour at the top of the chip on the thin metallic leads on the far left and right. Panel (a) is redrawn from [110].

does not feature an on-chip filter. The absence of this filter may have implications for the thermalisation of the sensor and for the noise levels, however, it was unknown if the device would be destroyed during the processing necessary to add this extra capacitance layer, hence it was decided to attempt it on some less precious earlier samples which lack this filter. Additionally, when wire bonding to the top metallic layer, there is a risk of punching through to the lower layers and causing a short circuit. For the devices with filters, the entirety of the 2.3 mm × 6.5 mm chip is covered with circuitry, meaning that there are no safe locations for wire bonding the top layer where the risk of a short circuit is reduced. However, the devices without filters have a ≈ 2 mm × 1 mm empty area above the islands where the filter would be, giving a suitable area for bonding the top layer (see Figure 5.1b). The capacitance created between each island, of cross sectional area 39 µm × 206 µm, and the metallic layer, 400 nm away though a dielectric with $\epsilon \approx 10$, can be estimated using the parallel plate model as $C_s \approx 1.8 \text{ pF}$. This should lead to a total capacitance per island for this CBT of $C_\Sigma \approx 2.0 \text{ pF}$, after accounting for the original 200 fF, and therefore a charging energy $\approx 90 \text{ neV}$, which is 10% of that for the previous CBT design.

5.1.2 Precooling

It was originally intended to cool the new sensor, and test nuclear demagnetisation cooling on it, in Fridge 6 as in Chapter 4. This machine had since become unavailable, however, so it was decided to use a different wet dilution refrigerator labelled ‘Fridge 4’. The construction of this fridge was much simpler and followed a more
straightforward approach to minimising heat leaks than the ‘throw the kitchen sink at it’ philosophy used on Fridges 5 and 6. Nevertheless, it does still feature a surrounding Faraday cage, air spring vibration isolation, and was designed for cooling (small) nuclear demagnetisation stages using an 8 T superconducting solenoid. The base temperature of this dilution refrigerator is 2.3 mK [133], and is the machine used for the immersion and vacuum cooling of a CBT in [49]. In that study, the CBT with gold thermalisation blocks on each island was cooled in vacuum to 4.0 mK via silver sinters immersed in the MXC. The weaker electron-phonon coupling in the copper thermalisation blocks (copper $\Sigma = 2.0 \text{GW/m}^3\text{K}^5$ [106], gold $\Sigma = 2.4 \text{GW/m}^3\text{K}^5$ [54]) on the CBT in use for Chapter 4 meant that the lowest equilibrium temperature obtained was 4.3 mK, despite the lower MXC temperature. As such, despite the higher base MXC temperature, Fridge 4 is also sufficient for precooling the CBT for on-chip nuclear demagnetisation.

Fridge 4 also features a mixing chamber with a demountable base, allowing access to the helium mixture. It is however much smaller than the mixing chamber of Fridge 6, and the centre of the magnetic field applied by the solenoid is at a different height. As such, a replacement cold finger had to be built which was compatible with this dilution refrigerator and which located the CBT at the centre of the magnetic field. This cold finger is to the same general design as the one shown in Figure 4.2 of Chapter 4, but with different dimensions. It has a silver sinter connected to the CBT package and four other silver sinters connected to the four measurement leads via shielded silver wires, as shown in Figure 5.2. Other than dimensions, the only tangible difference between this cold finger and the one in Chapter 4 is the lack of a diagnostic post, since Fridge 4 has a resistive heater, tuning fork and VWR integrated into the MXC.

### 5.2 CBT Characterisation

Four conductance curves were measured at four different temperatures, starting with the base temperature curve at 4.3 mK and then increasing in $\approx 5$ mK intervals, as shown in Figure 5.3. Note that the base temperature curve is at the same temperature as in Chapter 4, indicating that the thermalisation of the sensor is as good in Fridge 4 as it was in Fridge 6. These measurements were made in two halves, from zero bias outwards, to enable the full tunnelling model to account for the Joule heating of the sensor, as described in Subsection 4.2.1.

The measurements were made using the same electrical set-up as described in Subsection 3.2.2, with the exceptions of the missing on-chip filter and a different current source, which was replaced with one with different gains more suited to
Figure 5.2: Cold Finger Used on Fridge 4. This was built to the same general design as the previous cold finger shown in Figure 4.2, but had different dimensions, as required for Fridge 4.

Figure 5.3: High Capacitance CBT Conductance Curves. The symbols show the measured values and the lines show the fits to a full tunnelling model, from which the temperatures shown in the legend were extracted. The inset shows the extracted electron temperatures against the temperatures the mixing chamber was heated to. Note the shallower depth of the conductance dip, as reflected by the smaller y-axis range, compared to the CBT data shown in Figures 3.6, 3.7 and 4.6. The solid line in the inset is $T_e = T_{MXC}$ for reference. This data was measured at a field of 100 mT. This figure is redrawn from [110].
the smaller excitation current used here (10 pA at 13 Hz) and smaller DC biases needed for the narrower curves at the lower temperatures at which self-calibration is performed. This current source has the gains $A_{ac} = 100 \text{pA V}^{-1}$ and $A_{dc} = 10 \text{nA V}^{-1}$.

The sensor parameters extracted from the fit to the three warmest conductance curves were $C_\Sigma = (1.155 \pm 0.008) \text{pF}$ and $R_T = (23.9698 \pm 0.0008) \text{k}\Omega$. The value of $R_T$ is similar to those found for the sensors used in Chapters 3 and 4, as expected given the underlying tunnel junction device is of the same design in all three cases. This does, however, give an indication that no damage occurred to the sensor, such as electrically shorted islands, during the processing used to add the additional stray capacitance. The value of $C_\Sigma$ clearly has been significantly increased from the original value of $C_\Sigma \approx 200 \text{fF}$, however it is approximately half as much as estimated earlier ($\approx 2 \text{pF}$), possibly because the dielectric constant of the proprietary insulating layer was not as high as expected.

This value of $C_\Sigma$ gives a charging energy $E_c = (134.5 \pm 0.9) \text{neV}$. This results an operation range, assuming the background charge distribution is simulated (see Subsection 2.2.3), of

$$310 \mu K < \frac{E_c}{k_B T} < 31 \text{mK},$$

(5.3)

giving an uncertainty of 2% at the lowest temperatures as a result of the range of possible background charge distributions. This is sufficiently low for the temperatures expected during the demagnetisations. It also, at the time of writing and to the best of our knowledge, gives the lowest reported CBT operation temperature at 2% uncertainty, c.f. 1.9 mK for the device used in Chapters 3 and 4, 1.3 mK by Palma et. al. [134] and 540 µK by Sarsby et. al. [50]. This lower operation range is reflected in Figure 5.4, which graphically shows the self-calibration lookup data for this CBT. Note that the zero-bias conductances at a given temperature are much higher than is seen for the previous CBTs in Figures 3.8 and 4.8. Additionally, the curve rapidly steepens around 20 mK, representing the loss of temperature sensitivity above this, where the conductance vs. bias voltage characteristic is essentially a straight horizontal line.

### 5.3 Demagnetisation Cooling

Prior to demagnetisation, the solenoid was ramped up to full field (8.0 T) and then the CBT electrons were allowed to thermalise. Similar to in Chapter 4, thermal equilibrium at 6 mK would be reached after $\approx 80 \text{h}$, although precooling overnight resulted in an acceptable starting temperature of 8 mK. The magnetic field was
then swept down using a selected ramp rate profile while recording the zero bias CBT conductance every 20 seconds and simultaneously using the signal at twice the excitation frequency to track the location of the conductance minimum.

The magnetic field was swept down between 8.0 T and 0.1 T at several different rates, and then the results compared to enable optimisation. An example sweep at 3.0 mT s\(^{-1}\) is shown in Figure 5.5. The time dependence of the resulting electron and MXC temperatures is similar to those seen before, except that the MXC temperature reaches a higher value of 20 mK and, following the demagnetisation, this temperature continues to rise up to \(\approx 30 \text{ mK}\) (not shown in the figure). This demagnetisation was fitted to the thermal model described in Subsection 3.4.2, as shown in Figure 5.6. This fit, while not perfect at the lowest temperatures, more accurately reproduces the electron temperature during the demagnetisation than the attempted fit to the data taken using the low capacitance CBT (Chapter 4, Figure 4.10), indicating that the origin of the poor fit and unrealistic parameters earlier was the result of inaccurate thermometry. The fit parameters here are similar to those measured in the dry dilution refrigerator (Chapter 3, Figure 3.14), with both demagnetisations featuring \(\dot{Q}_{\text{par}} \approx 6 \text{ fW}\), the value of \(\dot{T}_p\) here being roughly double that found in Chapter 3, and the effective volume for the electron phonon coupling \(V_{\text{eff}}\) being 7.7 % and 12 % of the true volume here and in Chapter 3, respectively.

Figure 5.4: CBT Temperature vs. Conductance Self-Calibration Curve. The data in this plot is used to calculate the CBT’s electron temperature \(T_e\) from a measurement of the zero bias conductance \(G_0\).
Figure 5.5: CBT Electron Temperature During Demagnetisation from 8.0 T to 0.1 T at 3.0 mT s\(^{-1}\). The very noisy \(T_e\) values near 3000 s are the result of the poor temperature sensitivity of this CBT above \(\approx 20\) mK, i.e. a small conductance change here corresponds to a large temperature change (see Figure 5.4), so the small amount of noise in \(G_0\) creates a large amount of noise in \(T_e\).

Figure 5.6: Thermal Model Fitted to a 3.0 mT s\(^{-1}\) Demagnetisation. The modelled electron temperatures (solid red line) are fitted to the measured data (blue pluses). The fitted parameters were \(\dot{Q}_{\text{par}} = 6.01 \text{ fW}, \dot{T}_p = 6.11 \mu\text{K s}^{-1}\) (shown by the dotted yellow line) and \(V_{\text{eff}} = 0.077V\). The nuclear spin temperature is shown by the dashed green line.
Figure 5.7: Evolution of $B/T_e$ Used for Demagnetisation Optimisation. This shows the amount of deviation from the ideal adiabatic case of constant $B/T$ for four different magnetic field sweep rates. Each curve is normalised to 1 at the start of the sweep.

Figure 5.7 shows how the variation of $B/T_e$ during a demagnetisation depends on the sweep rates used. In contrast to what was seen in Figure 3.15 in Chapter 3, there is very little variation between the sweep rates for fields above $\approx 1.8\, \text{T}$, although any difference present may be masked by the noisier signal. More surprising is that towards the end of the demagnetisation, the rate of entropy change is larger for the slower rates, the opposite of what was observed last time, and the opposite to what would be expected if this entropy change is dominated by eddy current heating (the power from which goes as $\dot{B}^2$ [25]). This suggests that there is a large heat leak occurring below 1.8 T which is independent of the ramp rate, and hence that it is important to demagnetise sufficiently quickly that the heat flow to the nuclear spins, $\dot{Q}_n$, is able to compensate for it. There is, however, little difference between the $3.0\, \text{mTs}^{-1}$ and $6.0\, \text{mTs}^{-1}$ sweeps at the end, suggesting that at this point the eddy current heating is once again becoming relevant.

For the optimisation of the magnetic field sweep rate above 1.8 T, the empirical approach used previously is impossible since the noise in the data in Figure 5.7 masks any useful information. As an alternative, a full thermodynamic model of the nuclear cooling process could be used to calculate the ideal demagnetisation rate [135, 136], which can then be approximated by using a linear rate profile, $\dot{B} \propto B$, as used in [50] to keep $\dot{B}/B$ constant. Unfortunately, the power supply
for the magnet used in Fridge 4 is not capable of continuous rate adjustment, which ruled out these approaches. Instead, we approximate the linear rate profile by halving the sweep rate when the magnetic field has completed half of its total sweep (e.g. for a demagnetisation from 8.0 T to 1.8 T, the rate would be halved at 4.9 T). The difference made by this part of the optimisation must be small, given Figure 5.7, as such going beyond this approximation is likely unnecessary.

Below 1.8 T, the demagnetisation was optimised in two different ways. One approach was to stop the demagnetisation at 1.8 T. This avoids the large heat leak that occurs below this field (see Section 5.4 for a discussion on the origins of this), and results in the nuclear spin heat capacity remaining relatively large, hence providing a long hold time, at the expense of a higher theoretical minimum temperature. The other approach was to keep reducing the field at the optimal rate of 3.0 mT s\(^{-1}\) below 1.8 T and then stop the sweep as soon as the electrons begin to heat. This latter approach will optimise the sweep for the lowest electron temperatures, at the expense of hold time.

Figure 5.8 shows the temperatures (Figure 5.8a) that result from these two optimised magnetic field sweeps (Figure 5.8b). For comparison it also shows the optimal demagnetisation profile from the dry cryostat in Chapter 3. The profile optimised for the minimum electron temperature reaches \(T_e = (1.20 \pm 0.03)\) mK, held below 1.3 mK for 1500 s. To the best of our knowledge, this is the lowest electron temperature inside a nanoelectronic device achieved using only on-chip magnetic refrigerant. This low temperature is then followed by the rapid warming of the electrons to above \(\approx 30\) mK, the highest temperature reliably measurable with this CBT, which coincides with a very fast change in entropy, as seen in Figure 5.8c. The sweep optimised for a longer hold time stops the magnetic field ramp at 1.8 T, giving a minimum electron temperature of \((1.58 \pm 0.04)\) mK, held below 1.7 mK for 2300 s. The electron temperature then gradually increases back to the base temperature of the dilution refrigerator over \(\approx 4\) h (not shown).

### 5.4 Heat Leaks

As stated before, the thermal model includes a parasitic heat leak into the electrons, \(\dot{Q}_{\text{par}}\), which gives the total heat input into the electron subsystem except for that entering via the electron-phonon coupling. There are, however, two distinct parts to this heat leak: There is the static heat leak, \(\dot{Q}_{\text{stat}}\), which is always present and is the result of electronic noise and radiation, and there is the dynamic heat leak, \(\dot{Q}_{\text{dyn}}\), which is only present while sweeping the magnetic field, and hence is primarily the result of eddy current heating. The total heat leak is the sum of
Figure 5.8: Demagnetisation Profiles Summary. All parts of this figure are plotted to a common time axis, shown at the bottom of (c). Panel (a) shows how the CBT electron temperature depends on the field sweep profile, shown in (b). The sweeps in the wet cryostat were optimised for the lowest temperature (solid blue line) and longest hold time (red dashed line), and are shown with the optimised sweep from the dry cryostat (dash-dotted green line) for comparison. Panel (c) shows the deviation from the ideal case of constant entropy ($B/T_e = \text{constant}$), with the values scaled to a dimensionless number by the same factor for both the wet and dry cryostats. The data in this figure was included in a similar figure in [110]
these parts, $\dot{Q}_{\text{par}} = \dot{Q}_{\text{stat}} + \dot{Q}_{\text{dyn}}$.

The total heat leak, $\dot{Q}_{\text{par}}$, can be extracted from fits to the thermal model described in Subsection 3.4.2, since this is only fitted to the data recorded while the magnetic field was being swept. This procedure gives the heat leaks shown in Figure 5.9a, which shows a straight line of gradient 2 for the heat leaks on the wet cryostat when plotted on logarithmic axes, suggesting a $B^2$ dependence. This is as expected, since the heating power, in an object with volume $V$ made of a material with resistivity $\rho$, that results from eddy current heating is of the form

$$\dot{Q}_{\text{dyn}} = \frac{GV^2}{\rho}$$

(5.4)

for magnetic field sweep rate $\dot{B}$ and a geometry-dependent factor $G$ with dimensions of length-squared. This is in contrast with [103], where a linear dependence in $\dot{B}$ was observed, and with the dry cryostat heat leaks here which, given the curve seen in Figure 5.9a, do not appear to follow any power law.

In Figure 5.9b, the total heat leak $\dot{Q}_{\text{par}}$ is plotted against $\dot{B}^2$ and a linear fit performed. Ideally, for an improved fit, there would be more data points with a better distribution in $\dot{B}^2$, however this was not done due to the long time (magnetisation, precool and demagnetisation) each measurement takes and since the main aim was to optimise the process for the lowest temperatures, not measure heat leaks. For a cube with side $a$, the geometric factor $G = a^2/32$ [23] can be used with Equation 5.4 and the gradient of the fit in Figure 5.9b to show that the eddy current heating per island is consistent with it acting over a copper cube with side $a \approx 1$ mm. This is considerably larger than the island itself, however, this could reflect some eddy current heating being produced externally and conducted to the island.

In principle, the offset of the fit in Figure 5.9b should be the static leak, however here it is negative and small in magnitude. This may simply be because of the uncertainty in the fit, or may reflect the static heat leak being mainly the result of the electron-phonon coupling, so is not included in $\dot{Q}_{\text{par}}$ by the model. Instead, for the two optimised demagnetisation profiles in Figure 5.8, the static heat leaks can be calculated from the data collected after the magnetic field sweep ends. The nuclear heat capacity is given by (Equation 2.14 in Subsection 2.1.2)

$$C_n = \frac{\lambda n(B^2 + b^2)}{\mu_0 T_n^2},$$

(5.5)

for $\lambda$ the nuclear Curie constant, $\lambda/\mu_0 = 3.22 \, \mu\text{J K}^{-1} \, \text{mol}^{-1}$ for Cu, $n$ the num-
Figure 5.9: Dynamic Heat Leaks with Sweep Rate. Panel (a) shows the total parasitic heat leaks for different demagnetisation rates on the wet (blue pluses) and dry (green crosses) cryostats. The data from the wet cryostat fits the straight red line of gradient $2$ on a logarithmic scale, indicating a $\dot{B}^2$ dependence. This is verified in Panel (b) where $\dot{Q}_{\text{par}}$ is plotted against $\dot{B}^2$. Here, the red line is a linear fit with gradient $(0.82 \pm 0.11)$ nWs$^2$/T$^2$ and offset $(-0.22 \pm 1.90)$ fW.
Table 5.1: CBT Heat Leaks at Constant Magnetic Field. These heat leaks were extracted from the fits to the warm up curves shown in Figure 5.10 using Equation 5.6.

<table>
<thead>
<tr>
<th>Fridge Optimisation</th>
<th>$B_f$ (T)</th>
<th>$1/\bar{T}_e$ (K$^{-1}$ s$^{-1}$)</th>
<th>$\dot{Q}_{par}$ (fW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet Temperature</td>
<td>1.2</td>
<td>-0.97</td>
<td>31</td>
</tr>
<tr>
<td>Wet Hold Time</td>
<td>1.8</td>
<td>-0.016</td>
<td>1.2</td>
</tr>
<tr>
<td>Dry</td>
<td>1.4</td>
<td>-0.026</td>
<td>1.2</td>
</tr>
</tbody>
</table>

As such, we see that the value of $1/T_n$ should reduce linearly with time at a rate proportional to the static heat leak into the system. Although we do not measure the nuclear spin temperature $T_n$ directly in these experiments, the heat capacity of the electrons is sufficiently small that the relatively large heat flow between the electrons and the nuclear spins results in the electrons rapidly thermalising, meaning that the electron temperature is effectively held at the nuclear spin temperature, $T_n = T_e$. The warming of the CBT following the sweeps shown in Figure 5.8 is shown in Figure 5.10a, and graph of $1/T_e$ against time is shown in Figure 5.10b, which does show a straight line warmup trace after a short period when the CBT begins to warm. Using Equation 5.6, the gradients of these warmup traces give the heat leaks shown in Table 5.1.

The 1.2 fW static heat leak per island, seen for the hold time optimised sweep, is reasonable, although is perhaps disappointing since it was expected that the static heat leak would be smaller on the wet dilution refrigerator than on the dry due to the better electrical shielding and vibration isolation. On the other hand, the heat leak seen in the temperature optimised sweep, 31 fW, is surprisingly large, much larger than what would be expected to occur from further eddy current heating between 1.8 T and 1.2 T. It is therefore indicative of significant excess heating of the dilution refrigerator during this part of the sweep. This heating has been observed before in this dilution refrigerator in a study into the demagnetisation of solid $^3$He in Aerogel [137].

In the Aerogel study, a bulk demagnetisation cell was used in place of the cold finger used here, and it was found that cooling below $\approx 500 \mu$K was impossible.
Figure 5.10: Static Heat Leaks. During the warmup following a demagnetisation, shown in panel (a), the rate of change of $1/T_e$ becomes constant, as shown in panel (b), and is fitted with the solid black lines. This is inversely proportional to the static heat leak. This figure shows the optimised sweep profiles on the dry dilution refrigerator and the sweeps optimised for the lowest temperature and a longer hold time on the wet dilution refrigerator. The data in this figure was included in a similar figure in [110].
A peculiarity of demagnetisations on Fridge 4 is the heat released when demagnetising to new low fields. Note that when the magnetic field (solid blue line, right axis) drops below its previous value around 14000 s a significant amount of heating of the CBT (green dashed line) and MXC (red dotted line) occurs. Due to a release of heat when demagnetising below \( \approx 500 \) mT. Like in the current study, where we only conclude that this heat release occurs somewhere below 1.8 T, the Aerogel study noted that the exact onset of this effect is difficult to judge. The Aerogel study concluded that the most likely origin of this heating was from some magnetic material inside the cell. However in this study, which has no such cell, an effect observed in the Aerogel study was reproduced: The heating shows hysteresis whereby the bulk of the heat is released when demagnetising below magnetic fields that have not yet been visited during the demagnetisation. This is shown in Figure 5.11.

Here the magnetic field, using a rate of 1 mT s\(^{-1}\), was first decreased from 8.0 T to 2.3 T. During this, the MXC warmed due to eddy current heating and the CBT cooled due to the demagnetisation of the on-chip copper, as expected. Secondly, the field was held constant at 2.3 T. This allowed the MXC to begin to cool and the CBT to slowly begin to thermalise back to the MXC, again as expected. Thirdly, the field was increased to 3.8 T at the same rate. This also produced the expected outcome, with the CBT warming from the heat of magnetisation. The field was finally decreased to 0.1 T. This initially produced the usual cooling of the CBT from demagnetisation, and the beginning\(^{1}\) of the warming of the MXC. After the

\(^{1}\)Note that up to this point, the response of the MXC is always delayed, possibly due to the
field drops below 2.3 T (where the ramp was paused earlier), the MXC and CBT immediately respond by quickly warming. This same hysteretic response is seen in Figure 6.15 in [137].

Given that this behaviour has now been seen with a completely different experiment mounted on Fridge 4, it is clear that this must be arising from the dilution refrigerator itself. In [137], this idea is considered, with one theory being that it is the result of the specific CuNi alloy the dilution refrigerator’s heat exchangers are made from. In the CBT investigation, the heat exchangers were checked with a permanent magnet, and were found to be weakly magnetic, while those on the other dilution refrigerators in the lab are not. This gives rise to possibilities such as a magnetic phase transition occurring and hence releasing heat upon demagnetisation, or for some motion occurring as the field is swept leading to frictional heat production. The exact cause and reason for the observed hysteresis is, however, unknown and requires further work to diagnose.

In this study, several attempts were made to work around the issue. First, the 20 mK shielding can was wrapped with Mu-metal\(^2\) in an attempt to reduce the flux from the solenoid through the heat exchangers. According to a giant magneto-resistance sensor installed near the heat exchangers, however, this made no difference to the field in this region, possibly because of the reduction in permeability Mu-metal experiences at low temperatures, or because of the field was sufficiently high to saturate it. Superconducting lead foil was also attempted for this shielding, which again made no difference, possibly because of the critical field being exceeded. Finally, an aluminium heat switch was added between the CBT package and the silver sinter cooling it. This heat switch was located in the compensated region of the main solenoid, and a small control solenoid was wound around it, allowing independent control of the thermal link to the package. This initially seemed promising, with the CBT able to be thermally isolated from the heated MXC while testing with the MXC resistive heater. However, during actual demagnetisations, this did not work since the eddy current heating of the silver package itself was unable to be dissipated, leading to another excessive heat leak into the CBT electrons. The conclusion of this was that it was unlikely anything could be done about the heat leak, making reaching any lower electron temperatures on the CBT impossible.

---

\(^2\)Mu-metal is a ferromagnetic alloy, with exceptionally high permeability, used for magnetic shielding [138]
5.5 CBT Copper

The discussion on heat leaks in Section 5.4 assumes the normal nuclear spin heat capacity for copper, given by Equation 5.5, as calculated with the accepted value of copper’s internal magnetic dipole field \( b = 0.36 \text{ mT} \) [23]. However, for certain forms of copper with a large amount of internal strain, this value can be much bigger. It has been found previously [28] that one form of copper powder, made by hammering bulk copper into small flakes, has \( b = 350 \text{ mT} \). This made demagnetising below \( \approx 1 \text{ mK} \) impossible and created an unexpectedly high heat capacity. A highly granular or amorphous form of copper would also explain the small effective volume for the electron-phonon coupling (\( \approx 10\% \) of the true volume) found in the thermal modelling, since the mean free path for phonon-electron collisions will be constrained by the grain sizes [108, 109]. It is also possible that some impurities in the copper may lead to additional heat leaks, for example through the ortho-para conversion of hydrogen [139].

The quality of the electroplated copper on the CBT is unknown in this regard, so in order to check for these effects, which may be significant factors in limiting the lowest temperatures obtained in this study, the copper refrigerant on the CBT was compared, using X-Ray powder diffraction (XRD) [140], with a sample of the high-\( b \) copper powder and with a sample of the high-purity, annealed bulk copper used in Lancaster-style demagnetisation cells [30]. Powder diffraction was selected as it was anticipated that there would be many small grains (\( \sim 100 \text{ nm long} \) [141]) in random crystallographic orientations in the electroplated copper. The XRD diffraction pattern is shown in Figure 5.12.

From Figure 5.12, we see that all three samples have all the peaks expected for copper, although the intensities in the bulk copper are somewhat different to what would be anticipated, likely because of a preferred crystallographic direction being created during the annealing process, meaning that powder diffraction is not ideally suited to this sample. The powder sample is readily distinguishable from the bulk by the broader peaks and the additional, lower intensity, satellite peaks. The broader peaks in the powder were observed before in [28] and suggest the presence of some randomly distributed strain, introduced by the flake hammering process. This hammering process will also tend to distort the copper lattice from the cubic to the tetragonal system. This breaking of the cubic symmetry, from a face-centred-cubic (FCC) to a body-centred-tetragonal (BCT) lattice, leads to additional X-ray reflections being permitted, explaining the production of the satellite peaks. The angular shift of these peaks is consistent with a \(-0.91\% \) strain in the lattice.
Figure 5.12: X-Ray Diffraction of the CBT Copper. Each line shows the normalised diffraction pattern of the labelled copper sample, as measured using Cu K\(\alpha\) radiation with wavelength 1.54 Å. To improve visibility, each line is offset from the others and the Si (400) peak has been clipped by a factor of \(\approx 50\). The accepted XRD data for Cu is from [142]. This figure is redrawn from [110].

The signal from the CBT sample also contains additional peaks, though these are readily accountable for: The high intensity Si (400) peak is from the much thicker (675 µm) silicon substrate. This is highly crystalline, meaning that a powder diffraction scan only shows a single peak. The Al (111) peak is the most intense aluminium peak [142], and is the only one visible here due to the aluminium layer under the copper being very thin (250 nm).

However, the narrow peaks and lack of satellite peaks in the CBT XRD pattern make it clear that overall, the CBT copper is more similar to the bulk copper than the powder, ruling out an increased value of \(b\) through strain. Other than a small amount of CuO present, no impurities can be seen, however XRD is not sensitive to the effect of impurities such as H\(_2\). Further study using, for example X-ray photoelectron spectroscopy (XPS) [143] or secondary ion mass spectrometry (SIMS) [144] may be beneficial for revealing other impurities.

5.6 Conclusions

In conclusion, the successful CBT design, used in Chapter 3 for the first proof of concept testing into the application of nuclear demagnetisation refrigeration
to on-chip electron cooling, has been modified by adding a significant amount of stray capacitance to each island. In theory, this has reduced the minimum electron temperature at which the CBT can perform thermometry down to $\approx 310\,\mu\text{K}$, although temperatures this low have not been measured in this study. Nevertheless, by reapplying the techniques developed for the study in Chapter 4, the CBT electrons have been cooled to $(1.20 \pm 0.03)\,\text{mK}$ which, to our knowledge, is the lowest device electron temperature achieved using only on-chip refrigerant, or any form of copper refrigerant. Improving on this, using only on-chip magnetic cooling, will require moving to a system which results in smaller heat leaks.
Chapter 6

Summary and Outlook

This thesis has described some of the very latest work in on-chip cooling of the electrons within a nanoelectronic device. This particular study has been focussed on the use of adiabatic nuclear demagnetisation refrigeration \[^{23}\] using only on-chip copper refrigerant, which was electroplated in direct electrical contact with the conductive elements on the nanoelectronic device. This approach permitted the construction of a simple cooling platform, with no requirements for large amounts of external copper and superconducting heat switches. Instead, the sample to be cooled, with copper refrigerant applied, was demagnetised inside a dilution refrigerator where the weak electron-phonon coupling provides the thermal isolation necessary for the device electrons to be cooled below the temperature of their host lattice, and the temperature of the dilution refrigerator.

Before this work, the majority of on-chip cooler studies were electronic in nature, relying on the creation of energy filters using junctions or quantum dots \[^{69}\]. The main motivation of these studies was the replacement of the dilution refrigerator, not the creation of new techniques for reaching new low temperatures to enable the study of new physical phenomena or to improve existing quantum devices. Initial work on reaching new low electron temperatures commenced before the work described in this thesis, with an experiment on using a CBT designed to thermalise well to its cooling platform. This was cooled first in a cryogen free dilution refrigerator to 7.2 mK, then in a wet dilution refrigerator to 4.0 mK and finally to 3.7 mK when immersed in the liquid $^3$He--$^4$He mixture \[^{49, 127}\]. At the time this was a record low temperature for electrons in a nanoelectronic device.

Following this, independently of the work presented here, magnetic cooling within a nanoelectronic device was first reported in manganese doped aluminium. This doping was used for the suppression of superconductivity in aluminium, but was
discovered to be usable for demagnetisation cooling of the device electrons to 140 mK \[83\], giving another potential candidate for the replacement of the dilution refrigerator.

In parallel with this first report of on-chip magnetic cooling, the first proof of concept work of on-chip nuclear demagnetisation cooling using copper refrigerant, as described in Chapter 3 of this thesis, took place. In this work, a variation of the CBT design used for the immersion cooling study was used with electroplated copper refrigerant on the CBT islands. This allowed the device electrons to be cooled down to 4.5 mK, with the device mounted in a commercial dry dilution refrigerator with a base temperature of 7 mK. While the base electron temperature achieved here was higher than that achieved in the immersion cooling study, it was well below the base temperature of the majority of commercial dilution refrigerators and demonstrated the effectiveness of the technique. This work was published in \[88\].

This work was followed by an attempt at replicating the technique using one of the custom-built Lancaster dilution refrigerators to provide the pre-cooling, as described in Chapter 4 of this thesis. This work required the development of a number of new techniques in order to enable the measurement of a CBT at low temperatures. While these techniques were effective, the design of this CBT was unsuited to the low temperatures achieved in this part of the study due to it having too high a charging energy. This lead to inaccurate thermometry and a large uncertainty in the final electron temperature, \((1.1 \pm 0.4)\) mK.

Subsequently, as described in Chapter 5 of this thesis, the CBT design was modified in order to increase the stray capacitance of each island, hence reducing the charging energy and producing a CBT capable of primary thermometry down to \(\approx 300\) µK. To the best of our knowledge, this is the lowest temperature capable CBT produced to date. Demagnetisation refrigeration was then performed on this device in a different Lancaster dilution refrigerator, utilizing the techniques developed in Chapter 4. This resulted in a minimum electron temperature of \((1.20 \pm 0.03)\) mK, to our knowledge the lowest on-chip electron temperature reached using copper refrigerant, and also the lowest on-chip electron temperature reached using only on-chip refrigerant of any material. This temperature was found to be limited by the heat leaks into the system, predominantly caused by a peculiarity of the particular dilution refrigerator used. This work, in combination with the techniques developed in Chapter 4 are to be published in \[110\].

In other laboratories, interest in producing new low electron temperatures in nanoelectronic devices has expanded. In Basel, a new on-and-off chip copper demag-
netisation cooling platform was designed [145] and tested with a CBT, giving minimum electron temperatures initially of 2.8 mK [134, 146] and then of 1.8 mK [147]. Following this, on-chip cooling using indium refrigerant, useful for its high heat capacity and strong coupling between the nuclear spins and electrons, has been explored. First with on-chip only indium refrigerant, yielding a minimum electron temperature of 3.2 mK [103], and then with on-and-off chip indium refrigerant, allowing a temperature of (420 ± 40) μK [50] to be reached, opening the door to sub-millikelvin nanoelectronics.

The next stages for this technology are its expansion to systems other than the CBT. The CBT was well suited to the proof of concept investigations detailed here since it is a primary thermometer of its own electron temperature, which is what we desire to cool. For the future, employing this technique on other devices to allow the exploration of new physics, is more appealing. These devices could be cooled using copper or indium refrigerant, or to enable the use of non-metallic structures, demagnetisation of doped semiconductors [148] could be attempted. One example of a quantum transport measurement was made in [50] by measuring the CBT conductance vs. bias voltage curve while cold, proving that similar measurements will be possible with the heat capacity available in their system. However, measurements in a new system that are enabled by the new low temperatures developed here should be the eventual goal.

An investigation that could be straightforwardly integrated with the on-chip cooling technique is one into the appearance of a Kondo-like temperature dependence on the resistivity of certain metal alloys which do not contain magnetic impurities. These alloys feature potential wells at random locations throughout the material as a result of a disordered distribution of the alloying element [149]. The interaction of the conduction electrons with these potential wells results in the classic logarithmic temperature dependence of resistivity, as seen in the Kondo effect [150].

This phenomenon has recently been observed to occur in Au–Ge alloys, containing ≈ 10% Au, which have been fabricated into a simple Hall bar geometry [151]. In this particular case, the exact form of the resistance vs. temperature curve is such that sensors fabricated from this material are candidates for an easy to measure resistance thermometer capable of operating from room temperature down to at least 200 mK. Further cooling these alloys down to ∼ 1 mK in order to investigate their effectiveness for thermometry at lower temperatures, or indeed explore any different behaviour they may have at these temperatures, would be worthwhile.

The 1 mm long by 80 μm wide Hall bars fabricated in [151] from 200 nm thick films
are of comparable dimensions to the CBT islands on the devices investigated in this thesis. Therefore, the on-chip cooling technique could be applied to these Au–Ge alloys by electroplating copper or indium refrigerant onto several different samples which could then be measured using four resistive connections, giving the required thermal isolation from the warm surroundings. Since this Kondo-like temperature dependence provides only secondary thermometry, this structure could be integrated onto a chip also holding a CBT which could be used for calibration.

Should cooling these samples prove successful, and their thermometry be accurate at low temperatures, these simple resistive thermometers could then be integrated into other on-chip cooling platforms to allow thermometry when cooling other samples which lack their own capability for temperature readout. Such an integrated thermometer would be better suited to this task than a CBT since the measurement is simpler to perform and the device is easier to fabricate. Going forward, this integration could be performed with, for example, a charge qubit chip, allowing an investigation into the dependence of the coherence time on the electron temperature.
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