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Introduction

If you look up “key word” in a dictionary you will find that it has various senses, but the relevant sense here is a word that has importance or significance especially to describe the contents of a document. In the context of corpus analysis, the accepted definition of a “key word” extends this sense to a statistically significant word characterizing a document, text, or corpus. The procedure to extract key words from a corpus is one of the most regularly used tools in a corpus linguist’s toolbox alongside frequency profiling, concordancing, n-grams (clusters or lexical bundles) and collocation analysis. Numerous studies in linguistics and other disciplines have exploited the key-words procedure for the analysis of textual data, ranging from a discourse analysis of refugees and asylum seekers in the UK press, studies of health communication, lexical simplification in translations, profiling of learner language, to e-learning materials development. The key-words procedure is inherently comparative. In order to discover the statistically significant key words in a corpus, we compare it to a (usually larger) reference corpus and extract the words that occur significantly more or less frequently compared to what we expect based on the reference document(s).

There are several further meanings of “key word” in the language- and text-processing literature that we turn to briefly here. In the area of information retrieval (IR), the science of indexing and searching for information in document collections or on the Web, a “key word” is a manually assigned word or phrase given as a label to a book or article by an author or human abstracter. Techniques have been proposed in IR to extract such key words automatically from text (notably Sparck Jones, 1971) and some of these measures are now finding their way across to the community of corpus linguistics (Oakes, 2008). Similarly, one can assign key words to photographs or images to assist in their retrieval (Zhou & Huang, 2002). Early work in semantics was carried out by Firth (1935) on “focus and pivotal words” and this laid the groundwork for much that was to follow. Cultural key words are “words which capture important social and political facts about a community” (Hunston, 2002, p. 117). Williams (1983) produced a set of around 120 words which were important in the culture but were selected subjectively. Stubbs (1996, p. 172) made his selection of words based on characteristic collocations to show the associations and connotations that they have. Wierzbicka (1997, p. 16) in trying to understand cultures through their key words had no “objective discovery procedure” for them. Finally, Stubbs (2010) compared and contrasted the concepts of cultural key words with the statistical key words that we shall focus on here.

Having now examined the core and related definitions for key words, in the next section we will further clarify what significant key words are and define the process by which they are calculated. Next, we will focus on problems and limitations of the technique and possible solutions to them, before concluding by considering a variety of applications for this technique by way of further literature for the reader to explore.

This is the submitted version of the following book chapter which has been published in final form as:
Method: How Are Key Words Calculated?

The procedure to calculate key words can be applied mechanically, is conceptually quite straightforward, and is comprised of three stages. The first stage is to compute a word-frequency list for each of the two texts that we wish to compare. One of these texts would usually be the larger reference corpus mentioned above. For each text, the word-frequency list records the different word forms (types) and how many times they occur (tokens). We also count the total number of running words in each text. The second stage is to compare the two resulting frequency lists. Some complexity arises in the application, choice of formula, and the assumptions made in such calculations and we will further describe these issues below. Conceptually the comparison is again quite straightforward.

For each word in the two texts, we apply a metric or formula that compares its relative frequencies (i.e., percentages of occurrence) in the word-frequency lists. The value of the statistic or “keyness” is proportional to the difference in relative frequencies. In other words, the larger the difference in relative frequencies, the larger the value of the statistic or “keyness.” The third and final stage of the process is to sort the words in terms of their keyness. This means that, all other things being equal, the most interesting key words with the largest keyness values appear at the top of the list. The least interesting words, whose relative frequency is similar in the two texts, are listed toward the bottom of the key-words list. We can further distinguish between positive and negative key words. Positive key words are those which are “overused” in the first text: their relative frequency is higher in this text compared to the second or reference text. Negative key words are said to be “underused” in the first text relative to the second since their relative frequency is lower in this text compared to the reference corpus. In most cases, it is the positive key words that are most interesting since they tell us about what occurs more often in the first text.

In terms of the second stage and the application of the keyness statistic, we first need to construct a “contingency” table for each word in the frequency lists. Then we apply our chosen statistic to calculate the keyness value. The most widely used significance method is log-likelihood with chi-squared now being less frequently used. Other keyness statistics have been proposed; see Baron, Rayson, and Archer (2009) for a detailed survey and discussion of the criticisms of these statistics. Chi-squared was first used in a corpus analysis context by Hofland and Johansson (1982) to compare word frequencies in corpora of 1 million words of American English (the Brown Corpus) with 1 million words of British English (the LOB Corpus). The chi-squared values can be looked up in statistical tables (of the chi-squared distribution) in order to identify those that are statistically significant at different levels of confidence, for example 5%, 1%, and 0.1%. Each level corresponds to a cutoff and a probability (or “p”) value. For example, the 5% level (or p value of 0.05) corresponds to a keyness critical value of 3.84. Hence any words with a chi-squared value greater than or equal to this value are considered significant. At the 1% level, p value of 0.01, the critical value is 6.63. We can specify smaller p values and correspondingly higher critical values in order to be more certain of our results. This mathematical process is known as hypothesis testing and the default or “null hypothesis” in this test is that there is no difference between the actual frequencies we observe in the two corpora. A high enough keyness value allows us to reject this null hypothesis for a given word, although it should be noted that, strictly speaking, this does
not logically entail support for the alternative hypothesis, that there is a difference between the actual frequencies.

Log-likelihood (LL) was first brought to the attention of the corpus community by Dunning (1993) for collocation analysis. LL has been shown to be more reliable than chi-squared in a number of different arrangements of corpus comparison (Rayson, Berridge, & Francis, 2004) such as varying the relative sizes of the corpora and across the range of word frequencies. Hence, we will present it here. This simpler version of the formula comes from Read and Cressie (1988, p. 3) who show that chi-squared and log-likelihood come from the same family of statistics.

### Table 1  Contingency table for keyness calculation

<table>
<thead>
<tr>
<th></th>
<th>Corpus 1</th>
<th>Corpus 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of a word</td>
<td>a</td>
<td>b</td>
<td>a + b</td>
</tr>
<tr>
<td>Frequency of other words</td>
<td>c - a</td>
<td>d - b</td>
<td>c + d - a - b</td>
</tr>
<tr>
<td>Total</td>
<td>c</td>
<td>d</td>
<td>c + d</td>
</tr>
</tbody>
</table>

Table 1 shows the contingency table that we need to complete for each word in the frequency lists. The values “a” and “b” are the “observed” or actual frequencies of the words in the two corpora. The total size of each corpus is shown by “c” and “d.” We first calculate “expected” values for each word using the following formula:

\[
E_i = \frac{N_i \sum O_i}{\sum N_i}
\]

The expected values are simply averages for each word adjusted for the corpus size. In this formula, “N” corresponds to the total number of words and “O” corresponds to the observed value. From Table 1, \(N_1 = c\), and \(N_2 = d\). So, we calculate \(E_1 = c \times (a + b) / (c + d)\) and \(E_2 = d \times (a + b) / (c + d)\). The final log-likelihood value is then calculated using the following formula:

\[
LL = 2 \sum O_i \ln \left( \frac{O_i}{E_i} \right)
\]

The formula represents the distance of the word frequency in each corpus from the previously calculated expected or average values. In terms of Table 1, \(LL = 2 \times ((a \times \ln(a / E_1)) + (b \times \ln(b / E_2)))\). This result can be calculated using a simple spreadsheet, although we have to be careful about calculating \(\ln(0)\), so in practice we ignore that half of the calculation if “a” or “b” are zero.

A very important caveat is required at this point. Statistical goodness-of-fit procedures such as chi-squared, the log-likelihood metric and others assume that samples are random with independent observations, but of course we know that language corpora do not abide by these assumptions (Stubbs, 1995; Kilgarriff, 2005; Evert, 2006; Baroni & Evert, 2007). Gries (2005) also highlights the fact that corpus linguists rarely apply a correction for multiple “post-hoc” testing as takes place in the key-words procedure and points out that this correction is more common in other disciplines. Additionally, null hypothesis significance testing is increasingly being criticized in other research areas. The usual sidestep taken by linguists who are aware of these criticisms is to employ the metrics to
calculate the keyness values and use them only to place the key words in rank order rather than determine significance for each word. If we put less reliance on the significance-testing component of the procedure, it can be used informally to guide our analyses (Rayson & Garside, 2000).

Scott defined, refined, and applied this key-words process with his WordSmith software in a number of papers (1997, 2000a, 2000b, 2001a, 2001b, 2002). As we have seen, the procedure is inherently comparative and usually involves a general reference corpus. It can also be used to compare a text with other relevant texts (Rayson & Garside, 2000; Seale, Ziebland, & Charteris-Black, 2006). There are at least three important considerations to bear in mind when choosing the reference text: representativeness, homogeneity, and comparability. Representativeness (Biber, 1993) is an important attribute for a reference corpus. To be representative, a corpus should contain samples of all major types of text (Leech, 1993) in some way proportional to their use in “everyday language” (Clear, 1992). This allows us to discover features in the study text with significantly different usage to that found in “general” language. Where we are comparing corpora of roughly equal sizes, as in the Hofland and Johansson (1982) study to compare British and American English, homogeneity is important since we may otherwise find that the results reflect certain sections within one of the corpora that are unlike the remainder of the two corpora being compared. Comparability refers to the sampling methods employed in the collection of each of the corpora and ideally the same sampling methods should be employed in each case. For example, the LOB Corpus was created to be comparable to the Brown Corpus and its compilers used the same design and collection procedures. This renders the results directly comparable and avoids any unintended surprises such as key words arising because the corpora are sampled from a different time period, genre, or domain.

Problems, Limitations, and Extensions of the Technique

In addition to the caveats already expressed above, there have been some criticisms of the key-words approach. Berber Sardinha (1999) highlighted one drawback in that there are normally far too many key words for the researcher to analyze. Baker (2004a) noted three points in relation to the technique. First, “a key word analysis will focus only on lexical differences, not lexical similarities” (Baker, 2004a, p. 349). Comparing, as Baker did, two corpora of gay and lesbian erotic narratives to general corpora such as Brown or LOB would produce different key words than when comparing the erotic narratives to each other. This reinforces the careful choice of a reference corpus as of prime importance. Second, a word may be key because it occurs very frequently in one part of a corpus. Hence, examining the range or dispersion of a key word is important. Third, “key words only focus on lexical differences, rather than semantic, grammatical, or functional differences” (Baker, 2004a, p. 354). It is possible to find cases where a word is key when it appears with a number of different meanings in the text and, in contrast, cases where a word does not get marked as key because counting all of its senses together hides the fact that one of the senses is key when counted separately. Gries (2006, p. 116) also stated one obvious limitation of key-word variability studies as “they have little or nothing of interest to offer a linguist who is primarily interested in grammatical or other phenomena.” Recent research has pointed out the limitations of using one frequency count to represent the within group variation of occurrences in a corpus (Brezina and
Meyerhoff, 2014), problems of the assumption of independence (Lijffijt et al., 2016) and has proposed the use of a new effect size metric to complement existing significance measures (Hardie, 2014).

In terms of revisions to the technique, Scott (1997) right from the start extended the procedure to find “key key words.” These are words that are shown to be key in a number of files within a corpus. Mahlberg (2007) showed that the keyness procedure applied to lists of clusters (recurrent phrases or n-grams) can produce useful results for studying local textual functions in literary stylistics. In order to address the criticisms of the keyword procedure as discussed above, Rayson (2008) proposed an extension to the process to include key parts of speech and key semantic domains as implemented in the Wmatrix software. This exploited automatic corpus-annotation tools that assign a grammatical label and semantic field tag to every word or phrase in a corpus. The frequencies of these tags were counted to produce tag-frequency lists and then the keyness calculation was applied to those lists in addition to the word-level lists. As a result, at the semantic level, words are grouped together into semantic fields which do not emerge from the word-level analysis, thus allowing a richer and deeper set of key items to emerge. The practical problem of too many words to examine is also partially solved because of the smaller number of semantic groups that need to be consulted.

Example Applications

By way of a small example, the key-words procedure was applied to the full text of “Alice’s Adventures in Wonderland” (one of the most frequently downloaded texts from the Internet Archive and Project Gutenberg; see online resources). The total text is around 27,000 words long and it was compared to the British National Corpus written sampler (1 million words). As Scott notes, many of the top key words in any comparison are personal names and this can be seen in the results here. The top 20 key words are (in order of keyness): Alice, she, said, turtle, hatter, gryphon, I, it, mock, you, herself, dormouse, Queen, rabbit, her, house, March, caterpillar, very, duchess. Using a p value of 0.01, there are 1,189 words above the critical log-likelihood value of 6.63, giving plenty of words to examine in further analysis.

The key-words procedure has been used to address a wide range of research questions in linguistic analysis. Baker (2004b) used key words to examine discourses of homosexuality in the UK House of Lords debates on gay-male law reform, and later for a large-scale comparison of British and American English (2017). Toolan (2006) highlighted the growing trend of use of the key-word procedure for literary analysis as a way of discovering foregrounding, structuring, and reader-guiding in a text. There are many further examples on the Web pages of WordSmith and Wmatrix tools listed in the suggested readings below. Scott and Tribble (2006) also showed how key words and other related corpus analysis techniques can be used in language education and teaching.

SEE ALSO: Corpora: English-Language
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