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Abstract 

The work in this thesis reports on the design, growth, fabrication, measurement and 

analysis of n-GaSb/Al0.2Ga0.8Sb heterostructures. Initially a growth study was completed 

in order to minimise the native 𝑝-type GaSb defects (usually of p ~ × 1017cm−3 ) and to 

calibrate the 𝑛-type doping (achieved using Te). This growth study then informed 

simulations of the band structure and the transport properties via Schrödinger-Poisson 

and transport lifetime modelling, allowing an investigation for the design of a high 

mobility n-GaSb/Al0.2Ga0.8Sb structure, to ensure correct confinement. The optimum 

designs from the simulation study were then grown and fabricated into 8-pad geometry 

non-gated Hall bars. The metallisation recipe researched further as initial recipes were 

deemed unsuitable. The resulting devices were then measured as a function of magnetic 

field and temperature to obtain the transport properties (mobility and carrier density). 

It has been shown that an optimum set of growth conditions (𝑇𝑔 = 475 °C, V/III=1.3) 

reduces the 𝑝-type native defects resulting in a hole concentration of 5 × 1016 cm−3 at 

room temperature. Simulations of AlGaSb/GaSb heterostructures were completed, 

investigating the conduction band and the effect of the 𝑝-type defects. It was found that 

doping below the well is necessary for confinement in these structures. Both square and 

triangular quantum wells were grown on semi-insulating GaAs substrates with an 

interfacial misfit array to prevent strain. These samples were fabricated where the 

metallisation recipe Pd/In/Pd/Au was used, allowing cold temperature measurements. 

Measurements of the transport properties across a temperature range of (3-300) K at low 

field (< 3 T) resulted in a peak mobility of 9030 cm2/Vs, where background impurity 

scattering was shown to be the limiting scattering rate. High field measurements of a 

doped heterojunction resulted in Shubnikov-de Haas oscillations visible up to 100 K. As 

the first transport measurements of confined n-GaSb/AlGaSb, these results inform the 

direction of optimisation for high mobility devices in this material.  
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“I was taught that the way of progress was neither swift nor easy.” 

- Marie Curie 

 

  

 

Introduction 

1.1  Motivation  

Over the last few decades, electron transport in nanostructures has been heavily 

investigated, particularly in materials such as silicon and gallium arsenide (GaAs). Over a 

period of 10 years the mobility of GaAs/AlGaAs heterojunctions increased by a factor of 

1000, and research has since branched out into many other materials. However, a 

relatively similar material, gallium antimonide (GaSb), has yet been relatively untouched. 

Though the mobility of bulk GaSb has been investigated, no significant research into 

electron mobility has yet been performed on GaSb/AlGaSb two-dimensional electron 

gases (2DEGs).  GaSb has a lower effective mass and a higher dielectric constant than GaAs, 

both advantageous for high mobility devices. Unfortunately, it also has a high native p-

type background and has an interesting n-type band structure, with low lying L and X 

minima which can contribute to conduction. This work aims to further the knowledge of 

transport properties in confined n-type GaSb systems through investigation of both 

simulation and experimental work. This work also aims to further the understanding of 

the complications of creating a confined n-GaSb electrical device. 

GaSb has been known and well-studied in the III-V semiconductor field as an 

optoelectronic material. The emerging material has proven significant in the 

semiconducting world, particularly in the areas of infra-red photonic detectors and long 

wavelength lasers [1-3].  However, detailed knowledge of the electrical properties of GaSb 

is relatively limited. Investigations into bulk transport properties started in the 1960s, 

though interest then waned, however, recently there has been a resurgence in interest in 

GaSb  for with confined hole transport  for topological insulators [4], as well as added 

interest in high magnetic field transport measurements in 𝑝-type GaSb [5]. Despite the 
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lack of depth of investigations into the electron based transport properties in GaSb, there 

has been research into various fundamental properties which will aid this work, such as 

the growth condition dependence of the native p-type defects found in GaSb [6-8] and the 

unusually high p-type nature created from low tellurium doping levels [9]. Further, 

research has shown that there is a particularly low-lying L-band in GaSb, where this has 

been shown to have a potentially significant impact on the measured Hall coefficient 

across temperature for bulk n-GaSb[10]. Nonetheless, confined electrical properties and 

electrical devices in n-GaSb based systems is a field that is under researched, where 

research in this area could unlock a wealth of potential applications [11]. 

As an understanding to the potential benefits that GaSb can unlock, it is worth comparing 

to the historical improvements seen in GaAs/AlGaAs systems, a comparatively similar III-

V semiconductor. These comparisons not only highlight the similarities between GaSb and 

GaAs, but show the potential improvements possible in GaSb due to many advantageous 

physical properties. One of the principle reasons for the extensive research into GaAs, 

besides the low effective mass, is the fact that its alloy, AlGaAs is well lattice matched, 

reducing the strain in these systems. Whilst AlGaSb is less well lattice matched, the change 

in lattice constant for small aluminium fractions is still small, especially when compared 

to the more extreme III-V InSb, where strain and the associated defects are often a limiting 

factor in many practical heterostructures[12]. Further, recent developments into the 

growth of GaSb, particularly at Lancaster University, have shown that interfacial misfit 

arrays (IMFs) can be employed to effectively eliminate any strain between grown GaSb 

epilayers and a GaAs substrate, allowing for microns of unstrained growth. This allows 

the implementation of a defining feature of GaAs based systems in a material system 

where the electron effective mass is ~42 % lower (𝑚GaAs
∗ = 0.067 m0, 𝑚GaSb

∗ =

0.039 m0)[13]. 

Extending this comparison, since the invention of molecular beam epitaxy (MBE) by J. R. 

Arthur and A. Y. Cho in the late 1960s, GaAs based systems have improved in low 

temperature mobility from ~104 cm2/Vs in the late 1970s to ~107 cm2/Vs in the late 

1990s. The highest reported mobility has been achieved in a GaAs two-dimensional 

electron gas (2DEG), with a maximum mobility of ~35 × 106 cm2 Vs⁄  [14]. Many of these 

improvements have been achieved through improved understanding of growth 

conditions, the growth kinetics on the sample surface and dedicated MBE machines, as 

well as improvements in heterostructure design to reduce carrier scattering. On this first 

point, many of the improvements in understanding developed for GaAs are also directly 

applicable to GaSb, and further, many growth trials have previously been undertaken to 
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explain various experimental observations in GaSb. These include an inherent p-type 

background, believed to come from native defects, the formation of which ae unavoidable 

in GaSb, though the density of which can be improved upon. Similarly, the understanding 

gained in the design of GaAs based heterostructures can be applied to GaSb, though again 

careful consideration has to be taken to account for the high 𝑝-type background. This is a 

research area that could be greatly expanded upon, with at this time, no strong 

confirmation of electrical measurements and analysis of confined 𝑛-GaSb based systems. 

Expanding this point further to again highlight the advantageous properties of GaSb, a 

significant limiting factor of the mobility for many GaAs samples is the remote ionised 

impurities scattering, the mobility equivalent of which has a dependence of εr
2 𝑚∗⁄ , where 

𝜀𝑟 is the relative permittivity and 𝑚∗ is the effective mass [14, 15]. For both these material 

parameters GaSb is favourable compared to GaAs for high mobility samples (𝜀𝑟 = 15.7 for 

GaAs and 𝜀𝑟 = 12.9 for GaSb). These favourable parameters sparked interest from a 

number of research groups, as such Takeda et al.[6]. Takeda et al. investigated the 

possibility of improved mobility in AlGaSb/GaSb structures from AlGaAs/GaAs through 

simulation, focusing on the mobility produced from remote ionised impurities scattering 

at low temperature. Shown below in Figure 1.1 is a simulation completed by Takeda et al. 

showing the mobility associated with remote ionised impurities scattering at a 

temperature of 1 K. The simulation shows the mobility is greater for GaSb than GaAs 

across a wide range of carrier densities, giving promise to high mobility devices made 

from confined GaSb structures. This simulation however is limited to just remote ionised 

impurities. However, at the time this work was produced GaSb was a relatively unknown 

material, and therefore important factors were overlooked, such as the native defects 

present in GaSb. These defects are significant and typically result in a 𝑝-type concentration 

of ~1017 cm−3. Therefore, remote ionised impurities are not the only scattering 

mechanism that needs to be considered at low temperature.  

Though these defects are significant in concentration, which will increase scattering and 

lower mobility, as mentioned previously, GaSb does not suffer from significant strain like 

other III-V materials such as InSb. Introduction of interfacial misfit arrays between GaAs 

and GaSb, allows for the growth of GaSb on GaAs substrates for many microns without 

significant strain build up.   
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Figure 1.1: Simulated electron mobility as a function of sheet carrier 
density at 1 K for AlGaAs/GaAs (solid) and AlGaSb/GaSb (dotted) 
heterojunctions [15].  
 

The production of high mobility structures leads to devices which can be used for low 

power consumption, high speed technologies such as in communications and sensing [16]. 

Historically, GaAs, being well researched and optimised for these applications. However, 

there has been a trend in recent years towards higher lattice constant, lower band gap 

materials for the production of high electron mobility transistors (HEMPTs), in which the 

antimonides are next in line. GaSb is far behind the curve for these applications and is 

currently not well researched for even fundamental electrical properties[17]. 

The work presented here aims to help rectify this by performing detailed simulations of 

GaSb based structures to create designs for high mobility structures, growing, fabricating 

and measuring these AlGaSb/GaSb structures, and extracting and analysing their 

transport properties, relating these back to back to the initial simulations.    

 

1.2  Thesis Structure 

This thesis describes the design, growth, fabrication, measurement and analysis of 

Al0.2Ga0.8Sb/GaSb heterostructures, where the devices processed are non-gated Hall bars 

and the measurements are aimed at obtaining the transport properties of these 

structures. Overall this thesis is a guide to the process of going from physical concept to 

reality. As such, each chapter (where relevant) contains background theory, 

implementation and results, where each chapter represents one step in the process 

towards the measurement of the transport properties of Al0.2Ga0.8Sb/GaSb 

heterostructures.  
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Chapter 1 discusses the motivation for this work and where n-Gasb/AlGaSb structures fit 

into the field of transport measurements with regards to the more established 

GaAs/AlGaAs. The improvement in the mobility of GaAs heterostructures over time is also 

discussed to give an historical perspective of the possible improvements that can be made 

given sufficient time and with a focussed research effort. 

Chapter 2 gives an overview of the general background theory that is necessary for the 

rest of this thesis, however theory specific to only a single chapter is discussed in that 

chapter. The theory outlined includes the electronic properties of crystals, such as crystal 

structure and band structure formation, the Fermi-distribution and the density of states, 

and the use of these to calculate the carrier density of doped and undoped systems. Basic 

transport theory is also outlined focussing primarily on the Hall effect, with the further 

concepts of transport lifetime and scattering discussed in Chapter 7. This chapter then 

moves onto band structure engineering and the formation of 2DEGs through alloying and 

layering of materials. The implications of confinement on the previously stated theory are 

then discussed. Finally, the practical realisation of confined structures is discussed in the 

form of strain within crystal structures, and lattice mismatch between dissimilar crystal 

compositions. 

Chapter 3 explains the use of epitaxial growth in this work and the challenges that come 

from the native defects in GaSb. Not only is the theory behind molecular beam epitaxy 

(MBE) explained, but also the standard procedure of how to use an MBE machine to 

practically realise GaSb based heterostructures. Following this, a literature review is 

given, describing the nature of the defects in GaSb, with this influencing the subsequent 

growth study performed in this work to improve the quality of GaSb growth. This growth 

study varied different growth parameters (such as flux ratios and growth temperatures) 

in an attempt to reduce the native defects and improve mobility in bulk GaSb as a building 

block to creating high mobility Al0.2Ga0.8Sb/GaSb heterostructures.  This section also 

includes a tellurium doping calibration study, with samples presenting with an unusual 

correlation between carrier concentration and cell temperature (doping level) at low cell 

temperatures. Both n-type and p-type samples were investigated across a range of 

measurement temperatures. 

Chapter 4 moves on from growth to the fabrication of Hall bars, where standard 

processing procedures are described. The theory behind each procedure is discussed and 

the processing recipe outlined. The procedures include optical lithography, metallisation 



6 

via thermal evaporation, etching and electrical bonding.  The lithography mask used was 

created specifically for this work and so the design process of the mask is also described. 

Chapter 5 outlines the difficulties of the metallisation of n-type GaSb to create low 

resistance contacts, as well as the investigation performed into achieving ohmic contacts 

for n-GaSb. There does not exist in the literature a standard metallisation for ohmic 

contacts to n-GaSb, despite many research groups attempts, and as such, a literature 

review is given to highlight the range of possible metallisation recipes previously 

attempted. The metallisation of n-GaSb is discussed at length as creating ohmic contacts 

to this material has proven difficult in practice. As such, the theory behind ohmic 

contacting and the investigation into varying contacting recipes is presented. Simple 

characterisation measurements were obtained for each metallisation recipe to obtain a 

practical solution to contacting n-GaSb, where the aim was to find a reasonable contacting 

resistance across the temperature range being used for transport measurements 

(3-300) K. 

Chapter 6 describes the simulations undertaken to appropriately design an 

Al0.2Ga0.8Sb/GaSb heterostructure to achieve two-dimensional confinement of electrons. 

The first section of the chapter provides the practical design considerations for the 

heterostructures and how these considerations were accounted for in the simulations that 

were undertaken. Following this, the theory behind a Schrödinger-Poisson solver, used to 

analyse the band structure of the heterostructure, is given. The band structure simulation 

results for various Al0.2Ga0.8Sb/GaSb structures are presented, where the results include 

investigations into the dependence of the confinement in the heterojunctions when 

parameters such as the dopant and defect concentrations are varied. Subsequently, 

transport modelling theory is discussed, with the predicted transport properties (mobility 

and individual scattering rates) of Al0.2Ga0.8Sb/GaSb quantum wells and heterojunctions 

shown. There is a further look into the electron scattering behaviour in these structures 

where square and triangular quantum wells are compared. From these studies, a set of 

viable structures are selected to be grown and measured, with the measured results from 

these structures displayed in chapter 7. 

Chapter 7 presents the measured transport data for an Al0.2Ga0.8Sb/GaSb square quantum 

well and two Al0.2Ga0.8Sb/GaSb heterostructures, designed in the previous chapter. The 

chapter begins by describing the equipment set ups used to perform electrical 

measurements. The low B-field data is analysed, including through two-carrier fitting, and 

the electron mobilities and carrier densities are extracted for the square quantum well 
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and the heterojunctions.  Comparisons are again drawn between the heterojunctions and 

quantum wells with a transport model used to analyse the principle scattering 

mechanisms in each structure. Subsequently, high-field, Shubnikov-de Haas 

measurements are presented and analysed, with these confirming the presences of a 

2DEG, as well as allowing extraction of a carrier density, effective mass and quantum 

lifetime. Discrepancies between the predicted and measured mobilities are also discussed. 

Chapter 8 summarises the body of research and results presented in this work, and 

suggests possible areas of study for future endeavours, including further studies into the 

growth, metallisation and high temperature behaviours of n-type GaSb based materials. 

  



8 

 “Anyone who is not shocked by quantum theory has not understood it.” 

- Niels Bohr 

 

  

 

The Physics of Semiconductor Structures 

In the modern-day world, we are surrounded by semiconductor structures, from the light 

emitting diode to the field effect transistor and have a good understanding of their 

electrical properties. The key to the success of the semiconductor is the control and the 

variety. Rather than being simply conducting or non-conducting they require an input 

such as temperature or voltage in order to conduct and the input required is dependent 

on the exact composition of the semiconductor. This allows a host of (semi)conductive 

material to be created with different properties each suitable for a different application 

by simply adding a bit more of a particular element.  

In this chapter the physical and electronic structures of bulk semiconductors will be 

explained, followed by a brief summary of electron transport. After which, there will be 

an explanation of combining semiconductor materials in order to create electron 

confinement, from which some of the strengths of semiconducting materials will become 

clear. Overall this chapter introduces the background knowledge required to understand 

the rest of the thesis, but more relevant theory to the specific results will be given in the 

following chapters. The theory in the first two parts of this chapter is required for 

understanding bulk materials, which are investigated for material quality in Chapter 3. 

The overall aim of this thesis is an investigation into transport of electrons in AlGaSb/GaSb 

structures, the engineering of which is discussed in the latter section. From this base 

knowledge, structures were created, where Chapter 6 and 7 discuss the simulation and 

measurement of these confined structures. This chapter will discuss semiconductors in 

general, however, with particular reference to III-V semiconductors and specifically GaSb. 
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2.1  Electrical Properties of Semiconductors 

2.1.1 Crystal Structure 

Semiconductors have a crystalline structure where a regular array of atoms is formed. 

Binary semiconductors (a semiconductor created from two atomic species) will alternate 

each atom to create a regular structure where each atom of an atomic species is 

surrounded by the other atomic species. The outer electrons of each atom bond the 

structure together; the group III atom donates three electrons to bonding and the group 

V donates five electrons to bonding etc. This bonding is in general covalent (sharing of 

electrons), however there is some ionicity due to the electronegativity1 difference of the 

group V and III atoms resulting in a greater distribution of electrons around the group V 

atom [18]. 

Crystals can form a few different types of crystalline structure each made up of the same 

repeated shape, a unit cell. The Bravais lattice describes the shape of the unit cell with the 

most common being face-centred cubic, primitive cubic or body-centred cubic as seen in 

Figure 2.1 (left). 

 

Figure 2.1: Left: Examples of the standard Bravais lattices including the 
primitive cubic, the body-centred cubic and the face-centred cubic (fcc). 
Right: An example of a zinc blende structure where the dark atoms form 
one face centred cubic structure and the light atoms form another. Where 
the bottom left light atom is the equivalent to the bottom left corner of its 
fcc structure and the others are the face centred atoms that are held in that 
cubic unit cell. 
 

 
1 The power of an atom in a molecule to attract electrons to itself. 
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In general, III-V semiconductors such as GaSb and GaAs have a zinc blende structure. This 

structure consists of two face-centred cubic lattices (fcc) combined, where the group three 

atom forms one fcc and the group V atom creates another. Each atom is bonded to four 

nearest-neighbour atoms of the alternative species, this could also be described as a face-

centre cubic with two atoms offset from each other in each atomic slot [19, 20]. When 

growing a semiconductor crystal, the structural integrity of the crystal is key. When 

combining materials, an important property to note is the lattice constant, 𝑎0, which is the 

width of the unit cell; in cases where the unit cell is not cubic a material may have more 

than one lattice constant in each direction [19].  

In order to describe the electronic properties, reciprocal or momentum space is often used 

by redefining the crystal lattice in that space. In this space, the electron energy states can 

easily be associated with an electrons wave-like nature, where the reciprocal lattice in k-

space defines the allowed energy states for the electrons through the associated 

momentum. The spacing between the allowed states is equal to 2𝜋/𝐿, where L is the length 

of the crystal. This concept can be a difficult one, but the real importance is that the 

periodic nature of the crystal is maintained in momentum space and so much like the unit 

cell, only the repeated element of the space needs to be observed.  

2.1.2 Band Structure and Effective Mass 

The band structure of a semiconductor is simply a description of the energy states in the 

crystal that electrons may occupy.  

  
Figure 2.2: Left: Simplistic band diagram commonly used when combining 
multiple semiconductors showing the conduction band edge 𝐸𝑐 , the valence 
band edge 𝐸𝑣 with a gap between them, 𝐸𝑔. Right: Parabolic band structure 

showing the conduction band, and the heavy hole and light hole bands (both 
of which make up the valence band).  
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Some energy states are so high that they will never be occupied and some so low that they 

are consistently occupied. The energy states are closely packed and form what are called 

bands shown on an energy diagram. The simplest band structure diagram can be 

displayed as a valence band and conduction band, where at 0 K all states are filled up to 

the valence band edge. Between the bands is an energy band gap where energy states are 

forbidden. The size of the band gap is the obstacle electrons have to overcome in order to 

conduct. The upper limit of the band gap is given by the conduction band, which has an 

edge at the lowest unfilled state. This is for intrinsic semiconductors where doping and 

dopant states are not considered, doping is considered in more detail later in the chapter.  

In the conduction band the electrons are free, and not bound to an individual atom. 

The bands originate from the states of orbiting electrons, where the outer electrons can 

be described by their state, such as 4p1 for Ga and 5p3 for Sb. When two atoms are brought 

close together the states of the separate atoms begin to merge and form what are called 

bonding and antibonding states.  In a bonding state the electron probability density is 

nonzero between the atoms and is found at a lower energy, it is these states that form the 

valence band. The antibonding state is solely focused on each atom with zero-electron 

distribution between them, these states are what form the conduction band.  

 

 
Figure 2.3: Top: The probability densities of the bonding and antibonding 
states offset by an amount relative to the energy difference between them. 
As the separation decreases the difference in energy increases. The light 
blue indicates the bonding state and the dark blue indicates the antibonding 
state. Bottom: Formation of bands and a gap from bonding and antibonding 
orbitals as the atomic distance decreases, adapted from ref [21]. 
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These states are at different energies due to the Pauli exclusion principle, and only one 

spin up electron and one spin down electron can fill each state. This is just a simple case 

with a couple of atoms but can be readily extended to a full crystal structure where both 

the valence and conduction bands have a high density of states in each and are separated 

by an energy gap[22]. 

The above is a qualitative description of the tight-binding model, where the crystal 

potential is strong, and electrons are mostly bound to atoms. The tight binding model is 

mathematically stated in a number of standard texts such as “Band Theory and Electrical 

Properties of Solids” [23]. There are a few other models that can be used to describe the 

formation of a band structure such as the free and nearly-free electron models, where 

weak crystal potentials are assumed, and the model starts from a formed crystal and 

introduces the electrons. Despite approaching the situation from a completely different 

point of view, all these models arrive at similar band structures, with a periodic nature 

and approximately parabolic relation of energy in k (reciprocal space)[23].   

Reciprocal space, where the dimensions are expressed in the wave vector 𝑘, is often used 

to help describe the energy of the electrons in the crystal. In one dimension the wave 

vector k is related to real space by 𝑘𝑥 = 𝑛𝑥2𝜋/𝐿𝑥, where 𝐿𝑥 is the length of the crystal and 

𝑛𝑥 is an integer number. The electron probability density in a crystal spreads across all 

real space, making real space an inconvenient variable when evaluating electron 

movement. The wave vector 𝑘 is related to the spatial frequency of an electron’s 

probability density, making it a more convenient coordinate. 

The simplified parabolic dispersion relation (E vs k) for a semiconductor is suitable for 

many cases and can be determined with equation 2.1 

 𝐸 =
ℏ2𝑘2

2𝑚𝑒
 , 2.1 

where 𝑘 is the wave vector, 𝐸 is the energy of the state and 𝑚𝑒 is the electron mass and 

where the electron mass is proportional to the curvature of this 𝐸-𝑘 relationship. Equation 

2.1 is the free electron case, however when we consider an electron travelling in a crystal, 

the potential of the crystal must also be considered. Mass is a quantity that is in general a 

resistance to acceleration and thus an effective mass, 𝑚∗, is used to more accurately 

describe the movement through the crystal lattice. The crystal lattice itself will exert a 

force on the electron as it moves and thus the effective mass will be crystal, and therefore 

material, dependent. The effective mass is defined by the curvature of the respective 

energy band and, can be expressed by 
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1

𝑚∗
=
1

ℏ2
𝜕2𝐸

𝜕𝑘2
 . 2.2 

In the crystal, the energy, E, of the conduction band will be given by  

 𝐸 = 𝐸𝑔 +
ℏ2𝑘2

2𝑚𝑒
∗  , 2.3 

where the top of the valence band is equal to 0 and the valence dispersion energy is 

defined as 𝐸 = −ℏ2𝑘2/2𝑚ℎ
∗ . In the valence band a different effective mass has been stated, 

this represents the effective mass of a hole. The hole is a quasi-particle which is defined 

as the absence of an electron when an electron is excited to the conduction band. A hole 

moving in the valence band is considered to be a positively charged particle as it behaves 

in the opposite manner to the electron. 

In certain semiconductors the dispersion relationship is non-parabolic, leading to an 

energy-dependent effective mass. Equation 2.1 is simply a first approximation and the 

second order equation becomes 

 𝐸 (1 +
𝐸

𝐸𝑔
) =

ℏ2𝑘2

2𝑚∗
 , 2.4 

with the effective mass for a non-parabolic band defined as 

 𝑚∗ (𝐸) = 𝑚∗ (1 +
2𝐸

𝐸𝑔
) 2.5 

where 1/𝐸𝑔 is considered the non-parabolicity factor. Therefore, as the band gap reduces 

the effect of non-parabolicity increases [24]. With the 𝑘 vector for both parabolic and non-

parabolic bands being dependent on carrier density, the physical significance of non-

parabolicity is a resulting carrier density dependent effective mass. 

By using the quadratic formula the non-parabolic energy 𝐸 can be found for a range of 𝑘-

vectors and the non-parabolic effective mass can be extracted. It is shown clearly here that 

the effect of non-parabolicity only comes into play for GaSb at a 𝑘 of ~0.05 2π/a0, shown 

in Figure 2.4. 
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Figure 2.4: Parabolic and non-parabolic dispersion relations for GaAs 
(green) and GaSb (blue), with the non-parabolic dispersion shown as 
dashed lines. 
 

Above where we have discussed the conduction and valence bands, we are describing a 

single direction in the crystal, usually this is satisfactory. However, in reality the crystal 

structure is a 3D entity, and there are differing conduction band-edges relating to these 

directions.  

 

Figure 2.5: Full GaSb band diagram for the conduction and valence bands, 
reproduced from ref [11], annotated to point out the 𝐸𝑔 for both Γ and L 

points. 
 

The Γ-band edge is the most symmetric point in the crystal and is generally the bottom of 

the conduction band. The implication of the varying band edge in our case is that the band 
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edge at the L point (the L-band edge) in GaSb is lies close in energy to Γ-band and thus 

electrons with a high enough energy may conduct in the L-band where the effective mass 

is higher. This will affect the transport of electrons, as a higher mass results in lower 

mobility electrons.   

All of the above structures are assumed to be at 0 K. The bands, however, are temperature 

dependent and the change given by the material parameters α and β in the Varshni 

equation, where the energy gap can be empirically found to equate to  

 𝐸𝑔(𝑇) = 𝐸𝑔(0 K) −
𝛼𝑇2

𝛽 + 𝑇
 , 2.6 

where for GaSb 𝛼 = 4.2 × 10−4 eVK−1, 𝛽 = 140 K and 𝐸𝑔(0 K) = 0.81 eV, resulting in a 

band -gap of 𝐸𝑔(300 K) = 0.73 eV [13].  

Now that the distribution of the states has been well defined, the final part in the electrical 

model of semiconductors is a description of what role the charge carriers actually play. 

The Fermi level is the level or energy state at which there is a 50% probability of that state 

being occupied. This is a practical description as it is temperature dependent, where 

higher states will have an increased probability of being occupied at high temperatures. If 

the Fermi level lies in or close to the conduction band the structure is n-type (from donors) 

and electrons are the majority charge carriers. If it lies within the band gap no conduction 

occurs without external input such as temperature. If it lies in the valence band the 

structure is p-type (due to acceptors) and holes are the majority carriers. A more fleshed 

out explanation of the description of carriers and Fermi level will be given in the next 

section. 

2.1.3 Carrier Distribution, States and Density  

The concentrations of electrons in the conduction band and holes in the valance band are 

calculated by combining two fundamental tools, the density of states (DOS), determining 

where the states lie, and the Fermi distribution, which determines the probability that the 

states will be filled. We will start by describing the DOS in three dimensions, after which 

the Fermi distribution will be explained, and, by combining these two models, the 

calculation for carrier density can be found. The inclusion of dopants will also be 

discussed, and how to address them mathematically.  
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2.1.3.1 Density of States in 3D 

The density of states (DOS) is the number of energy states per unit energy per unit volume. 

From this calculation, the availability of energies that carriers can have, can be found. In 

three dimensions the density of states is found to be: 

 𝑔3𝐷(𝐸) =
1

2𝜋2
(
2𝑚∗

ℏ2
)

3
2

√𝐸 − 𝐸𝑔 . 
2.7 

This equation is derived mathematically in many standard texts (see refs[19, 25, 26]), 

however, to understand its context, the derivation will briefly be described qualitatively. 

The density of states is derived by isolating an arbitrary space or shape in k-space, finding 

the number of states in that volume and dividing by the volume and energy. This shape 

tends to be a spherical shell so that the magnitude is equal in all directions. The k states 

are separated by 2𝜋/L in every direction and thus a regular grid can be created, relating 

k-space to real space with the crystal length L. The k-states that fall within that spherical 

shell can be then counted, resulting in the number of states per volume per energy.   

Equation 2.7 can be integrated between two energies to find the volume density of 

available states, where E=0 is taken to be the valence band edge. Figure 2.6 shows a 

continuous distribution of increasing number of states with energy for GaSb. The density 

of states can also be calculated for reduced dimensions, the uses of which will be discussed 

later in this chapter. 

 

Figure 2.6: The density of states for electrons against energy in 3D. 
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The Pauli exclusion principle states that no two electrons can have the same quantum 

numbers, and so two electrons can only occupy the same state if they have opposing spin, 

and thus a factor of two has been included in the density of states to account for spin. 

2.1.3.2 Fermi-Dirac Distribution 

The Fermi-Dirac distribution is a probability density function which allows the probability 

of an energy state being occupied to be calculated against temperature. As shown in Figure 

2.7, at very low temperatures (3 K) there is a sharp step, where, up to the Fermi level the 

probability of a state being occupied is ≈1, and above it the probability is ≈0. The Fermi 

level here lies in the mid gap where there are no states, if there were states here, they 

would be occupied. As temperature increases this sharp step softens and the probability 

of states being occupied in the conduction band increases. Therefore, even with a Fermi 

level at mid gap, there will be a small probability of occupied states in the conduction band 

as the temperature increases. It should be pointed out again that the Fermi level is the 

point where the Fermi distribution, the probability of a state being occupied, is 50%, 

meaning all the states above this have a lower probability of being occupied.  

 

Figure 2.7: The Fermi Dirac distribution against energy with an indication 
of how the distribution changes with temperature. As temperature 
increases there is an increased likelihood of having occupied states in the 
conduction band. 
 

Holes follow the inverse distribution, where at 0 K the probability is equal to 1 above the 

Fermi level. The Fermi level at mid gap means no conduction, fitting with the definition of 

an intrinsic semiconductor, where no conduction can occur without stimulus, such as 

temperature. 
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Formally, the Fermi Dirac distribution describes the probability that a fermion will occupy 

an energy state, 𝐸𝑖 , at a given temperature T, mathematically given by equation 2.8. Where 

𝐸𝑓 is the Fermi level and 𝑘𝑏 is the Boltzmann constant 

 𝑓(𝐸𝑖) =
1

𝑒(𝐸𝑖−𝐸𝑓)/𝑘𝑏𝑇 + 1
. 2.8 

The probability of a state being occupied by a hole is given by 1 − 𝑓(𝐸). 

2.1.3.3 Carrier Density 

So now we have an understanding of the distribution of the energy states across the 

energy spectra (DOS) and an understanding of the probability that those states will be 

filled (Fermi-Dirac distribution). From these two distributions we can determine the 

density of electrons in the conduction band and equivalently the density of holes in the 

valence band, given by equations 2.9 and 2.10. The density of electrons is given by 

 𝑛 = ∫ 𝑔𝑐(𝐸)𝑓(𝐸)𝑑𝐸
∞

𝐸𝑐

 , 2.9 

where 𝑔
𝑐
 (𝐸) represents the density of states in the conduction band and 𝑓(𝐸) represents 

the Fermi distribution. This expression states that given a region of energy, the density of 

states across that energy times by the probability of those states being occupied gives us 

a density of electrons. The visual realisation of this can be seen in Figure 2.8. 

 

Figure 2.8: Visualisation of carrier density calculation at 150K (left) and 
300K (right), where the density of electrons increases with temperature due 
to the increased probability of occupation of electronic states in the 
conduction band. 
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Equally, the hole concentration in the valence band is be given by 

 𝑝 = ∫ 𝑔𝑣(𝐸)(1 − 𝑓(𝐸))𝑑𝐸.
𝐸𝑣

−∞

 2.10 

In the above we have been describing the case where there are no impurities or charged 

defects and the structure is simply intrinsic; intrinsic carrier concentrations tend to be 

very low.  

To calculate an intrinsic concentration equation 2.11 tends to be used where 𝑁𝑐  is known 

as the effective density of states in the conduction band and 𝑁𝑣  is known as the effective 

density of states in the valence band, which are both derived from the Fermi-Dirac 

distribution. With intrinsic semiconductors there is charge neutrality, where, in a perfect 

crystal, each electron in the conduction band will leave a hole in the valence band, 

meaning that the intrinsic carrier density, ni, is equal to the number of electrons, and also 

the number of holes (ni=n=p), then 

 

𝑛𝑖
2 = 𝑁𝑐𝑁𝑣𝑒𝑥𝑝 (−𝐸𝑔/𝑘𝑏𝑇),   

𝑁𝑐 = 2 (
2𝜋𝑚𝑒

∗𝑘𝑏𝑇

ℎ2
)

3
2

, 

𝑁𝑣 = 2 (
2𝜋𝑚ℎ

∗𝑘𝑏𝑇

ℎ2
)

3
2

. 

2.11 

Using equation 2.11 an intrinsic carrier density of 1.54 × 1012cm−3 for GaSb is found at 

300 K. It is easy to see how calculations of material parameters quickly become 

complicated when temperature dependence is incorporated. It is often assumed that the 

parameters are temperature independent which is often not the case.  

It should be noted here that there is a subtle shift in the Fermi level with temperature for 

an intrinsic semiconductor, as there is a higher probability of occupied states in the 

conduction band, the 50 % probability of occupation is increased. The significance of this 

shift is very dependent on the material, but usually the Fermi level remains approximately 

midgap [27, 28] as typically 𝑘𝑏𝑇 ≪ 𝐸𝑔 and 𝑁𝑉/𝑁𝑐 ≈ 1:  

 𝐸𝑓 =
𝐸𝑔

2
+
𝑘𝑏𝑇

2
ln (
𝑁𝑉
𝑁𝑐
) . 2.12 
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In the case of GaSb at 300 K 𝐸𝑓 = 𝐸𝑔 /2 + 58 meV and thus is approximately midgap, where 

𝐸𝑔 for GaSb is 730 meV.  

2.1.3.4 Doping Considerations 

Often semiconductors are doped to increase the number of electrons or holes. Donor 

doping is achieved by putting an impurity atom with an extra electron in its outer shell 

into the crystal. For example in III-V semiconductors, group 6 elements in the periodic 

table are used as donor atoms (Te, Se, S) and tend to replace the group V atom. Group 4 

elements can be used but tend to be amphoteric (can act as either acceptor or donor). This 

is due to them either replacing the group V atom and introducing a hole or group 3 and 

introducing an electron. Despite the amphoteric nature they are still commonly used in 

systems such as GaAs, where the preferred site of the silicon is determined by the 

temperature the GaAs is grown at, and there is a wide temperature range at which growth 

can be achieved. In GaSb there is a narrower range of temperatures and thus silicon acts 

as an acceptor. 

When donor-impurities are introduced into the system a state is created just below the 

conduction band and electrons are easily promoted to the conduction band from it, even 

at low temperature. The donor-like nature tends to be associated with the purposeful 

doping, however any impurities could be an acceptor or a donor in a crystal, and in some 

cases defects in the crystal can also display this behaviour, such as in GaSb.  If the state is 

very close to the conduction band they are named shallow donors. These new states imply 

that there is a higher probability of finding an electron in the conduction band than in the 

intrinsic case and thus the energy at which there is a 50 % probability of a state being 

filled (the Fermi level), is pushed up towards the conduction band. The extent of the 

movement is dependent on the number of donor atoms. The reverse is also true for 

acceptor impurity atoms creating states near the valence band and pushing the Fermi 

level down near the valence band [26]. The above equation, 2.12, is therefore no longer 

applicable and a new equation dependent on carrier density must be used.  

The calculations in the previous section are based on the assumption that the Fermi level 

is firmly within the band gap (over 2𝑘𝑏𝑇 away from either band). However, as stated 

above, with increased doping this is no longer the case. For semiconductors with a low 

me/mh ratio such as GaSb and InSb these assumptions are invalid for only a small 

concentration of dopants and so the calculations should be treated carefully. 

As intrinsic concentrations are quite low in comparison to the number of dopants added, 

materials with shallow dopants are approximated to have a number of electrons equal to 
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the dopant ions, or holes equal to acceptor ions. If both acceptors and donors are present 

and neither are of negligible concentration, the materials are called compensated. This 

means that a proportion of the electrons created by the donor atoms get trapped by the 

acceptor states of the acceptor atom, neutralising the acceptor atom without creating a 

charge carrier. Compensated material where the intrinsic carrier concentration is 

negligible is approximated to have a number of carriers equal to the difference in donor 

and acceptor atoms; electrons where donors are in the majority and holes where 

acceptors are in the majority. Though it is no longer the case that the numbers of electrons 

and holes are equal as in the intrinsic case, charge neutrality can still be applied in any 

equilibrium system where the sum of all the positively and negatively charged particles 

equals zero. This can be used to find carrier concentrations in doped semiconductors, or 

more accurately the number of ionised dopant atoms from a measurement of carrier 

concentration [29]. Charge neutrality states that 

 𝑁𝐷
+ + 𝑝 = 𝑁𝐴

− + 𝑛 ,  2.13 

where 𝑛 is the number of electrons in the conduction band, ℎ is the number of holes in the 

valence band, 𝑁𝐷
+ is the number of positively charged donor atoms (where the electron 

has been ionized) and 𝑁𝐴
− is the number of negatively charged acceptor ions.  

How close the states lie to their respective bands also plays a large role in the number of 

carriers created. Before carriers become freed from their dopant atom (activated) they 

require an amount of energy equal to the energy difference between the state and the 

conduction band (the ionisation energy). Shallow dopants are close enough to the band 

that at 300 K they are almost all ionised. However, this is not always the case and the 

number of electrons created from the donors, 𝑛𝑑, can be calculated by 

 𝑛𝑑 = 𝑁𝐷
+ = 𝑁𝐷 (

1

1 + 𝑔𝑑𝑒
(𝐸𝑓−𝐸𝑑)
𝑘𝑏𝑇

 
) , 2.14 

where 𝑔𝑑 is the degeneracy factor, which is 2 for donors and 4 for acceptors (as the 

valence band is split into the heavy-hole and light-hole bands) and 𝐸𝑑  is the ionisation 

energy. In the situation where and acceptor has more than one energy level the 

degeneracy and the thermalisation factor 𝑔𝑑exp ((𝐸𝑓 − 𝐸𝑑)/𝑘𝑏𝑇 ) is replaced with a 

summation over all the levels: 
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 𝑛𝑑 = 𝑁𝐷
+ = 𝑁𝐷

(

 
 1

1 + (∑{𝑔𝑑𝑒
(𝐸𝑑−𝐸𝑓)
𝑘𝑏𝑇

 
})

−1

)

 
 
 . 2.15 

In reality, distinguishing the number of electrons that come from the dopants is difficult 

through measurement and what is actually measured is the total number of electrons, 

which in a compensated material is given by 

 𝑛 ≈
𝑁𝐷 −𝑁𝐴
2𝑁𝐴

 (𝑁𝑐exp
𝐸𝑑−𝐸𝑐
𝑘𝑏𝑇 ) , 2.16 

which is found through a rather long rigorous treatment of the activation and Fermi-Dirac 

distribution [27, 30].  

 

2.2 Transport in III-V Semiconductors 

The subject of all electronics is the movement of electrons (or holes). The transport 

properties of semiconductors, both bulk and in heterostructures, is then of course of much 

interest in the creation of devices. Much can be said on this topic in terms of both 

measurement and physics, below is a brief summary of both, followed by more rigorous 

discussions in relevant chapters. Above we have discussed physical interpretation of 

carrier density, the measurement of which is discussed in the following section. 

2.2.1 The Hall Effect Phenomenon and Measurement 

The Hall effect occurs when a conductive material with a flow of charge carriers, 𝐼𝑥, is 

subjected to a magnetic field, 𝐵𝑧, which is applied perpendicularly to the direction of flow 

of the charge carriers.  

 

Figure 2.9: A schematic diagram of the Hall effect, showing the movement 
of electrons, creation of the electric field and the direction of the Hall field. 
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A force, the Lorenz force, acts on the electrons due to the magnetic field, changing their 

direction. The movement of charge carriers to one side creates a charge difference 

between the sides of the sample and thus produces an electric field, 𝐸𝑦, known as the Hall 

field. The electric Hall field counteracts the magnetic field effect and so the flow of charge 

carriers continues to flow as before, see Figure 2.9. When the forces are equal and 

opposite they give equation 2.17, where 𝑞 is the charge of an electron (or hole) and 𝑣 is its 

velocity [31], where, 

 𝐹𝐿𝑜𝑟𝑒𝑛𝑡𝑧 = (𝐵𝑧 × 𝑣)𝑞 = 𝑞𝐸𝑦 = 𝐹𝐸𝐹𝑖𝑒𝑙𝑑  . 2.17 

Due to the charge separation across the sample, a measurable potential difference, the 

Hall voltage, 𝑉𝐻 , is produced. Utilising this phenomenon, carrier concentration and carrier 

mobility can be extracted from measurements of voltage in differing orientations. 

There are subtle differences in the calculation of these properties depending on the 

structure and geometry which is being measured, which will be explained where relevant 

in the results chapters of this thesis. For now it will simply be said that for bulk 

semiconductor material, measuring the Hall voltage can be used to determine the carrier 

concentration of that material, 𝑛 as shown in equation 2.18, where 𝑡 is the thickness of the 

sample, 𝐼𝑥 is the current and q is the charge of the carrier. 

 𝑉𝐻 =
𝐼𝑥𝐵𝑧
𝑞𝑛𝑡

 . 2.18 

In addition to the carrier concentration, from the sign of the Hall voltage the type of the 

majority charge carriers can be found (electrons, n, or holes, p). Combining the Hall 

voltage with the longitudinal voltage and associated resistivity, 𝜌𝑥𝑥, the carrier mobility, 

𝜇, can be extracted, where  

 𝜇 =
𝑉𝐻𝑡

𝐵𝑧𝐼𝑥𝜌𝑥𝑥
 . 2.19 

The mobility is the average speed at which a charge carrier will travel with respect to the 

electric field that is being applied to it, which is the case for any electrical current. 

Measurements of mobility allow us to understand the ease at which an electron can travel 

through the material and as such can be thought of as a material quality factor when 

comparing like for like samples. The transport properties are dependent on one another 

through resistivity and are related by equation 2.20, such that  
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 𝜇 =
1

𝜌𝑥𝑥𝑛𝑒
 , 2.20 

where e is the magnitude of the charge of the electron. This is, of course, a simplified view 

of the Hall effect as there may be more than one current path, more than one carrier type 

and there may be inhomogeneities in the sample. 

The above relates physically measurable quantities (𝑉𝐻 , 𝜌𝑥𝑥) with material dependent 

parameters (𝑛, 𝜇). However, a more detailed derivation of the mobility can show how this 

also relates to the physical scattering processes (through the momentum relaxation time), 

where this gives a further understanding of material quality, independent of the effective 

mass. If we return to think about the force on an electron, we can see that the force of the 

electric field accelerates the electron. However, it is not always simply the case shown in 

equation 2.21,  

 𝑭 = 𝑞𝑬 = 𝑚𝒂 = 𝑚∗
𝑑𝒗

𝑑𝑡
, 2.21 

and in fact this is only true initially. Understandably this “speed” will be highest when the 

charge carrier travels in a straight line in the direction indicated by the electric field, which 

of course won’t always be the case. When a charge carrier differs from its ballistic path, it 

is due to a scattering mechanism which can take the form of anomalous charged 

impurities, phonons or defected material. These collisions act against the electrostatic 

force that is accelerating the electrons, and the average time for the velocity of the carrier 

to be randomised by these collisions is given by 𝜏, the transport lifetime, and so 

incorporating this scattering term into equation 2.21 gives the force to be 

 𝑭 = 𝑞𝑬 −𝑚
𝒗

𝜏
= 𝑚∗

𝑑𝒗

𝑑𝑡
 . 2.22 

This equation always holds, where after the initial acceleration due to the electric field the 

electron will scatter and reach a steady velocity called the drift velocity. This is in fact an 

average as the scattering of the electrons will accelerate the carrier in differing, 

randomised directions, but in general do not completely change the direction of flow. The 

resulting acceleration is then zero and the mobility can be defined as the ratio of the 

magnitude of the velocity to the magnitude of the electric field, giving 

 𝜇 =
𝑣

𝐸
=
𝜏𝑒

𝑚∗
. 2.23 
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These scattering mechanisms reduce the mobility of the charge carrier and so are 

preferably minimised to create high speed devices. The scattering mechanisms are 

limitations of the mobility, and so it is often said that the mobility of a structure is 

“background impurity limited” or “interface roughness limited”. The mobility of like for 

like structures can therefore be an estimation of the density of defects and anomalies in 

the structures. At room temperature however, mobility is generally limited by phonons, 

which have a strong temperature dependence, unlike most other scattering mechanisms. 

The extent of knowledge that can unlocked from mobility and the associated scattering 

mechanisms will be discussed in much greater detail in chapters 6 & 7. 

The above derives the equations for bulk material, however this work is also interested in 

the investigation of transport properties in confined structures, in particular 

AlGaSb/GaSb heterojunctions. By combining particular materials, a conducting electron 

channel can be created. The creation of these structures requires knowledge of not just 

the individual materials but how they combine; this is called band structure engineering. 

 

2.3  Band Structure Engineering 

The basis of many quantum mechanical structures is the use of one or more quantum wells 

being used to confine electrons or holes. Though this at first seems like an abstract concept 

it is rather easily achieved in the world of semiconductors by sandwiching a material with 

a narrower band gap between two materials with higher band gaps. The lower band gap 

material allows the electrons to reside at a lower energy, making this material a preferable 

conduction path, with the higher band gap materials being less preferable. Thus, allowing 

the confinement of the electron. In fact, any system where the electrons are confined in a 

direction is a quantum well, and this can be created by a few methods. As a quantum well 

has multiple materials it is defined as a heterostructure; where two different 

semiconductor materials meet is defined as a heterojunction.  

 

Figure 2.10: A diagram indicating how semiconducting materials with 
different band gaps can be used to create confinement. 
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First, we must find the materials with differing band gaps, in many cases alloying is used 

for the barriers where the binary is subtly changed by introducing small fractions of 

another material. Then the alignment of the material’s conduction and valence bands 

should considered, firstly undoped, then with doping considerations, and thirdly the 

effects of restricting the motion of the electrons should be explored. Finally, construction 

of such material systems should be addressed. Lattice materials, much like any other 

system, can be subject to stresses and strain. 

2.3.1 Alloying 

The alloying of binary heterostructures introduces a world of variety to the properties of 

the semiconductors. The binary semiconductor GaSb has a band gap of 0.7 eV and a lattice 

constant of 6.1 Å . By introducing some aluminium, to replace the group III atom gallium, 

the structure is subtly changed to AlxGa1-xSb and the band gap and lattice constant are 

increased, where x is the fraction of Al. For example, for an Al fraction of 0.2, the bandgap 

would increase from 0.73 eV (GaSb) to 0.90 eV. The properties of a tertiary structure such 

as this are given by Vegard’s law, which is essentially a linear interpolation between two 

binaries, in this case AlSb and GaSb. In some cases, a linear relationship is just a first 

approximation and is quite inaccurate and so a bowing parameter, b, must be included 

where 

 𝐸𝑔(𝐴𝑙𝐺𝑎𝑆𝑏) = 𝑥𝐸𝑔(𝐴𝑙𝑆𝑏) + (1 − 𝑥)𝐸𝑔(𝐺𝑎𝑆𝑏) − 𝑏𝑥(1 − 𝑥) . 2.24 

When 𝑏 = 0, this equation reduces to the simple linear case. Having alloys that are lattice 

matched to the binary material is advantageous as it does not introduce strain into the 

system, which can change properties and disturb the structural integrity of the system; 

see section 2.3.5 Strain and Lattice Mismatch. A visual representation of III-V binary 

materials and the properties of the connecting alloys is given by Figure 2.11. 

As the aluminium percentage is increased all of the parameters will steadily shift toward 

AlSb, meaning we can essentially choose the energy difference between our quantum well 

material and barrier material and be able to fine tune confinement for various 

applications.  
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Figure 2.11: Band gap against lattice constant for all binary III-V 
semiconductors indicating the ternary alloy branches between the binary 
materials. Materials at similar lattice constants are lattice matched reducing 
strain [32]. 

 
Below in Figure 2.12, the bandgap difference can be seen between AlxGa(1-x)Sb and GaSb 

as the Al fraction increases. Interestingly there is a crossing point at 0.2 where the low 

lying 𝐿 band in GaSb becomes the lowest conduction band minima creating an indirect 

band gap. Indirect band gaps are named as there is a change in momentum between the 

conduction band minima and the valence band. There is a further cross over with the X 

band at 0.56 Al fraction [33]. 

  
Figure 2.12: Left: Energy band gap between the valence band peak and the 
Γ, L and X points, and how this changes with aluminium fraction from GaSb 
to AlSb. Right: A graph showing how the band gap difference between GaSb 
and AlGaSb changes with aluminium fraction. The colours represent a 
change from a direct band gap at the Γ point, to indirect at L or X. 
 

2.3.2 Heterostructure Band Alignment 

When creating heterostructures the alignment of conduction bands should be well 

understood as different materials align in various ways and therefore there may be 
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different confinement for electrons and holes in an individual structure. There are three 

classifications of semiconductor alignments, type I (straddling), where one band gap is 

completely enclosed within another, type II (staggered), where the conduction band of 

one material lies within the band gap of the other and type III (broken gap), where there 

is no overlap of band gaps between the materials, see Figure 2.13.  

One method of finding the alignment of two materials is by assuming the vacuum level is 

uniform across the structure and using the electron affinity, χ, to align the materials. This 

is Anderson’s rule, where for materials A and B 

 

𝛥𝐸𝑐 = 𝜒𝐴 − 𝜒𝐵 
and 

𝛥𝐸𝑣 = (𝜒𝐴 + 𝐸𝑔,𝐴) − (𝜒𝐵 + 𝐸𝑔,𝐵) , 
2.25 

where Δ𝐸𝑐  is the offset in the conduction band and Δ𝐸𝑣 is the offset in the valence band, 

see 2.17. Therefore, as semiconductors are not centrally aligned, the band offsets between 

the materials for both the conduction and valence band are required to appropriately 

predict the confinement for the structure. Using the above equations, in the case of this 

work AlSb/GaSb is considered to be a straddled gap with a conduction band offset of 

0.46 eV and valence band offset of 0.44 eV at 300 K [13].  

 

 
Figure 2.13: Top: A schematic diagram that illustrates the three types of 
heterojunction alignment, straddling, staggered and broken gap. Bottom: A 
scaled diagram indicating the types of alignments for a selection of III-V 
semiconductor materials when aligned using Anderson’s rule.  
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2.3.3 Confined Band Structures  

Though a potential well can be formed when any lower band gap material is placed 

between two materials of a higher band gap, quantum effects only occur when the well 

width is of the order of the de Broglie wavelength, creating a quantum well. The de Broglie 

wavelength is given by 

 𝜆 =
ℎ

√(2𝑚∗𝑘𝐵𝑇) 
 , 2.26 

where h is Planck’s constant (6.62607 × 10−34 Js) and 𝑘𝐵 is Boltzmann’s constant 

(1.3806 × 10−23 m2kgs−2K−1). When the well width is of the order of the de Broglie 

wavelength quantum mechanical effects of confinement become significant and thus the 

particle confined can no longer be treated classically. Figure 2.14, shows that for an 

increase in effective mass a thinner quantum well is required for quantum effects to occur.  

 

Figure 2.14: The relationship between the de Broglie wavelength and 
effective mass, noting common III-V semiconductor compounds.  
 

At this length scale the particles within the well will become confined in that direction, but 

have free movement in the other directions, this is called two-dimensional (2D) 

confinement. One-dimensional (1D) and zero-dimensional (0D) confinement are also 

possible by further restricting the directions of travel for the particles.  

The particles can be modelled by the Schrödinger equation, which describes the motion 

of a particle in any potential, in this case an electron in a confined conduction band. From 

the Schrödinger equation the energy of the electrons in the well and the wave-functions 

can be found. The wave function is a description of the quantum state, such that when its 

modulus is squared, it gives the probability density of the electron as a function of 

position. In one-dimension the Schrödinger equation is given by 

 −
ℏ2

2𝑚∗
𝜕2

𝜕𝑧2
𝜓(𝑧) + 𝑉(𝑧) 𝜓(𝑧) = 𝐸 𝜓(𝑧) , 2.27 
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where ψ is the wave-function of the solution, E is the confinement energy and V is the 

potential. However, when there is more than one electron, as is the case with 

heterostructures, this probability density is used to describe a charge density. The 

potential profile would then be describing the conduction band (quantum well) of that 

structure. 

 

Figure 2.15: An example of the wave-functions offset by their energy in a 
finite quantum well. 
 

In Figure 2.15, when considering the ground state wave function, the peak of the 

probability density (where most of the electrons reside) is at the centre of the symmetric 

well, indicating this is where the majority will be positioned. 

In cases where there are free charges (e.g. where structures are doped) the Schrödinger 

equation individually will not accurately predict the wavefunctions or energy’s of the 

electrons due to corresponding changes in the band structure due to the charge. The 

Schrödinger equation then determines the states that exist and thus the corresponding 

spatial density of charge. The Poisson equation is then used to evaluate the effect on the 

band structure of this distribution of charge. Where there is movement of charge in a 

structure such as in modulation doping, where the positive dopant ions are physically 

removed from the electrons they provide, there will be band bending. This comes from 

the electric field created between different areas of charge which will then have a 

perturbation on the potential well. This band bending can be manipulated in order to 

create confinement from a single heterojunction by creating a triangular well. As the 

doping is increased, as is the band bending, this can extend as far as to create a 

confinement and unwanted states within the dopant plane. 
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Figure 2.16: A triangular well created with the band bending from electrons 
being physically removed from their dopant ions (positioned at the green 
dashed line). 
 

2.3.4 Carrier Density in 2D Structures 

As the dimensionality of electron movement is reduced to 2D, the 3D density of states no 

longer applies. There is a recalculation where an area is evaluated, instead of a volume, in 

k-space, resulting in  

 𝑔2𝐷(𝐸) =
𝑚∗

𝜋ℏ2
Ɵ(𝐸 − 𝐸𝑖) , 2.28 

which is independent of energy. As the energy levels in the quantum well are now 

quantised the Heaviside function, Ɵ, should be included, where E equals 1 when E ≥ 𝐸𝑖  

and 0 otherwise, where 𝐸𝑖  represents the energy levels, creating a step-like relationship 

with energy. This adjustment to a two-dimensional density of states carries through to the 

carrier concentration, typically expressed in cm−2, 

 𝑛2𝐷(𝐸) = ∫ 𝑔2𝐷(𝐸)𝑓(𝐸)𝑑𝐸
∞

𝐸𝑐

 . 2.29 

At T=0 K the upper bound of the integral is equal to 𝐸𝑓 allowing the carrier density to be 

easily calculated, and rearranged to give an equation for the Fermi energy, 𝐸𝑓 , as 

 𝐸𝑓 =
𝜋ℏ2

𝑚∗
 𝑛2𝐷 . 2.30 

When related to equation 2.1 this gives a simple relation for the Fermi wave vector 𝑘𝑓 

where 𝑘𝑓 = √2𝜋𝑛2𝐷. It is seen that by this relation that for a 2D carrier density of 

4 × 1012 cm−2, 𝑘𝑓 = 0.05 2𝜋/𝑎0. When this is related to Figure 2.4, it is observed this 

carrier density would result in significant non-parabolic effects. 
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2.3.5 Strain and Lattice Mismatch  

When physically creating heterostructures from growing one crystal lattice on top of 

another, strain from lattice constant mismatch must be considered. When two different 

materials are grown, the second material (epilayer) attempts to maintain the material 

lattice separation of the first material (substrate or lower epilayer), this produces strain 

in the lattice. It must be noted that the atomic volume must remain constant and so for a 

strained epilayer, if the lattice constant is smaller in the interface plane, it will be larger in 

the growth direction [34].  Once the second material reaches a particular thickness, the 

critical thickness, the lattice separation of the epilayer returns (relaxes) to its natural state 

by creating defects (misfits) as seen in Figure 2.17. This relaxation causes defects in the 

structure and therefore changes the conductive properties of the lattice. Thus, the critical 

thickness is something that is crucial to know when designing heterostructures in order 

to ensure the structure isn’t relaxed. The strain developed from one material trying to 

adhere to another’s lattice constant can be calculated, and will often change standard 

material parameters such as effective mass, and therefore mobility[35].  

 

Figure 2.17: A figure showing how differing lattice constants in strained 
and relaxed states can form defects. 

 
There are a number of structural defects that are created in growth, in general for this 

work we consider only two of them, 60° dislocations and 90° dislocations. The 90° (edge) 

dislocations are created through a missing bond and are parallel to the interface of the 

two materials. By breaking a bond, the 90° dislocation relieves strain in the system but 

does not affect further up in the sample, see Figure 2.17 right, 60° dislocation not shown. 

This is due to it being energetically favourable to relieve strain through the breaking of a 
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bond rather than a consistent mismatch throughout the interface. The edge dislocation 

can be thought of as a series of missing bonds (90° dislocations) where the space above it 

creates a regular lattice and the space below it creates a different regular lattice. These 

dislocations can be preferable as the measured part of a given sample tends to be above 

these strained interfaces. Far more detrimental to the measured part of the sample is the 

60° dislocation. These dislocations thread through the sample at 60° from the interface, 

moving upwards towards the measured layers of the sample. These dislocations can be 

linked where a misfit or edge dislocation doesn’t go through the entire sample but instead 

“turn upwards” into 60° dislocations before reaching the end of the sample edge. As 

suggested, the dislocations along the growth direction are problematic if they are formed 

through the measurement space of the sample [36].  

“The 60° (threading) dislocations are formed on the (1̅11) plane from the energy stored in 

strained atoms, these dislocations are more problematic as they effect the measurement 

space higher up the structure” [37]. 

The lattice mismatch, f, can be calculated by equation 2.31, where 𝑎1 equals the lattice 

spacing of the substrate, or the underlying epilayer, and 𝑎2 represents the second material 

[38] 

 𝑓 =
1

2

|𝑎1 − 𝑎2|

(𝑎1 + 𝑎2)
 . 2.31 

AlSb/GaSb interfaces only have a lattice mismatch of 0.7% which reduces to 0.13% for  

Al0.2Ga0.8Sb/GaSb, which is the barrier-well interface used in this work. This work uses a 

GaAs substrate, where the GaSb/GaAs interface has a lattice mismatch of 7.8%. This is 

very high and produces a large number of defects [38].  

To avoid the threading dislocations being carried through the sample into the active 

region of the sample, interfacial misfit (IMF) array formation can be used. This is a method 

of reducing the defects created, by carefully controlling growth to generate a regular array 

of misfit dislocations in an individual layer at the interface. It has been suggested in the 

literature for many years that it is expected that when a threading dislocation from the 

substrate hits an interface, if the epilayer is strained, the threading dislocation would just 

continue as the structure of both the substrate and the epilayer are the same. However, if 

the epilayer is relaxed, it would be expected to terminate at the interface as above the 

interface (above the first monolayer of epilayer) the atom positions are determined purely 

by the epilayer atomic bonding, creating a pseudo-substrate of the epilayer. When f  is high 

a 2D network of arrays would be expected; IMF’s are the reality of this statement [34, 39]. 
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As the atoms are tetrahedrally bonded, the surface of the crystal during growth forms one 

atomic species layer then another. To form an IMF, GaAs is grown and then the As is 

dissociated from the surface, leaving a gallium layer. The sample is then held in a Sb rich 

environment allowing for a single atomic layer transition from GaAs/GaSb. Within the 

interface there will still be periodic misfits or dangling bonds, however they are in the 

plane of the interface and so do not carry through the sample. There are still 60° 

dislocations in the sample that carry through, but these are greatly reduced in quantity 

[40-42]. In the GaSb/GaAs heterostructures with an IMF, the GaSb will be relaxed, 

meaning the lattice is not strained and has an unperturbed lattice constant, with very few 

vertical defects. Without an IMF the dislocation density of GaSb/GaAs structures are of the 

order of 109 cm−2, while Huang et al. reported the same structure (with an IMF) produces 

a defect density of 105cm−2 [1, 42]. With this method GaSb can be freely grown for 

microns on GaAs without concern of significant defect generation due to strain.   

As this work studies heterostructures the mismatch and strain between the barrier 

(AlGaSb) and binary material (GaSb) should be considered with particular note of the 

critical thickness to ensure the designed structures do not go beyond this.  

Models of lattice dislocations are often hinged on the use of Burgers vectors, b. These 

vectors represent the extent and direction of a distortion caused by a dislocation in the 

lattice and are found by drawing a loop around the distortion to evaluate it, the full 

explanation of these are outside the scope of this thesis, however a basic understanding is 

helpful for critical thickness models.  

There are two models that can be used to calculate the critical thickness, one is the 

Matthews and Blakeslee model [39] and the other is the People and Bean model [43]; both 

were calculated for heterostructures designed in this work. The Matthews and Blakeslee 

model determines the critical thickness by focusing on the balance of forces between the 

tension in the threading dislocations with the force of the misfit strain caused from non-

matching lattice constants. Eventually through continued growth, it is energetically 

favourable to release the strain through a production of a misfit at the interface and a 

propagating dislocation through the material.  

The Matthews and Blakeslee model for critical thickness is given by the equation 2.32 and 

assumes a number of threading dislocations already exist in the grown material [8, 39]. 

 ℎ𝑐 = (
1

4
)(

𝑏

2𝜋𝑓
)
1 − 𝜈 cos2 α

(1 + 𝜈)cos 𝜆
(ln (

ℎ𝑐
𝑏
) + 1) , 2.32 
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where ℎ𝑐 is the critical thickness, 𝑓 is the natural misfit, b is the magnitude of the Burgers 

vector and 𝜈 is Poisson’s ratio which is equal to the ratio of transverse to longitudinal 

strain in a structure. The angles 𝛼 and 𝜆 (both =60° for GaSb) are defined as the angle 

between the dislocation line and its Burgers vector, and the angle between the slip 

direction and the direction in the film plane. The factor of ¼ given at the beginning of the 

equation is to adjust for a single heterojunction. Whereas the derivation by Matthews and 

Blakeslee was for a multi-layered system where the strain is shared between all layers, 

this factor changes to a half when a quantum well is considered [39].  

People and Bean, however, do not assume a starting number of threading dislocations and 

calculate the critical thickness through assuming misfit dislocation creation occurs only 

through energy balancing of strain and defect creation [43]. They argued that the previous 

Matthews and Blakeslee model was not suitable for the small mismatch percentage 

(≤0.5%) in GexSi1-x/Si structures and adjusting it accordingly to better predict the critical 

thickness, they proposed the critical thickness is given by  

 ℎ𝑐 = (
1 − 𝜈

1 + 𝜈
) (

1

16𝜋√2
)(

𝑏2

𝑎(𝑥)
)((

1

𝑓2
) ln (

ℎ𝑐
𝑏
)) , 2.33 

where 𝑎(𝑥) is the lattice constant of the epilayer. They further compare their experimental 

results to both their adjusted theory and the Matthews and Blakeslee theory and conclude 

that Matthews and Blakeslee underestimate the critical thickness with any mismatch 

below 1.4 % [43]. All of the misfit percentages in this work are below 1.4 % and so should 

follow the People and Bean model, however, the critical thickness for GaSb/AlSb, with a 

mismatch of 0.65 % was calculated and compared to the range reported in Dutta et al. 

[44], this range being (10.0-17.0) nm. The Matthews and Blakeslee model resulted in 

17.4 nm, a far closer estimate than People and Bean, which resulted in a critical thickness 

of 360 nm.  

The Matthews and Blakeslee model was used as it was the closest to the experimental 

value, despite the misfit percentage being quite close to the applicable mismatch range 

quoted in People and Bean. The critical thickness calculated for a 20 % aluminium 

concentration was 120.4 nm and so the Al0.2Ga0.8Sb barrier will not exceed this value as it 

is within the limits of both models. 

These equations were solved graphically, as shown in Figure 2.18, where a y=x line is 

plotted to extract a cross over point with the RHS of equations 2.32 or 2.33. In this case ℎ𝑐 
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is set to x and where these lines cross is equivalent to the critical thickness given by 

equations 2.32 or 2.33. 

 

Figure 2.18: Left: A plot showing the graphical solution of the Matthews 
and Blakeslee model [39] for a Al0.2Ga0.8Sb/GaSb heterojunction, the black 
line shows the y=x line and the cyan line signifies the critical thickness 
calculation, where in equation 2.32 ℎ𝑐  on the RHS is set to equal x. Right: 
The critical thickness for Al𝑥Ga(1−𝑥)Sb against the alloy fraction x. The cyan 

line represents the Matthews and Blakeslee model highlighting the value 
used in this work for a 0.2 aluminium alloy fraction. The People and Bean 
model is shown in pink [43]. 
 

The desire to grow below the critical thickness is to reduce the accumulated strain and 

any related defects. However, defects can form in many ways, some completely unrelated 

to strain and dependent purely on the growth kinetics. Such defects are prominent in GaSb 

and are discussed at length in the next chapter.  
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“Crystals are like people, it is the defects in them which tend to make them interesting!”  

- Colin Humphreys 

 

   

 

Growth, Material Quality & GaSb Defects 

All material in this work was grown by molecular beam epitaxy (MBE), and although MBE 

is a very well-established growth method, good GaSb growth for the purpose of electrical 

devices is still relatively unknown. Optoelectronic systems, where research based on GaSb 

is predominantly focused, is a well-studied area in Lancaster University Physics 

department. These samples however do not require exact and detailed understanding of 

doping compared to samples produced for electrical transport studies, and so further 

investigations of basic GaSb growth were necessary for this work.  

In this chapter, first, the physical principles behind growth of crystals via MBE, and the 

complications of such will be discussed, with particular note of the native GaSb defects. A 

literature review of many of the various studies performed into GaSb native defects, which 

are the source of many complications for creating high mobility structures in GaSb, will 

also be discussed. Following this, the practical implementation of relating growth 

parameters, such as temperatures, times and valve positions, to more intuitively physical 

parameters, such as growth rates, layer thicknesses and V/III ratios will be illustrated. 

With the aid of these sections the results of growth studies into the native defect 

concentration as a function of these physical parameters, as well as the possible doping 

levels achievable, are presented.   

 

3.1 Principles of Epitaxial Growth and Defect Formation 

Epitaxial growth is the process by which many semiconductor crystals are grown. 

Ordered arrays of atoms are deposited on top of each other, one single atomic layer 

(monolayer) at a time. The atomic layers deposit such that the deposited crystal assumes 
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the crystal structure of the underlying material or substrate. This can be achieved through 

many methods such as metal organic vapor deposition (MOVPE) or liquid phase epitaxy 

(LPE), with each method having its own advantages. Of these, molecular beam epitaxy 

(MBE) is the most precise due to providing the more control of the interfaces between 

materials [45, 46].  

3.1.1 The Basics of Growth Kinetics 

Epitaxial growth such as MBE, involves many chemical and physical processes but can 

easily be outlined. Quite simply, a substrate is placed into a high vacuum growth chamber 

and heated. The desired growth materials, such as gallium and antimony, are heated in 

cells (Knudsen cells) to evaporation temperatures. Once suitably heated, the shutters to 

the cells are opened and a flux of particles is obtained on the surface of the substrate.  

Though growth materials such as gallium evaporate as molecules, these are in general also 

“cracked” to produce individual atoms or dimers (two atoms), and so when growth 

kinetics of the surface are discussed, atomic deposition is considered.  

The atoms arrive and deposit onto the hot surface where various processes occur, 

including adsorption or incorporation of the beam atoms to the substrate, and migration 

or desorption of the adsorbed atoms. The surface itself can be described as a series of sites, 

which can react differently with the non-bonded atoms on the surface. These sites include 

layer step edges, and vacancies.  

Several parameters such as the temperature of the substrate or flux atoms, and flux of 

deposing materials must be taken into consideration during growth, but here we will 

outline the importance of the sticking ratio (or sticking coefficient). The sticking ratio can 

 
Figure 3.1: Schematic diagram of the surface processes that occur during 
epitaxial growth. 
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simply defined as the ratio of “the number of atoms adhering to the substrate surface to the 

number of atoms arriving there” [45, 47]. 

The atoms in the beam have an energy distribution upon arriving at the surface, which is 

dependent on the temperature of the Knudsen cell where the material originated. In order 

to fully incorporate into the crystal, an atom must first adhere (physically bond) to the 

surface through Van der Waals forces (physisorption), before incorporating (chemically 

bonding) to the surface (chemisorption). Once physically bonded, if there are no 

appropriate sites available, the atom will migrate across the surface until a site is found. 

The atoms with the highest energy will simply desorb from the surface (having overcome 

the Van de Walls forces), thus reducing the sticking coefficient.  

The conversion of these atoms from being physisorbed to chemisorbed depends on the 

chemisorption sticking coefficient which is species, substrate orientation and atomic 

spatial distribution dependent. Mathematically, it is proportional to the probability of 

having vacant sites in the appropriate state, which is a function of the monolayer coverage 

of the surface. The physisorption however, is not dependent on the local environment, but 

the more global substrate temperature[45]. 

In general, group III atoms have a high sticking coefficient close to unity, where almost 

every atom arriving at the surface sticks. Group V atoms however have a lower sticking 

coefficient, only sticking if it is energetically favourable due to group the III elements 

creating appropriate sites. As such, the group III element controls how fast the lattice is 

grown and beam fluxes of group V elements may be much greater than group III fluxes in 

order to achieve an appropriate stoichiometric growth, where there is a regular array of 

alternating group III and V atoms[48].  

There are few ways (modes) in which atomic layers can form during epitaxy, monolayer 

formation (Frank-van der Merwe), nucleated island formation (Volmer-Weber) and 

monolayer then nucleated formation (Stranski-Krastanov). In the case of the GaSb growth 

performed in this work, the depositing atoms are weakly bonded to each other compared 

to the substrate. Therefore they form monolayer islands which grow and spread to form 

a complete monolayer, i.e. Frank-van der Merwe growth mode [38, 45, 49]. 

3.1.2 Antisite and Vacancy Formation 

All crystal defects can act as scattering mechanisms for any charge carrier, impairing the 

mobility. The rate of this scattering of the charge carrier will be greater if the defect is 

charged. The aim of this work, in short, is to reduce the scattering of the charge carriers 
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and increase the mobility, through improved material growth quality and reduction of 

defects. Point defects form from non-stochiometric growth of a lattice, with native point 

defects named as they consist only of the atoms expected in the crystal (i.e. they do not 

contain any atoms of a foreign species). Antisites form where the constituent atoms are 

positioned in the opposing site, for example a gallium antisite (GaSb) and an antimony 

antisite (SbGa) consist of a gallium atom in an antimony site and antimony atom in a 

gallium site respectively. The misplaced atom is noted, with the subscript indicating the 

site. Similarly, an absence of an atom is a vacancy, such as VGa. There are also cases where 

interstitials occur (atoms between sites), but for GaSb these are not significant [11]. A 

schematic diagram of the formation of the native defects present in GaSb is shown in 

Figure 3.2, including the formation of the antisites (GaSb, SbGa) and the vacancies (VGa, VSb). 

Impurity defects occur through the addition of other elements via unwanted atoms in the 

MBE chamber (primarily excess carbon). This contribution is again small due to the 

relatively clean nature of the MBE chamber, and for GaSb, the native defects are the 

biggest contribution by a significant margin.  

The Gibbs free energy of the system is given by the enthalpy and entropy of the system 

and the system as a whole works toward the Gibbs free energy being minimised (as this 

 
Figure 3.2: A schematic diagram of a selection of the native defects that 
could be created in a GaSb lattice, showing each atom (Sb in blue and Ga in 
green) with its associated outer electronic bonding. Donated free electrons 
are shown in orange with unfilled orbitals (holes) shown in yellow. 
Clockwise from the top left are a gallium vacancy,  VGa, an antimony vacancy, 
VSb, a gallium antisite,  GaSb, and an antimony antisite, SbGa. 
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is energetically favourable). The enthalpy term is dependent on both the defect type 

(antisite or vacancy), and the species (gallium or antimony) and is a positive factor 

linearly dependent on the concentration of defects, i.e. a higher enthalpy acts to increase 

the Gibbs free energy. The entropy of the system is a measure of the randomness created 

by introducing any defect into the system and is dependent on the ratio of the number of 

defects to the total number of atoms. The entropy term is only weakly dependent on the 

species and is a negative factor in the Gibbs free energy, i.e. a higher entropy minimises 

the Gibbs free energy. The combination of these factors ensures that there will always be 

defects present in any given material system, however the concentration of these can vary 

widely [50]. 

The Gibbs free energy is minimised when the concentration of the defects is large enough 

that the enthalpy required to create the defects is comparable to the entropy created. 

Above this concentration, too much energy is required to create any more defects. Due to 

the enthalpy term being the main species dependent factor, when investigating the 

primary defects of a material system, the formation enthalpy for each defect is the primary 

term compared[50, 51]. 

It should be noted that the concentration of the native defects is also dependent on the 

temperature and pressure of the beam flux, as well as the entropy and enthalpy 

(formation enthalpy). A lower formation enthalpy for a defect implies a lower level of 

energy required to create that defect and therefore a higher concentration of said defect. 

Shown below are the formation enthalpy energies for GaSb calculated by Van Vetchen et 

al. It should be noted that Δ𝐻GaSb is amongst the lowest of all formation enthalpies 

calculated by Van Vetchan, who investigated a host of III-V and II-VI semiconductor 

material systems [52],[51].  

Table 3.1: The formation enthalpies of the common defects found in GaSb given in eV [52].  

Material Δ𝐻GaSb Δ𝐻SbGa Δ𝐻VGa Δ𝐻VSb 

GaSb 0.08 0.32 2.03 2.56 

     
It is clearly shown in the above table that GaSb defects in particular are easily formed and 

will therefore be found in significant concentrations. To properly understand the 

significance of the low values found in GaSb, it should be noted that in GaAs 𝛥𝐻AsGa =

𝛥𝐻GaAs = 0.35 eV and 𝛥𝐻VAs = 𝛥𝐻VGa = 2.59 eV, all significantly higher than the GaSb 

counterparts. 
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This large difference in formation enthalpy energies gives rise to a large difference in the 

number of each defect observed, where the formation of these defects can be understood 

by the nature of each of the constituent atoms. Sb’s low sticking coefficient creates 

antimony vacancies which are energetically unfavourable (as seen in Table 3.1). These 

vacancies undergo the more energetically favourable reaction[53-55] 

 GaGa + VSb → GaSb + VGa . 3.1 

These defects can contribute significantly to electrical conduction and can in fact be the 

main electrical contribution to a semiconductor’s carrier concentration. When the above 

reaction occurs, the donor type defect VSb converts to two accepting type defects [54]. 

However, once the defect is formed it must also be ionised to have an electrical effect, and 

therefore if the ionisation energy of the defect is large then it might not significantly 

contribute electrically. This is the case for both of the vacancy defects in GaSb[11]. 

The states of the GaSb antisite, however, lie closer to the valence band edge. With low 

formation enthalpy and doubly-ionising nature, the GaSb is the controlling electronic 

contribution of any grown, undoped (unintentionally doped), GaSb crystal. The resulting 

p-type concentrations are commonly as large as 1× 1017cm−3 [7, 56-58]. 

The origin of the many defect species in GaSb have only recently become known in the 

semiconductor community, despite the high concentrations of defects in GaSb being 

common knowledge among those performing MBE growth. In 1964 Baxter et al. proposed 

that a defect of doubly accepting nature was present in GaSb, with a shallow ionisation 

energy of 30 meV [59]. 15 years later Allegre and Averous attributed an observed PL 

transition to a residual acceptor and identified this as a VGaGaSb complex [60]. In 1985 

Lewandowski et al. investigated single crystal GaSb, determining that the defect 

responsible for the p-type conduction must be an antisite, but it was not clearly defined 

whether that antisite was part of a complex or not [58]. They suggested that the antisite 

was similar to that found in GaAs and originated from an antimony vacancy following the 

reaction stated in equation 3.1. In 1999 interest was growing to understand the origin and 

formation of these defects and, in particular, how to reduce them through the use of 

growth trials. The details of how these growth trials, and those implemented in this work, 

were performed will be explained in full in section 3.2.4, however at this time, the full 

explanation of the defects remained relatively unknown.  

In 2001, Ling et al. used positron annihilation spectroscopy specifically to investigate the 

defects in GaSb [61]. This method targets vacancy defects, however, with knowledge of 

the defect formation, further information can be inferred from the results. At this time 
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there were very limited works using this method on GaSb. There was also little effort to 

tie in the defects observed in this work with those observed from growth results that had 

been stated previously. Ling et al. stated that the VGa defect can be removed via annealing 

while the hole concentration remains unchanged, attributing the unintentional hole 

concentration solely to the GaSb defect. A year later, Hakala et al. theoretically studied all 

the native defects and their formation enthalpies, including complexed defects (multiple 

atoms forming a defect) and independent defects. They concluded the low formation 

energy required to create GaSb, as well as the low ionisation energy, proves that this is the 

origin of residual acceptor observed[56]. Hakala et al. further showed that the GaSb defect 

concentration was orders of magnitude greater that the VGa concentration across most 

growth conditions. Further to these calculations, in recent years research groups have 

looked experimentally into the formation enthalpies and all ionisation energies of defects 

under varying growth conditions [6-8, 62]. However, so far there have been limited 

attempts to correlate experimental and theoretical results. This is mainly due to a 

disconnect between the conditions idealised on the surface in a theoretical simulation and 

the practical conditions used to create that surface. Clearly defects are inevitable, and in 

the case of GaSb they are also in large quantities as many research groups have 

demonstrated. 

A further defect that needs to be considered in this work is the tellurium complex. It has 

been reported that small concentrations of tellurium, whilst typically a dopant, may 

actually increase the p-type background. This has been observed in GaSb grown in this 

work, as shown in section 3.3.6 [9]. The unusual behaviour has been reported to be due to 

a Te complex that forms with the GaSb antisite, creating a triply accepting defect. When Te 

does not find such a site, it acts as a usual donor. Despite reports of this unusual behaviour 

little work has been undertaken to fully describe this defect and the behaviour seen since 

the original proposal of the Te complex from Dutta et al. [9]. This is another incentive to 

optimize the reduction in antisite defects as even an attempt to compensate (neutralise) 

out the unintentional p-type doping will require a significant concentration of tellurium 

atoms, some of which will be complexed, causing an increased acceptor concentration. 

This undesirably high level of dopant and defects (point charges), drastically increases the 

scattering of any charge carrier, leading to a reduced electrical mobility. 
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3.2 Parameters and Procedures of Molecular Beam 

Epitaxy 

Growth of semiconductor materials requires good knowledge of both growth kinetics and 

the safe operation of the machines used for growth, such as a molecular beam epitaxy 

(MBE) machine. Understanding of material growth is truly the building block upon which 

many semiconductor devices are created, and as such it is a diverse and deep topic, much 

of which is outside the scope of this PhD. This section will outline the procedures 

necessary to undertake this work including the preparation of samples, the creation of 

recipes and the use of the MBE machine. 

All samples in this work were grown by myself using Lancaster University’s Veeco 

GENxplor MBE system. Training and supervision were initially performed by Dr. Andy 

Marshall before I undertook sole responsibility for my use of the MBE machine and the 

creation of recipes.  

3.2.1 The MBE Machine 

The relevant components for common use of the MBE machine are shown in the annotated 

diagram below, with special detail given to the growth chamber.  

 
Figure 3.3: Schematic of the MBE machine, noting each chamber and with 
detailed annotation of the growth chamber.  
 

In the order of loading a sample into the growth chamber: firstly, the load lock is used to 

move samples in and out of the MBE machine. The load lock is separated by a gate valve 

to protect the preparation chamber from contamination. This chamber’s pressure is 

controlled by two pumps and a controlled flow of gaseous nitrogen. The preparation 

chamber stores the samples until they are ready to be moved out of the machine or are 

ready to be grown on. The outgas or buffer chamber allows for a thermal cycle which 

removes contaminants before growth, venting off the particles. A transfer arm is used to 

move the samples around the machine.  
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The growth chamber is separated from the rest of the MBE machine by a gate valve which 

is kept closed as much as possible to maintain an ultra-high vacuum of ~10−9 Torr. The 

substrate holder (which rotates during growth) is placed centrally in the chamber with 

the substrate heater directly above the sample (the temperature is measured by a 

thermocouple). The Knudsen cells are positioned under the substrate and are where each 

element used during epitaxial growth is housed. Each Knudsen cell has a shutter and a 

valve for control of the flux, and the temperatures of these cells are elevated before 

growth, creating the gaseous form required for MBE. There is also a main shutter between 

the substrate and all the Knudsen cells to further protect the substrate from undesired 

elements contacting the surface, and to aid in the formation of sharp interfaces.   

The MBE machine contains a reflection high-energy-electron diffraction (RHEED) gun and 

detector, used to monitor the surface during growth. This method of monitoring involves 

directing a beam of electrons at the surface of the sample at a shallow angle [45]. The 

resulting diffraction pattern is used as an estimation of the construction of the grid like 

surface of the lattice. If the surface is amorphous due to oxide, the RHEED pattern is diffuse 

which no clear features. When the oxide is being removed a spotted pattern starts to form 

from a rough surface, this can also be the case with Volmer-Weber growth as well as 

Stranski-Krastanov growth or poor-quality growth. A streaky lined pattern appears from 

good quality crystalline growth[38]. The intensity of the RHEED pattern away from the 

central line can be monitored to track the coverage of the monolayer being deposited, with 

each peak in intensity representing a smooth complete layer. Each material has a distinct 

RHEED pattern, related to the surface growth of the crystal structure from the incoming 

atomic species. 

  
Figure 3.4: Left: Pictures of RHEED patterns before deoxidisation where 
only a few bright spots are observed. Right: RHEED pattern observed once 
growth has begun, showing the three bright primary lines and two 
secondary lines between each of them (a 3×). 
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There tends to be 3 primary bright lines (two equidistant from the central line) and 

between each of these lines are a number of fainter secondary lines. In the case where 

there is 1 secondary line, the pattern is called a “2×”, in the case where there are 3 it is 

called a “4×”. When growing GaAs alternating 2× and 4× patterns can be seen, with this 

called a “2×4” pattern. When growing GaSb a “1×3” pattern can be seen (i.e. no secondary 

lines, followed by 2 secondary lines). 

3.2.2 Parameters of Molecular Beam Epitaxy Growth 

There are many practical factors to obtaining good quality crystal growth, the cell 

temperature, the substrate temperature, the valve position and the time each layer is 

growing, are the fundamental parameters required for any growth. From these, more 

intuitive “kinetic” growth parameters can be found, such as the growth rate, V/III ratio, 

thickness and doping concentration (where appropriate)2. A good understanding of both 

are required as the latter set of parameters are independent of the specific MBE machine, 

but the practical parameters are subject to differences such as the remaining volume of a 

material in a cell etc. 

The rate of the growth of any III-V material is controlled by the temperature of the group 

III element and therefore the flux of that element, where this is due to the group III having 

a consistently higher sticking coefficient than the group V element. The group III flux is 

controlled by setting the temperature, whereas the group V element is heated to a specific 

growth temperature and the flux is controlled by the valve position3. The growth rate used 

as a standard throughout this work is 1 monolayer per second (ML/s), as is common in 

MBE grown III-V material, where this is often also used as a maximum growth rate. From 

the growth rate and the length of time that the shutter is open, a thickness in monolayers 

can be obtained, which is converted to μm by simple multiplication of the monolayer 

thickness (half the lattice constant 𝑎0). The correlation between temperature and growth 

rate is obtained through empirical measurement. It should be noted here that there are 

many calibrations carried out for growth rate, however, to calibrate for all possible 

materials to grow would be very time consuming. Therefore equation 3.2 is used as a 

conversion from the actual growth rate as calibrated for gallium on GaAs to the gallium 

growth rate for GaSb, such that 

 
2 Each parameter is compared with calibrations that are routinely carried out at Lancaster 
University.  
3 Group III elements are only not controlled in this fashion as there would be significant 
accumulation on the valves. 
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 R𝐆𝐚Sb = R𝐆𝐚As ×
aGaSb
2

aGaAs
2 , 3.2 

where R𝐆𝐚Sb is the growth rate for gallium on GaSb, where a full explanation of this 

formula is given in appendix A. Similarly, R𝐆𝐚As is the growth rate for gallium on GaAs and 

the lattice constants are given by aGaSb and aGaAs. This equation can also be easily 

modified to convert the growth rates between any two binary crystals that share an 

element.  

It would be intuitive to think that the V/III ratio (the ratio of the number of group V atoms 

arriving at the surface compared to the group III atoms) should equal one, given that there 

is ideally an equal distribution incorporated into the crystal at the surface. However, as 

mentioned previously, each element has a distinct sticking coefficient which governs the 

number of incoming atoms that stay adhered to the surface, with this value very 

dependent on the temperature of the substrate. It is therefore not simply a case of finding 

the right V/III ratio for the specific material being grown, but this must also be determined 

at each given substrate temperature. This also raises the possibility that there may be 

defects that only form under certain conditions, or defects that increase in concentration 

under certain conditions. It is for this reason that a range of growth parameters require 

investigation to be certain of finding the optimal conditions (a growth trial). When 

growing III-V materials, group V atoms tend to have lower sticking coefficients, and so the 

standard V/III ratio used in growth is more often between 1 and 5 for substances such as 

GaAs and GaSb [34, 63-65]. It is also standard practice to maintain a flux of group V on the 

surface even when not actively growing. If the substrate is heated above a material 

dependent growth temperature4 the flux prevents desorption from the surface and hence 

a Ga rich top layer.  

In the case of alloys, such as AlGaSb the calculation of the growth rate should be split 

proportionally with the alloy fraction of the elements. For example, if a growth rate of 1 

ML/s is desired for a sample with an aluminium percentage of 20 % (i.e. Al0.2Ga0.8Sb), to 

achieve this would require setting the temperature to achieve a rate of 0.2 ML/s for 

aluminium and 0.8 ML/s for gallium. 

Doping flux is purely dependent on the rate of deposition and not the crystal material. 

However, factors such as the incorporation of the dopant, and the activation of that dopant 

in the crystal, must also be considered. Both of these values vary between dopant and 

crystal materials, creating a large discrepancy between the concentration measured at the 

 
4 For GaSb an Sb flux is maintained above a substrate temperature of 424 °C. 
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same dopant temperature and the same rate for different material systems. Due to a low 

ionisation level, tellurium doping levels, the n-type dopant for the MBE machine used, are 

calibrated on InSb.  

Once each of the kinetic parameters have been converted to practical parameters, they 

are input into the MBE machine recipe program (Molly 2000) which performs the recipe 

automatically. Though the crux of growth is described above, there are also many niche 

details required, including ensuring the cells have sufficient time to reach their set 

temperature, and knowing which materials have a hotter cell base or cell tip (both 

temperatures have to be set during growth). Although switching between actual and set 

temperatures rarely happens, the actual temperature is required for comparing work or 

for switching size and material of substrate. This is calculated by the transition 

temperatures and deoxidisation temperature. These details are not difficult to account for, 

but they are numerous. As part of this work, to assist in accurate completion of growth 

recipes a piece of software was created using python to produce recipes.  

3.2.3 Growth and Preparation Procedures 

A semi-insulating GaAs substrate wafer is taken out of the package and cleaved to the 

appropriate size (often a quarter of the wafer)5. It is then placed between two metal plates 

in a wafer holder, and to secure it in place, a ring the size of the inset of the holder is 

squeezed into position and pushed down. The ring applies force on the perimeter keeping 

the plates from shifting ensuring the wafer is held in place. The wafer holder is then tilted 

to ensure that the wafer does not move. During growth the wafer is spun, and if it is not 

secure in the wafer holder, it can shift in the holder resulting in non-uniform growth. On 

occasion the plates can bow from frequent use and thermal distortion which will increase 

the likelihood of the wafer moving during growth.  

Once secured, the wafer holder is put into the wafer stack (which holds up to 3 wafer 

holders) with this placed into the load lock of the MBE machine. The load lock is then 

evacuated using a backing pump and a vacuum pump to lower the pressure, and the 

wafers outgassed, which further reduces the pressure in the load lock. The outgassing 

process bakes and cools the whole stack for approximately 20 mins to remove any 

contaminants from the surface. Once the wafers are sufficiently clean and the load lock 

 
5 At each step in the procedures the wafer and wafer carriers are handled with tweezers and with 
minimal contact time to ensure minimal contaminants on the surface of the wafer. 
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pressure is reduced to that of the prep chamber, the wafer stack is moved into the prep 

chamber and then the load lock is once again sealed off.  

The wafer holder is then placed into the internal outgas which subjects the sample to 

another thermal cycle and the particles that desorb from the surface are vented off. Once 

the pressure is low enough, the wafer holder is moved through the prep chamber into the 

growth chamber ready for growth6. The wafer stand position should be set to 0° before 

putting the wafer in for the wafer to be held correctly in place. The growth chamber is 

then shut and the wafer set to turn, usually at a speed of 10 rpm. All windows to the growth 

chamber should also be shut and the substrate heater that controls the substrate 

temperature, lowered.  

It is important during preparation to ensure all the cells that are being used in the growth 

are sufficiently heated by the time they are used in the recipe to ensure the correct flux is 

being obtained.  

The initial step of any growth is to deoxidise the surface, on a GaAs substrate this happens 

at  580 °C and can be observed using RHEED. Once the oxide has been removed a thin layer 

of the substrate material is grown, where in the case of GaAs, when this begins to grow 

the pattern switches to an alternating pattern of 2×4. If the pattern is diffuse at all or is 

not easily distinguishable, this indicates an uneven surface and therefore not a good 

starting point for growth. The deoxidisation procedure is well known for GaAs, and as 

such is the start of the recipe. However, when using another substrate material, it is 

important to follow this procedure manually. This is achieved by increasing temperature 

in steps until a clear RHEED pattern is observed.  

Once the substrate is prepared, the structures are grown using a recipe which 

automatically changes the cell temperatures and valve positions. Once the structure is 

grown the sample is removed through the load lock, then the sample is generally cleaved 

and measured. In the case of transport measurement, this is achieved using the van der 

Pauw method and the Hall effect to determine the carrier density and mobility.  

3.2.4 Van der Pauw Method  

When calibrating the dopant concentration achieved for a given Knudsen Te cell 

temperature, it is standard procedure to use the van der Pauw method to check the carrier 

 
6 The valve between the prep chamber and the growth chamber is kept closed at all times except 
when moving a sample in or out, this is to maintain vacuum quality and cleanliness in the growth 
chamber. 
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density and thus the doping concentration. This method can also be used to extract the 

mobility.  Utilising the Hall effect described in chapter 2, the samples can be measured 

using a van der Pauw geometry to determine the resistivity. This method allows for a 

quick determination of the transport properties as only simple procedures are necessary. 

Indium solder is dotted on each corner of samples of 1 cm2, where two of these contacts 

pass current and the other two measure voltage. The biggest advantage of the van der 

Pauw measurement method is that it can be implemented on almost any size of sample 

(for an arbitrary shape). However, for the van der Pauw method to be accurate, a set of 

rules must be followed. The contacts must be on the edges of the sample and sufficiently 

small [23, 66]. The sample must also be continuous between contacts (no holes in the 

samples) and of uniform thickness. 

 The van der Pauw method of determining the sample properties involves electrically 

measuring the resistance of the sample in multiple configurations and is based on the ratio 

of change in resistance between them.   

 
Figure 3.5: A schematic diagram showing different configurations used 
when measuring electrical resistance in a van der Pauw geometry, where 
arrows indicate the current being set and voltage  measured is shown by dot 
ended lines. 
 

For example, in Figure 3.5, there are 4 longitudinal resistances (i.e. 𝑅𝐴𝐵,𝐶𝐷 or 𝑅𝐵𝐶,𝐴𝐷 and 

their reverse current counterparts) that can be measured, where using this notation the 

first two subscript letters indicate the direction of current flow, and the second two 

indicate the voltage difference being measured. 

Using the van der Pauw equation (equation 3.3), the longitudinal resistivity of the sample 

can be calculated by averaging the resistance along two orthogonal sides (i.e. the side and 

top edge). Generally, each orientation is repeatedly measured and averaged before the 

combinations of orientations are averaged. The resistivity is then given by 

 𝜌 =
𝜋𝑡

ln(2)

𝑅𝐴𝐵,𝐶𝐷 + 𝑅𝐵𝐶,𝐷𝐴
2

 𝑓, 3.3 
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where t represents the thickness of the sample and 𝑓 is a function of the ratio of 

𝑅𝐴𝐵,𝐶𝐷/𝑅𝐵𝐶,𝐷𝐴 or the inverse (whichever is greater). This 𝑓 function gives a percentage 

correction factor to account for geometry of the sample, which could be due to the sample 

not being perfectly square [66]. When extracting transport properties such as the mobility 

(𝜇 ∝ 𝜌), it is important to include the correction factor so as to not overestimate the 

mobility. A plot of how this 𝑓-factor varies as a function of the resistance ratio is shown in 

Figure 3.6. 

 
Figure 3.6: How the correction factor 𝑓 varies with the ratio of the two 
longitudinal resistances 𝑅𝐴𝐵,𝐶𝐷/𝑅𝐵𝐶,𝐷𝐴. 
 

The 𝑓-factor must satisfy the following equation 

 cosh(

(
𝑅𝐴𝐵,𝐶𝐷
𝑅𝐵𝐶,𝐷𝐴

) − 1

(
𝑅𝐴𝐵,𝐶𝐷
𝑅𝐵𝐶,𝐷𝐴

) + 1
 
ln(2)

𝑓
) =

1

2
exp(

ln(2)

𝑓
) , 3.4 

where more details are given in ref [66]. It is generally accepted that even though the 𝑓-

factor can be used for all ratios, that once a ratio is above 3, the sample has too distorted 

a geometry. There may also be an issue with the bonding and the sample should be re-

bonded and re-measured [23]. 

The resistance associated with the Hall voltage is then measured, where each 

configuration is measured with no magnetic field, and then with a set magnetic field, in 

this case (0.25 ± 0.01) T. To find the carrier density, equation 3.5 is used, where the 

necessary transverse resistance (the average of 𝑅𝐴𝐶,𝐵𝐷 and 𝑅𝐵𝐷,𝐴𝐶) is measured such that 

 𝑅𝐴𝐶,𝐵𝐷 =
𝑉𝐴𝐶,𝐵𝐷(𝐵) − 𝑉𝐴𝐶,𝐵𝐷(𝐵 = 0)

𝐼𝐴𝐶,𝐵𝐷
. 3.5 

Using the transport equations for bulk materials given in chapter 2, these electrical 

measurements can be used to determine the carrier density and mobility. Though the van 
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der Pauw method is an easy to use method, it is not without fault. The disadvantages of 

the method include the fact that there is no redundancy amongst contacts, with all 4 

contacts required to achieve the measurement. If a single contact fails or is unreliable, this 

method will fail. Similarly, this method is sensitive to the size and position of the contacts, 

errors for such problems are outlined in ref [66]. The measurements of all orientations 

can also be time consuming [23]. 

The room temperature set up for this measurement included a Keithley 2400 

sourcemeter, a Keithley 2700 multimeter and an electromagnet. The samples were 

bonded to a chip board created for this set up, and the field was routinely checked using a 

gaussmeter. 

 

3.3 Measurement of Defects and Doping in Bulk GaSb 

The work of this thesis ultimately aims to measure the transport properties of 

n-Al0.2Ga0.8Sb/GaSb structures. In terms of growth, this is a seemingly simple structure, 

particularly in the case of a heterojunction. Complications become apparent though due 

to the high concentration of native defects created during growth of GaSb. These defects 

are present irrespective of growth method, or the substrate (i.e. they are not the result of 

strain). However, as has been evidenced in the literature as described previously, the 

concentration of the defects can be changed (though not eliminated) through varying the 

specific growth conditions.  

A heavily defected material would of course have a large amount of scattering which 

would result in undesirably low mobility devices. However, these defects are also p-type 

which causes further complications. This is often referred to as “unintentionally doped” 

as although no external doping has been included, the carrier concentrations achieved are 

comparable to those of typically doped samples. This unintentional doping complicates 

the confinement in a single heterojunction as this confinement is solely reliant on the 

doping in the top cap (see section 2.3.3). The intended n-type doping originating from the 

Te atoms must now overcome a high p-type background to ensure an n-type device. 

Doping of the confined region should ensure n-type conduction is achieved, however this 

is not desirable as the dopant atoms in close proximity to the charge carriers would 

increase scattering and lower the mobility further. This concept is explored more fully in 

chapter 6, however for now it is clear that the reduction of defects would make 

confinement simpler, and would reduce the scattering. The reduction in scattering would 

therefore increase the mobility in the final devices. 
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3.3.1 Aims  

There have been many studies into the effects on carrier density of the native defects in 

undoped GaSb and how to reduce their density through improved growth. However, a 

commonly accepted standard growth condition is not yet widely accepted, with wide 

variations used in the literature. It is clear from the theory given in section 3.1 that 

complete removal of defects, particularly the gallium antisite defect (GaSb) is highly 

unlikely due to the small energy required for creation. However, some adjustable growth 

conditions may kinetically promote this reaction, detrimentally increasing the defect 

concentration.  

This growth study aims to reduce the unintentional p-type carrier concentration in GaSb 

and as a result, obtain higher mobility (better quality) samples through variation of 

growth conditions. The carrier concentration of the undoped GaSb will be used as a 

measure of the concentration of defects. Prior to this study, the standard growth 

conditions used in Lancaster Physics Department were a V/III ratio of 2.2 and a growth 

temperature (𝑇𝑔) of 505 °C, resulting in a high unintentional p-type carrier concentration 

of 9 × 1016 cm−3 and corresponding mobility of  350 cm2/Vs  at 300 K. These conditions 

stem from growth trials from the works of Huang et al. [42] to produce high quality 

interfacial misfit arrays (IMFs) between GaAs and GaSb. The aim of the growth study 

performed in this work was to find the best growth condition of bulk GaSb to minimise 

the p-type defects, allowing the production of high quality Al0.2Ga0.8Sb/GaSb 2DEG 

structures. Simultaneously it is desired to achieve an increase in mobility, with this used 

to quantify material quality. Whilst an improved growth condition minimising the number 

of defects should correspondingly increase the mobility, this will be examined through 

this study.  

3.3.2 Reducing Defects Through Growth: A literature review 

There have been frequent reports of differing GaSb growth studies, however, a 

quantitative review of growth conditions is difficult due to the inherent nature of growth. 

Parameters such as beam equivalent pressure ratio7 which are often reported, are not 

transferable to different MBE machines due to their dependence on the geometry of the 

Knudsen cells with respect to the substrate. The growth temperature is more transferable, 

provided sufficient information is given to deduce the actual temperature from the set 

temperature reported (e.g. transition temperatures and deoxidisation temperatures). 

Even given similar growth systems, different research groups often compensate for the 

 
7 A ratio of the flux pressure for each beam rather than the growth rate ratio stated in this work. 
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large lattice mismatch between GaAs and GaSb (7.8 %) in different ways. This ultimately 

leads to measurements of slightly varied structures and as such, the conditions in each 

study aren’t always directly comparable given the large number of uncontrolled variables. 

Nevertheless, a qualitative review of the many seemingly conflicting growth methods used 

to reduce defects is given below.  

In 1986 Lee et al. [8] produced several undoped GaSb samples by MBE, varying both V/III 

ratio and temperature. They initially stated there was no simple correlation between the 

growth conditions and the electrical results (carrier density and mobility). However, the 

minimum V/III ratio required at each growth temperature to obtain a shiny reflective 

surface (i.e. reasonable quality growth) was deduced.  From this it was suggested that a 

minimum Sb flux is required for improved transport properties, but there was no 

preferable growth temperature. Though the 77 K results were shown, only 300 K results 

were compared numerically, and this was stated to be due to significant carrier freeze out. 

It has since been suggested that at increased V/III ratios, Sb4 aggregates causing vacant 

Sb sites and thus GaSb accepting defects, confirming Lee’s deduction [6, 8]. It should be 

noted here that, from converting the set temperature to actual temperature, Lee et al. 

investigated the higher temperature, high V/III ratio, range of parameters. 

A decade later, Bosacchi et al. [7]studied a range of growth parameters, presenting the 

hole concentration as a function of growth temperature (𝑇𝑔) and Sb4/Ga beam equivalent 

pressure ratio (BEPR). For each BEPR, there was a dip in carrier concentration at a growth 

temperature of 450 °C whilst a BEPR of 8 (the highest that they reported) consistently 

gave lower a carrier concentration (defect density) as compared to reduced BEPR ratios. 

This particularly low defect concentration was at a level of 6 × 1014 cm−3 at 77 K. 

However, Bosacchi et al. also stated that the mobility at 77 K bared little correlation to 

carrier concentration or growth conditions. The explanation given that the samples were 

very clean and of high quality, with phonons therefore still dominating at this 

temperature.  

They explained their low defect “sweet spot” of 𝑇𝑔 = 450 °C with the dissociation 

properties of Sb. As temperature increases, Sb4 is more easily dissociated in order to be 

incorporated into the lattice. The production of a Sb rich environment (higher V/III) 

would result in a lower concentration of Gasb defects. However, as temperature increases 

the re-evaporation of Sb from the surface of the sample also increases, creating an 

antimony vacancy, VSb, which would result in a higher concentration of GaSb defects.  
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At this point there are conflicting results stating that both a higher (Bosacchi et al.) and a 

lower V/III ratio (Lee et al.) are required for improved transport properties in GaSb. 

Though Bosacchi’s insight into the multiple processes involved during growth of GaSb 

begins to unravel the complexities of defect creation.  

Four years later Xie et al.[6] conducted a similar study with the use of Sb1 and Sb2. A 

mixture of the individual atom and diatomic molecule of Sb can be created from a Sb4 

source, where a cracker is used to heat the molecules to a high enough temperature that 

Sb4 breaks down to smaller molecules. The higher the temperature the more the molecule 

is broken down (ie the higher the sb 1 ratio), Xie et al. reported that a cracker temperature 

above 950°C allows for a mole fraction of Sb1 of greater than 90%. The motive behind the 

use of a different species of Sb was that Sb4 has low surface mobility and the molecules 

cluster together creating Sb vacancy defects, and in turn, antisite defects. With the 

improved surface mobility of Sb2, they hoped to reduce these defects. Though the results 

were comparable to that of Sb4, they also point out that to minimise the defects there is a 

balance of requiring sufficient antimony on the surface to fill sites, whilst not having an 

excess such that the Sb agglomerates. This growth window was improved when using Sb2 

but not significantly. However, they do not tie this trend to any particular growth 

conditions or parameters. They found a decreasing mobility with growth temperature, 

with a minimum carrier concentration at a growth temperature of 440 °C. They also stated 

that they did not see agglomerations with increases in V/III ratio (at 550 °C), nor did they 

observe any change in transport properties when varying the V/III ratio. This was 

attributed to the increased surface mobility of Sb2, and provided that the antimony flux 

was high enough, the vacant sites would be filled and the transport properties would be 

unaffected.   

Xie et al. discussed Sb4 flux whilst also discussing Bosacchi et al. and Lee et al. and the 

contradicting results they provide. This disagreement of a higher (Bosacchi et al.) and a 

lower V/III ratio (Lee et al.) is again explained with a balance of the Sb flux. As the Sb4 flux 

increases, this promotes the clumping of Sb, leading to Vsb, whilst a lower flux may not 

produce enough Sb to create an ideal lattice, however through the use of Sb2, the 

aggregation is not as likely, opening up the growth window. 

The inherent issues for growth are that the method of creating an Sb rich environment in 

the growth chamber does not necessarily result in an Sb rich environment in the growth 

kinetics when incorporating into the lattice. This confusion can lead to seemingly 

contradictory results. Thus, an effort to bring together knowledge of growth kinetics, 
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defect formation and MBE methodology is required to paint a full picture of the relation 

between growth conditions and transport properties.  

3.3.3 Experimental Procedure 

All structures were grown using molecular beam epitaxy (MBE) on semi-insulting GaAs 

substrates with an IMF layer between the GaSb/GaAs junction to minimise threading 

dislocations. This is achieved by first growing a thin GaAs layer and then desorbing the As. 

Following this, an Sb rich environment is created and GaSb grown, creating a distinct 

interface between the two materials. In the samples studied here, GaSb was grown to a 

thickness of 2.2 μm at a rate of 1 ML/s, with the growth temperature ranging from 415 °C 

to 505 °C (above and below this temperature range samples were found to be milky) and 

V/III flux ratios of 1.3, 1.6 and 2.2 All samples were grown in the same growth run to 

ensure consistency between samples of the non-varied parameters. A thickness of 2.2 μm 

was chosen as this is representative of the future heterostructures. Whilst using thicker 

buffers can reduce threading dislocations in the measurement space, this is of diminishing 

returns. The growth temperatures given in this work are the actual temperature, rather 

than the set temperature. Each sample was checked by RHEED during growth to ensure a 

good surface morphology after the IMF layer, where a 3×1 pattern can be clearly seen 

from uniform growth of GaSb. The samples were also investigated in an optical 

microscope upon completion of growth to inspect for any snake like defects from uneven 

IMF, which can be seen in Figure 3.7 below.  

After growth, the samples were cleaned, cleaved and measured using the van der Pauw 

method (3.2.4) to extract a carrier density and mobility, with each resistance 

measurement repeated 4 times and averaged. 

 
Figure 3.7: Snake like defects that can occur from an uneven IMF. The 
defects are dislocations visible on the surface that originate at the junction 
between the GaAs and GaSb layers. Left: Optical microscopy image of the 
surface of the sample. Right: Beam exit x-section AFM showing the distinct 
layers of GaAs and GaSb where it is clearly seen that the dislocation starts at 
the junction (measured by Dr Alex Robson). 
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3.3.4 Measured Defect Reduction Through Improved Growth 

The growth study mainly focused on the growth temperature however there was also a 

brief investigation into V/III ratio. There was some attempt to work within the ranges of 

the above literature in order to resolve the lack of agreement between them. A table of the 

full range of growth conditions used in this study is given in Table 3.2. 

Table 3.2: A table showing the growth condition variations used in the growth study. Where 
multiple V/III ratios are given, these correspond to multiple growths. The highest and lowest 
temperature in the table resulted in milky growths and thus won’t be shown further. 

𝑻𝒈(° 𝐂) V/III Ratio 

380 1.3 

410 1.3 

450 1.3 

475 1.3, 1.6, 2.2 

505 1.3, 1.6, 2.2 

520 1.3 

The electrical properties such as the carrier density and the mobility of each sample were 

then determined. The mobility was taken as a material quality factor as the mobility is 

directly correlated with the defect concentration.  

 
Figure 3.8: A graph of measured transport properties for carrier density 
and hole mobility for undoped GaSb grown under varying growth 
conditions, indicating the improvement of mobility with a decrease of 
carrier density. The error bars on this graph are from the spread of the 
repeated measurements. 
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As these samples are undoped, the p-type carrier density primarily originates from the 

native defects in the GaSb, and as such is taken as a measure of defect concentration. It 

should be made clear, however, that the carrier concentration is a measure of the net 

resulting charge carriers and as such can be a function of both accepting and donor defects 

in varying quantities.  

As Figure 3.8 shows, there are a wide range of carrier densities and corresponding 

mobilities possible, with a number of samples showing a low carrier density and high 

mobility. Specifically, the sample to the far right of this graph has the highest mobility 

measured (high crystal quality) whilst also having a significantly reduced carrier density,  

with values of 𝑝 = 5 × 1016 cm−3 and 𝜇 = 465 cm2/Vs.  

Analysing these results further to examine trends with specific growth conditions (i.e. 

with temperature and with V/III ratio), the carrier density and mobility are shown again 

in Figure 3.9 as a function of these variables.  

 

 
Figure 3.9: Graphs showing the measured carried density and mobility at 
300 K of undoped GaSb against growth temperatures with different symbols 
indicating different V/III ratios, V/III=1.3 (▲), 1.6 (●) and 2.2 (█).The light 
grey shaded regions indicate the limit of growth temperatures observed in 
this study to give milky vs shiny growth at a V/III ratio of 1.3. 
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It is clearly seen that a reduction in growth temperature yields a reduction in carrier 

density, whilst at the highest temperature, there is significant difference in the carrier 

density achieved with the various V/III ratios. The mobility however seems to peak at a 

particular (lower) growth temperature (475 °C). Therefore, there is not one continuous 

discernible trend as reported in the literature [6, 7], but there appears to be instead an 

optimal growth condition with no significant dip in carrier concentration at a particular 

temperature, as observed by Xie et al. and Bosachi et al.  

From this growth study, the optimal growth condition is to grow at 475 °C substrate 

temperature at a V/III ratio of 1.3, which obtains a low carrier density of 5 × 1016 cm−3 

and the highest mobility of 465 cm2/Vs . 

It can also be seen in Figure 3.9 that at the highest growth temperature (505 °C) a higher 

V/III ratio is preferable with a lower carrier density from defects and higher mobility. At 

475°C however, the lowest V/III ratio is preferable. Again, these seem like contradictory 

statements, much like the contradiction of Bossachi et al. and Lee et al. At decreasing 

temperatures, the lowest V/III ratio results in a smaller carrier density but also a lower 

mobility. These seemingly different situations can be understood when considering the 

growth kinetics and the defects that form.  

When considering the creation of defects, the growth kinetics and associated properties 

should be considered with respect to the atoms, as well as the environment created in the 

growth chamber. 

The temperature of the Sb Knudsen cell flux is kept constant (530°C) as the flux rate, and 

correspondingly the V/III ratio, are calibrated at this temperature. However it is the 

difference in the temperatures of the substrate and the Sb atoms arriving at the surface 

that determines the physisorption sticking coefficient which leads to antisite defects (see 

section 3.1.2). It is known that sticking coefficients change with growth temperature, but 

the full nature of this relationship for Sb in GaSb is not well reported in the literature. 

However, for tertiary materials such as GaAsSb, it has been shown that the sticking 

coefficient decreases linearly with an increase in growth temperature [67]. Kinetically, 

this can be explained by considering that at high temperature, Sb is more likely to re-

evaporate from the surface [6], creating a lower sticking coefficient.  

Similarly, for any given temperature, the sticking coefficient may also vary with the V/III 

ratio. As such, a low V/III ratio could produce an insufficient Sb flux, causing defects, whilst 

a high V/III ratio may also result in agglomerations, producing defects. In this way, a 
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middle V/III ratio is optimal [6] [7, 8]. Further, it could then be suggested from the results 

presented in Figure 3.9 that this optimal V/III ratio changes with temperature due to the 

varying sticking coefficient.  

Figure 3.10 aids in the understanding of the description given above of how the growth of 

GaSb varies with temperature, where this figure schematically illustrates the variation of 

optimal V/III ratios across growth temperature.  

 
Figure 3.10: Top: A schematic diagram of the variation of sticking 
coefficient with growth temperature. Bottom: A schematic diagram 
indicating the V/III ratios at which the Sb flux is too low and therefore 
causes defects (blue), optimal (green) and is too high and therefore causes 
defects (orange). R1 is a constant V/III ratio across temperature.  
 

Figure 3.10 shows how the sticking coefficient varies as a function of temperature, and 

how for a given V/III ratio, this ratio can be too low, optimal, or too high depending on the 

growth temperature. Varying the V/III ratios much beyond these limits will result in milky 

growth. It is clear from the diagram that a given V/III ratio, R1, can cross each of the growth 

conditions indicated as the growth temperature is varied. At the lowest temperature T1 

this ratio is too high despite it being too low at T3 and optimal at T2.  

An explanation of these trends with regards to the movement of incoming atoms on the 

growing surface can be understood by considering the temperature dependence of the 

sticking coefficient. At hotter temperatures, the sticking coefficient is low and the Sb 

atoms have energy to migrate on the surface to find the appropriate sites. Once the initial 

VSb have been overcome (i.e. the vacancies filled), any increase in V/III ratio may show 

little correlation to the transport properties as excess Sb will not stick. This relates to the 

generally accepted rule of growing with a high V/III ratio when growing GaSb. 
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This is a possible explanation for the trends observed in Figure 3.9 at a growth 

temperature of 505 °C, where the temperature is sufficiently high that even at the higher 

V/III ratios, Sb agglomerations do not form. As the flux ratio is reduced however, this leads 

to the creation of VSb, and therefore GaSb and VGa, leading to increased defect 

concentrations and a lower mobility.  

Moving towards the 475 °C growth temperature, it is believed that the sticking coefficient 

is higher, with a comparably lower V/III giving a lower defect concentration and higher 

mobility. Increasing the Sb flux at this temperature could result in Sb agglomerations and 

further VSb defects, resulting in GaSb defects. As the temperature is lowered again (below 

460 °C) it is possible that the antimony sticking coefficient is sufficiently high that SbGa 

defects are produced. These are donor defects which would compensate the accepting 

defects, leading to a lower measured p-type carrier density, yet a lower mobility, as seen 

in Figure 3.9.  

The exact dependencies of these relationships with temperature (and hence the gradients 

of the lines in Figure 3.10) are not known. In fact, it is not even known if the relationship 

is linear across temperature, however, it can be stated that, once an optimal V/III ratio is 

found to reduce the defect concentration at a particular growth temperature (i.e. sufficient 

to fill vacant sites but not so much as to agglomerate), this optimal V/III ratio has a 

proportional relationship with growth temperature. Whether there is an optimal growth 

temperature would need further investigation as this would require knowledge of a 

specific balance of defects formed at each temperature.  

Whilst it would obviously be beneficial to determine these relationships more accurately, 

and therefore to determine an optimal temperature dependent V/III ratio, this would 

require significant time and effort, and as such is beyond the scope of this work. For this 

work, the requirement was to achieve an improvement over the current standard, with 

this achieved. 

Alternatively, works by Ichimura et al. [68] and Hakala et al. [56]provide an insight into 

theoretical simulation of defects with changing growth conditions, but this theoretical 

field currently does not have much correlation with measured experimental data.  

3.3.5 Temperature Dependence of Antisite Defects  

To further understand the nature of the these defects the temperature dependencies of a 

select few samples were measured. These measurements again exploited the van der 

Pauw method, along with a helium cryostat to achieve cold temperature results, with 
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extended magnetic field dependence measurements covering a field range of ± 0.6 T. 

Complete details of the measurement apparatus are given in chapter 7 where a more 

detailed and extensive investigation is performed into the temperature and field 

dependence of reduced dimensionality (2D) n-type samples. The samples measured here 

were all grown with a V/III ratio of 1.3 and with growth temperatures of 450 °C ,475 °C or 

505 °C. In the above section it is seen that there is a decrease in carrier density with 

growth temperature and a peak in mobility at 𝑇𝑔 = 475 °C.  

 

 
Figure 3.11: A graph showing the measured carried density and mobility 
across growth temperature with lines for different measurement 
temperatures, 290 K, 80 K, 50 K. 

 
It can be seen from Figure 3.11 that the trends observed at room temperature are also 

seen as measurement temperature is reduced. A reduction in growth temperature results 

in a measured reduction in carrier density, and a peak in mobility at a growth temperature 

of 𝑇𝑔 = 475 °C. The mobility peaks at a temperature of 55  K for all growth temperatures, 

with peak mobilities of 4950 cm2/Vs, 6590 cm2/Vs and 4080 cm2/Vs for growth 
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temperatures of 450 °C, 475 °C and 505 °C respectively. Above this temperature, the 

mobility is limited by scattering from phonons, whilst below this temperature it is likely 

limited by background impurity scattering [9]. The robustness of this trend with 

temperature reinforces the argument that there are some compensating defects in the 

lower growth temperature samples. 

As these defects can be treated as a dopant, an activation energy can be deduced. Initially, 

this can be treated rather simply by plotting the high temperature regime (above 50 K) on 

an Arrhenius plot. On this plot the 𝑥 axis is 1000/𝑇 and the 𝑦 axis is the natural log of 

carrier density. The gradient of the resultant plot then gives an activation energy. To avoid 

confusion the samples will henceforth be named after their growth temperature. 

 
Figure 3.12: Left: A plot of the measured carrier density against 
temperature with data points and guides for the eye. Right: An Arrhenius 
plot of the measured carrier density which can be used to extract an 
activation energy. 

 

All three samples show a steady decrease in carrier concentration with temperature until 

approximately 100 K where the gradient changes to a sharp decrease in concentration. 

The Arrhenius plot highlights the similarity of the gradients of 505 and 475 at high 

temperature (>150 K) but the gradients of these samples diverge as the temperature 

decreases. 

The gradient can be found for temperatures between 50 K and 300 K, with the activation 

energies of each sample given in Table 3.3. The error given is the standard deviation (std) 

from the covariance of the fit. However, it is apparent that although this linear fit is 
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reasonable for the high growth temperature sample (505), this becomes less reasonable 

for the two lower growth temperature samples. The temperature range was thus split into 

three regimes, where the 450 °C sample shows a significant change in gradient, and the 

activation energies recalculated. Table 3.3 shows the activation for all three samples when 

various temperature ranges are considered. 

Table 3.3: Activation energies (𝐸1) for GaSb samples grown with different growth temperatures 
using different temperature regimes. The error given is the std from the variance of the fit. 

𝑻𝒈 (°𝐂) 
𝑬𝟏 (𝐦𝐞𝐕) 

(𝟓𝟎 − 𝟑𝟎𝟎) 𝐊 
𝐄𝟏 (𝐦𝐞𝐕) 
(< 𝟓𝟎) 𝐊 

𝐄𝟏 (𝐦𝐞𝐕) 
(𝟓𝟎 − 𝟏𝟓𝟎) 𝐊 

𝑬𝟏 (𝐦𝐞𝐕) 
(𝟏𝟓𝟎 − 𝟑𝟎𝟎) 𝐊 

450 13.7 ± 0.6 5.2 ± 1.1 11.8 ± 0.4 27.8 ± 0.3 

475 13.1 ± 0.4 4.0 ± 0.2 12.4± 0.6 19.6 ± 0.4 

505 16.5 ± 0.2 - 16.5 ± 0.4 20.0 ± 0.4 

     

In the high temperature region (> 150 K) it is seen that samples 475 and 505 have very 

similar activation energies. This would indicate the same defects providing the p-type 

carriers, with sample 450 then containing a defect with a deeper ionisation level. 

However, once the lower temperature region is considered (between 50 K and 150 K), the 

activation energy of sample 505 changes slightly, with the other two samples changing 

more significantly. In this temperature region samples 450 and 475 now have comparable 

activation energies indicating a similar defect. In the lower temperature limit (<50 K) the 

sample 505 could not be analysed and both 450 and 475 again gave comparable results 

with energies of 5.2 meV and 4.0 meV respectively. 

The smaller change in activation energy of sample 505 across temperature indicates a 

dominating contribution from a single defect, with perhaps a smaller contribution from 

other defects or a single defect with multiple ionisation levels. At high temperature this 

dominating contribution is also seen in sample 475 but then as the temperature decreases 

below 150 K a different dominating effect occurs with a different activation energy which 

is similar to sample 450. Sample 450 does not have a suitable straight-line fit in any region 

below 150 K suggesting multiple process competing throughout the temperature range.  

To more accurately determine the nature of carrier activation of these samples, a least 

squares fit of multiple defects was implemented. This model used the dopant activation 

(equation 2.14) for a single ionisation state dopant, and the equivalent for a dopant which 

considers multiple ionisation levels (equation 2.15) in combination to fit the data. Both 
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accepting, and donor defects were investigated with a two-level ionisation defect assumed 

to be the GaSb antisite. The degeneracy factors were assumed to be 2 for donors and 4 for 

acceptors (as explained previously). The concentration of the dopants and the energy 

levels were free fitting parameters. 

A reasonable fit was achieved to sample 505 above 50 K for a p-type defect with two 

activation levels, with energy levels of 25.7 meV and 72.6 meV. A better fit to the data at 

lower temperatures was achieved when this defect was considered in combination with 

another accepting defect with an activation energy of 29.8 meV, however, it could be 

argued that this better fit is simply due to the increased number of fitting parameters. 

Other combinations of defects were modelled however unphysical parameters were 

required to obtain a fit. The error from the fit was no more than ± 0.1 𝑚𝑒𝑉 in each case 

for all energies stated here. 

 
Figure 3.13: A fit of  the measured carrier density from sample 505 with the 
data shown as points (▲) and two separate fits shown with the fit 
parameters given on the plot. One defect with two ionisation levels is shown 
in red (using equation 2.15), and two defects, one with two ionisation levels, 
and one with one ionisation level, is shown in dashed black (using equation 
2.14).  

 

Following the same procedure, a good fit to sample 475 was obtained for a doubly 

accepting dopant with activation energies of 25.3 meV and 72.4 meV, which are 

comparable to sample 505’s 25.7 meV and 72 meV. As with sample 505, other 

combinations of defects required unphysical parameters to fit the data or a fit that didn’t 

appropriately match the trend below 100 K. Finally, a fit to sample 450 across the 

temperature range (50-300) K could not be achieved with reasonable parameters for 
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combinations of up to 3 defects, and thus, no particular defect can be confirmed as a 

majority contribution.  

The similarity of the activation energies of samples 505 and 475, with a doubly ionisable 

acceptor, suggests that the main contribution for both these samples is in fact from GaSb 

antisite defects. Where each sample has a variation in the concentration as expected from 

the results discussed in section 3.3.4. Further, the activation energy of the first level 

achieved from the fitting performed here, is comparable with the literature values for the 

first level of this defect, which are 23-31 meV [7, 9, 69]. However, the secondary energy 

level found to be 73-81 meV in this work deviates from the literature (94 meV) [7, 9] when 

it is freely fit. The higher-level value given in the literature was determined from PL 

measurements, and was used as set parameter when fitting the transport measurements 

to determine the lower activation energy in both works. To investigate the significance of 

this difference, the second activation level in the fitting performed here was subsequently 

fixed at an energy of 94 meV. With the fit now adjusting just the other activation levels, 

the other activation levels increased by only a maximum of 0.7 meV in all cases.  

The low growth temperature sample (450) however may have many competing 

contributions to the carrier concentration and thus cannot be fit sufficiently with the 

current model. This reinforces the argument suggested above from the room temperature 

measurements, where growth temperatures below 450 K (at a V/III ratio of 1.3) introduce 

defects other than the well-known GaSb antisite. Though this statement and the nature of 

these defects, or even the number of different types, cannot be confirmed without further 

study. It is also understood that there are likely many temperature dependent processes 

occurring in all samples, and as such, this is far from a full picture of the unintentional 

dopants in GaSb. 

It could also be considered that the GaAs substrate with an IMF, as used in this work, has 

a contribution to the electrical effects. To investigate this, the measured mobility across 

temperature was plotted alongside the mobility measured from a GaSb sample grown 

from a melt (Figure 3.14, data taken from ref [9]).  

The sample measured by Dutta et al. used the vertical Bridgman technique from a 

stoichiometric melt. As such, their sample contained no GaAs substrate, and can be used 

to examine the effect of this substrate and the MBE growth quality. It can be seen that 

these two measured mobilities are very comparable and thus it is confirmed that the IMF 

has little negative consequence on the mobility across temperature. An alternative sample 

measured by Dutta et al., grown from a gallium rich melt, had a peak mobility at ~7000 
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cm2/Vs, comparable to the MBE grown samples measured here when grown at higher 

growth temperatures. This further proves the hypothesis that the Sb sticking coefficient 

decreases at higher growth temperatures. 

 
Figure 3.14: A graph of mobility against temperature for two 
unintentionally doped GaSb samples. Squares indicate the measured 
mobility for an MBE grown sample created in this work which is grown on 
a GaAs semi-insulting substrate followed by an IMF. The dashed line shows 
the mobility measured by Dutta et al. [9] for a sample grown from a melt. 

 

Though a full description of the nature of the defects across growth temperature is far 

from complete, it can certainly be said that the sample grown at 475 °C with a V/III ratio 

of 1.3 gives the highest mobility across temperature and a low hole concentration. These 

growth conditions will be used for the growth of heterostructures, described further in 

the subsequent chapters. With further understanding of reduction of the p-type defects, 

the challenges of doping GaSb can now be explored. 

3.3.6 Doping Considerations for n-GaSb 

The n-type doping in GaSb was investigated, and in this work the dopant of choice is 

tellurium. However, doping GaSb proves a more complicated task compared to other 

materials; this is not just due to the inherent accepting concentration. The investigation 

of this bulk n-type doping may allow some further understanding to be used in the 2D 

structures. The doping in these Al0.2Ga0.8Sb/GaSb structures is mainly used for doping the 

top barrier of Al0.2Ga0.8Sb but could also be used to compensate the acceptor 

concentration. Though this is not ideal in the quantum wells where the electrons are 

conducting, though it may be necessary to achieve the appropriate confinement. This will 

be explored thoroughly in chapter 6.  
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Generally, there are two main factors that contribute to achieving a given doping 

concentration, ionisation and incorporation. The ionisation energy for a dopant is the 

amount of energy an electron requires to enter the conduction band (for a donor) or holes 

to enter the valence band (for an acceptor), where the shallower (closer to the band) this 

level is, the more easily the carriers will enter the band. A larger (deeper) ionisation 

energy will likely mean that not all electrons (or holes) will be activated at room 

temperature and as such, there will be a significant drop in carriers at a relatively high 

temperature. This ionisation energy is unique to the dopant species and the material it is 

introduced into. 

The incorporation is the number of atoms that will bond permanently into the lattice. The 

higher the incorporation, the easier it is to achieve a given doping level practically, 

however the incorporation can saturate, introducing a limitation on how high a material 

can be doped. However, in our case the inherent acceptors in GaSb will also first have to 

be compensated (neutralised), before the electrons from Te can then be used as the main 

carrier concentration. This is further complicated by reports of an accepting Te complex 

with the GaSb antisite [70]. 

A series of bulk n-type GaSb samples were prepared as in section 3.3.3 to provide a doping 

calibration, where these samples were investigated with increasing Te Knudsen cell 

temperature. Tellurium doped n-InSb samples are used to calibrate the doping 

concentration for materials grown in the MBE machine. Tellurium is a particularly shallow 

dopant in InSb allowing the assumption that the dopant is 100 % ionised at room 

temperature and thus indicative of the total dopant concentration deposited [71]. The 

InSb samples were consistently grown at 1 μm/hr and were measured using the same 

method as the GaSb samples. An empirical formula relating the measured resultant carrier 

density to the Te cell temperature can be formed from this data. When doping in a 

different material, this carrier concentration is taken as a representative of the expected 

doping, though there will, of course, be a minor correction for growth rate, where the InSb 

calibration samples were grown at a constant 1 μm/hr growth rate, whilst the GaSb 

samples were grown at 1.097 μm/hr (1ML/s). This increased rate allows less Te atoms to 

incorporate as the bulk material is growing faster. This difference in rate purely stems 

from the difference in the size of monolayers between the two crystals and the conversion 

of the growth rate units. 
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Figure 3.15: A graph showing the measured carrier density at 300 K of 
doped GaSb at varying Te cell temperatures, producing both p and n-type 
carriers (points).  The solid black line indicates the fitted line to calibration 
samples grown on InSb. The dashed line is an adjustment of the calibration 
line for growth rate in GaSb. The pink dashed line is a fit to the GaSb samples 
using equation 3.6 (see the text for further details). The undoped samples 
are shown for context. 
 

Figure 3.15 shows the measured carrier density with the increasing tellurium cell 

temperature, where it can be seen that the simple adjustment for the growth rate isn’t 

satisfactory to describe the measured carrier density in GaSb. Here positive numbers 

represent p-type carriers and negative numbers represent n-type carriers. The solid line 

represents the carrier concentration measured in Te-doped InSb, used as the calibration, 

which can be approximated as the dopant atom concentration due to the low ionisation 

energy. Comparing to GaSb, as shown above, undoped GaSb is naturally accepting. 

However, when the Te cell temperature is increased to an appropriate low doping 

concentration for InSb (212 °C, 7 × 1016 cm−3), an increased acceptor concentration is 

found. The Knudsen cell temperature must be further increased until approximately 

238 °C before GaSb switches to an electron concentration of 3 × 1016 cm−3. The measured 

doping line at this temperature is approximately a tenth of what would be expected from 

the InSb calibration. Even once the samples become n-type a high Te cell temperature is 

required to be able to sufficiently dope GaSb. This can be attributed in part to the 

ionisation energy difference for Te in both materials. In InSb the Te ionisation level is very 

shallow (<0.7 meV) [71]. In GaSb, the activation is reported to be theoretically as high as 

~3 meV [72], however, these values are too small to be significant across most 

temperatures as 3 meV is equivalent to a kbT  at a temperature of ~35 K. The incorporation 

is assumed to not vary significantly. 



70 

The initial increase of acceptor concentration with a small Te flux is attributed to the Te 

complex which has been reported previously, though scarcely. Dutta et al. investigated 

this unusual effect by low doping GaSb [9], where these samples were still p-type and were 

investigated through photoluminescence (PL) and transport measurements. The results 

of these measurements concluded that a small Te flux produced a Te complex with the 

GaSb antisite defect creating a triply ionisable acceptor, producing an even greater 

accepting concentration. In theory, once all the antisites have been complexed with Te, for 

a further increase in Te, these acceptors become neutralised by the separate Te dopant 

atoms and finally the material becomes n-type.  

It is a very simple model to suggest that all initial Te atoms become complexed and all 

subsequent Te atoms become donors. A more accurate picture is that as Te is incorporated 

into the crystal, a proportion will complex with the antisites if there are any within a 

migration length of the Te atom. However, many will not complex and will act as the 

donors they are intended to be. Therefore, determining the exact number of accepting 

defects in an n-type material becomes difficult.  

To convert from a carrier concentration in InSb, 𝑛InSb, to a carrier concentration in GaSb, 

𝑛GaSb, at a particular cell temperature, further care has to be taken. Analysing the 

difference between the two materials yields 

 𝑛GaSb = 𝑎𝑛InSb + 𝑏 , 3.6 

where the parameters 𝑎 and 𝑏 are fitting parameters with values of 0.39 and 

1.3× 1017 cm−3 respectively. A fit of equation 3.6 to the data is seen in Figure 3.15. These 

values are determined from comparison between the InSb and GaSb based calibration 

samples. It should be noted that, as above, both the carrier densities are negative numbers 

in this equation. The gradient value, 𝑎, can be attributed to any difference in incorporation 

or activation of Te in GaSb compared to InSb, and also in the proportion of Te complexes 

created. The 𝑦 offset value, 𝑏, here can be considered as an offset which is attributed to 

the acceptors in the GaSb samples (both native and Te complex). Thus, it is theorised that 

n-type GaSb has up to 1.3× 1017 cm−3 holes in any given sample.  

This number seems rather large, however, a sanity check can be completed. The number 

of native acceptor ions (with 2 levels) 𝑁𝐴, can be assumed to be  

 𝑁𝐴 =
𝑝𝑢𝑛

𝑁1 +𝑁2
 , 3.7 
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where 𝑝𝑢𝑛 is the measured hole density in the undoped GaSb samples and 𝑁1and 𝑁2 

represent the proportion of each energy level ionised in the defect in the undoped samples 

at room temperature.  

If all the acceptors in an n-doped sample are ionised, the number of holes due to the native 

defects (assuming no Te complexes) will be double the number of acceptors (2𝑁𝐴) giving, 

in comparison to the measured undoped carrier density, 

 𝑝𝑛−𝑛𝑎𝑡𝑖𝑣𝑒 = 2 𝑁𝐴 =
2 𝑝𝑢𝑛
𝑁1 +𝑁2

 , 3.8 

Here 𝑁1 and 𝑁2 still represent the proportion of carriers for each energy level that is 

ionised in the undoped sample. Similarly, if all the holes in the sample originate from the 

Te complexes, the hole concentration will equal 

 𝑝𝑛−𝑇𝑒 = 3 𝑁𝐴 =
3 𝑝𝑢𝑛
𝑁1 +𝑁2

 , 3.9 

as there are now 3 energy levels. It can reasonably be assumed that due to their respective 

ionisation levels, that the shallower level is all ionised in the undoped sample (𝑁1 = 1), and 

that 𝑁2 will fall within the range 0 and 1. More specifically, out of the total number of holes, 

there will be a combination of some holes originating from Te complexed with the 

antisites, and some from antisites themselves. This is seen more clearly here, 

 𝑝𝑛 = 𝑝𝑛−𝑇𝑒 𝑏 + (1 − 𝑏)𝑝𝑛−𝑛𝑎𝑡𝑖𝑣𝑒 , 3.10 

 
𝑝𝑛 =

3 𝑝𝑢𝑛
1 + 𝑁2

−
𝑏 𝑝𝑢𝑛
1 + 𝑁2

 , 
3.11 

where b is a factor representing the percentage of holes originating from the Te complex 

defect (0 to 1). This model puts 𝑝𝑛 within the limits of  𝑝𝑢𝑛 and 3𝑝𝑢𝑛, where 𝑏 and 𝑁2 range 

from 0 to 1. The undoped samples result in a hole concentration of (3.0 × 1016 −

7.0 × 1016) cm−3, putting 𝑝𝑛 in the range of (3.0 × 1016 − 2.0 × 1017) cm−3. As our offset 

is (1.3 × 1017 ± 0.2) cm−3, it falls within the higher end of this range. This is a very 

simplistic model; however, it justifies the magnitude of the hole concentration found in n-

type GaSb. 

It should also be mentioned that the concentrations of these defects are dependent on the 

growth conditions used. This is of no surprise, given that the concentration of antisite 

defects that the Te complexes to changes with growth conditions also. This Te acceptor is 

said to lie nearer to the valence band than the lowest level of the native acceptor [9]. It 

becomes quickly apparent that the part tellurium plays in doping GaSb is not simple or 

well understood in combination with the defects of GaSb. 
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The aim in this work is to use doping to create appropriate confinement for the charge 

carriers, and as such we need to not only be able to accurately dope the sample, but ensure 

that the dopants behaviour across temperatures produces the desired band structure. To 

aid our understanding of what can be expected, n-GaSb samples were measured across 

temperature. The carrier concentration across a full measurement temperature range of 

(3-300) K was investigated and compared for both a doped and undoped sample with the 

same growth conditions. Sample 475 was chosen as the undoped sample, with a doped 

counterpart grown with a Te cell temperature of 250 °C, resulting in a room temperature 

electron carrier concentration of 1.5 × 1017cm−3.   

As tellurium is a relatively shallow dopant in GaSb, the measured carrier concentration 

across temperature could be expected to remain constant until a very low temperature 

where there will be a decrease. Alternatively, if the ionisation level is deeper, activation 

behaviours similar to those seen in the p-type defects above could be expected. 

Interestingly, in n-GaSb neither of these effects are observed.  

 
Figure 3.16: A graph showing the measured carrier density relationship 
with measurement temperature. , indicating different activation behaviour 
for both p and n-type bulk GaSb. 
 

Unlike most measured carrier densities in semiconductors observed against temperature, 

n-type GaSb increases with a decreasing temperature. It can be seen here that at room 

temperature the carrier density is measured to be 6.5 × 1016 cm−3, whereas at 3 K the 

carrier density has increased to 1.2 × 1017 cm−3. 

It is tempting to assume that because the p-type carrier density in the undoped sample is 

decreasing, this would occur in the n-type sample. Then, as the n-type contribution is 



73 

expected to be unchanging, the p-type contribution decreasing would create the 

appearance of an increasing n-type concentration with decreasing temperature.  

However, this is not possible in an n-type semiconductor as all (or nearly all) of the 

acceptors are ionised. 

Consider the band diagram shown in Figure 3.17. The valence band is full of states which 

are used for bonding. When electrons fill these states, they become stationary (i.e. do not 

conduct). Unfilled states represent holes which are then free to move. The probability of 

a state being filled is of course given by the Fermi-distribution. An acceptor however is 

put into the system as an atom or ion with an empty state, this is an unionised acceptor. 

To create a hole, an electron from the valence band has to fill the empty state of the 

acceptor, occupying the empty state. Thus, an ionised acceptor gives a hole, as expected. 

The Fermi level in an n-type semiconductor is close to the conduction band and thus there 

is a high probability of the acceptor states being ionised. This is true across the full 

temperature range and as such, an explanation for the apparent increase in carrier density 

with decreasing temperature is still required. 

 
Figure 3.17: A schematic diagram indicating the electron states in a 
standard band diagram. Where the black line represents the Fermi-
distribution and the blue shaded regions indicate the filled electron states. 
 

This unusual observation has been reported before by Sagar et al. [10] and is said to 

behave in a similar way to germanium. The apparently increasing carrier concentration 

with decreasing temperature is seen from a change in distribution of electrons from the 

low-lying L band to the Γ band (in Ge). Sagar et al. gave an equation for a Hall coefficient 

from which the carrier density can be extracted, for a multi-band sample, 
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𝑅𝐻 =
(𝑛𝐿 + 𝑛Γ𝑏

2)

𝑒(𝑛𝐿 + 𝑛Γ𝑏)
2
 , 

where 𝑏 =
𝜇Γ

𝜇𝐿
 . 

3.12 

It is seen here that there are a mix of carrier densities and mobilities from the Γ-band, 𝑛Γ 

and 𝜇Γ, and L band, 𝑛𝐿 and 𝜇𝐿, when the Hall coefficient is measured (in GaSb). The L-band 

has a high effective mass and thus a low mobility by comparison to the Γ-band. If it is 

assumed that the sample has a single carrier, the Hall coefficient 𝑅𝐻 , is assumed to equal 

−1/𝑛𝑒. By setting the total carrier concentration (the sum of 𝑛Γ and 𝑛𝐿) to be constant 

across temperature, and simply investigating the ratio of electrons in the bands, the above 

observed trend can be seen.  Figure 3.18 shows the carrier concentration (assumed to be 

from a single carrier), against the ratio of the number of electrons that are in the L-band 

to the Γ-band 𝑛𝐿/𝑛Γ . When this ratio is decreased (analogous to temperature decreasing 

as the Γ-band is at a lower energy) there is a decrease in 𝑅𝐻 .  The decrease in 𝑅𝐻 leads to 

an apparent increase in carrier density when it is assumed single carrier. This figure was 

produced using Sagar et al.’s value of 𝑏 = 5 [10]. 

 
Figure 3.18: The apparent carrier density calculated from the Hall 
coefficient against the ratio of electrons in the L-band to the Γ-band, which 
is analogous to temperature. Each line is for a set total carrier density with 
blue being a lower concentration and red being higher where equation 3.12 
was used for this calculation. 
 

Sagar et al. investigated the band separation by measuring the Hall coefficient as a 

function of varying pressure and temperature. Changing the pressure changes the energy 

levels of the Γ and L bands at differing rates relative to the valence band, and as such the 

bands move together in energy as the pressure is increased. By measuring the Hall 

coefficients against pressure, a separation of 80 meV was found between the bands. 
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However, this separation seems large to have such a significant effect on the carrier 

density, despite the increased effective mass in the L band giving an increased density of 

states. A relativity large proportion of the electrons would have to be in the L-band at 

room temperature to observe such a significant change. This was not further investigated; 

however, it is by no means a complete model and this should be considered in further 

work.   

3.4 Conclusions 

This chapter gave an overview of the physical creation and characterisation of samples 

via MBE, discussing the physical practicalities of MBE growth and electrical measurement. 

The associated growth kinetics, which are integral to the creation of defects were also 

discussed, where these defects are prominent in GaSb growth and are responsible for an 

unavoidably high p-type background. The presence of these defects increase scattering 

and thus the concentration should be minimised.  

A growth study of unintentionally doped GaSb was completed to obtain a reduced hole 

concentration (and therefore reduced defects) and an increased mobility (used as a 

material quality factor). The growth temperature range considered was (380-520) °C as 

these were the bounds for growth temperature to obtain a shiny (as opposed to milky) 

surface for a V/III ratio of 1.3. A limited range of V/III ratios were also experimentally 

tested for growth temperatures of 505 °C and 475 °C. All samples consisted of 2.2 μm of 

GaSb grown on a semi-insulating GaAs substrate with an IMF layer to create a relaxed 

GaSb epilayer. This growth method was found to give a very comparable mobility to melt 

grown GaSb. It was found that reducing the growth temperature reduced the hole 

concentration, however, this did not necessarily correspond to a significant increase in 

mobility.  The optimal growth parameters were found to be a growth temperature of 

475 °C and a V/III ratio of 1.3. The trends in carrier density and mobility against growth 

temperature were explained by consideration of the formation of defects, with the highest 

growth temperature resulting in a high concentration of anitsite defects, and the lower 

temperatures also having an increased concentration of defects, but of both accepting and 

donor nature. The optimal growth condition was found to be in a sweet spot where there 

are a reduced number of antisite defects but no other species of defect are created. The 

creation of different defects across substrate temperature was determined to be primarily 

due to the sticking coefficient of Sb and how this decreases with temperature. Low-

temperature transport measurements confirmed the trend is continued across a full 

temperature range (3-300) K. Activation analysis with a simple defect fitting model 

further supported this theory, however the lowest growth temperature measurements 
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indicated the presence of many defects that would require a more complex model to 

correctly identify the differing defect species.  

Donor doped GaSb was also investigated across a range of Te cell temperatures and across 

a range of measurement temperatures. It was found that a low flux of Te resulted in an 

increased acceptor concentration consistent with a tellurium-antisite complex, creating a 

triply ionisable accepting defect. Once the Te flux was increased, the donor atoms began 

neutralising the acceptors, and then when further increased, the sample became n-type. A 

conversion from an InSb doping calibration to GaSb was found. From which it was 

extrapolated that there are possibly up to 1.3 × 1017 cm−3 minority hole carriers in a 

given n-type GaSb sample, where these originate from the Te complexes and GaSb native 

defects.  

The temperature dependence of an n-type GaSb carrier concentration was also 

investigated giving an unusual trend of an increasing carrier density with decreasing 

temperature. This has been attributed to distribution of electrons in the low-lying L-band. 

As the mobility in the L-band is much lower than in the Γ-band, and by nature of the 

measurement of the carrier density and mobility being entwined, the Hall coefficient 

decreases with temperature. When this Hall coefficient is assumed to be single carrier, the 

resulting carrier density appears to increase with decreasing temperature. However, the 

separation of the Γ and L band is stated to be 80 meV and thus it is unusual to expect a 

significant proportion of electrons in the L band, though this is required in order to 

observe this significant difference.  

With the information acquired from this chapter, confined structures can be grown. 

However, to measure these samples via Hall bar devices they must first be fabricated using 

standard techniques. These techniques will be explored in the next chapter. 
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“It doesn’t stop being magic, just because you know how it works” 

- Terry Pratchett 

 

  

 

Fabrication of Semiconductor Devices  

Whether it is on a production scale or a research scale, device fabrication is the bridge 

between the creation of quantum structures and the ability to integrate those structures 

into a circuit and measure the phenomena occurring within the structure. Once grown a 

wafer is cleaved it is brought into the cleanroom for cleaning and device fabrication. All 

Hall bars presented in this work were processed in Lancaster University’s Quantum 

Technology Centre which consists of class 1000 and class 100 cleanrooms. A class of 

cleanroom is defined in American standard 5295 by the maximum number of particles 

that are 0.35 μm or larger in a cubic foot of air [16]. Fabrication of these devices includes 

UV photolithography, to define the shape of the contacts and mesa, thermal evaporation, 

to deposit the contacts and etching to electrically isolate each Hall bar. The design of the 

Hall bar geometry and therefore lithography mask was an 8-pad non-gated geometry. 

Each of these steps of the processing will be described in detail and finally, a summary will 

be given, stating exact parameters and processing flow used in this work. 

 

4.1 Fabrication Overview 

The monitoring of device creation is essential to see the progress through fabrication. At 

each fabrication step the samples were inspected through an optical microscope and 

records kept. Monitoring is an opportunity for further understanding of features created 

on the devices and how to improve device quality. Often, the finer details of processing, 

such as correct storage or handling, are left undescribed but can greatly improve device 

quality. In general, the grown surface shouldn’t be handled, and the sample only be 

handled by the edges to prevent any contamination. Equally, tweezers should always be 

cleaned between uses. The full fabrication procedure is shown below in Figure 4.1. 
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Figure 4.1: A diagram indicating each of the processing steps involved in 
the creation of a Hall bar, with the final image (RHS), showing a microscope 
image of the processed Hall bars. 
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Once the samples were grown, they were cleaved into an appropriate size (~1 cm2) and 

were cleaned thoroughly.  Initial cleaning was carried out by the ultrasonic bath for 5 

minutes on a low power in a beaker of acetone, followed by a rinse of acetone upon 

completion to rid the surface of any unwanted particles. This process was then repeated 

with isopropyl alcohol (IPA) and the sample was then dried with gaseous N2. The Hall bar 

contact pattern was defined using optical lithography.  

This process was performed using a bi-layer resist consisting of MicroChem LOR-3A lift-

off resist, Shipley Microposit S1813, a purpose made quartz mask and a SUSS MicroTec 

MJB4 mask aligner. Following lithography, metal contacts were deposited using a 

Moorfield Minilab thermal evaporator. After lift-off of the residual metal and removal of 

excess resist, the second lithography step was performed. In this case, only an individual 

layer of positive resist (S1813) was used to define the Hall bar shape, before etching to 

isolate each device using hydrofluoric acid. 

 

4.2 Optical Lithography 

Optical lithography, or photolithography, is the method by which a pattern is defined. This 

defined pattern can then be used in device fabrication to define contacts when coupled 

with metal deposition or a mesa when coupled with etching. This is a basic but essential 

processing step to know and understand as it is the prelude to most other processing 

methods.  

A sample must undergo a dehydration bake of 1 minute at 100 °C after having had any 

contact with solvent such as cleaning. This is to improve resist adhesion [73]. The cleaned 

and dehydrated sample was placed onto the spinner, on top of an appropriately sized 

chuck, where the chuck is slightly smaller than the sample8. A photosensitive resist was 

deposited by pipette on to the surface, avoiding bubble formation. The sample was then 

spun to obtain a uniform thickness of resist of approximately 1 μm. The acceleration, 

speed and time of the spin are varied depending on the desired thickness of resist and the 

sample size and geometry. The uniformity and thickness of resist are heavily dependent 

on the rotational speed as the centrifugal force pushes the majority of the resist across the 

sample and off the edge, thinning the remaining resist. The duration of the spin required 

to create a uniform thickness is dependent on the size of the sample, whilst acceleration 

 
8 The size of chuck ensures a maximum vacuum between the sample and the spinner. 
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assists in creating a uniform covering, particularly with rough surfaces, as additional 

torque allows the resist to overcome large features [73, 74]. 

The spin coating parameters are also dependent on the resist used, where a series of 

optimal parameters can be found in the relevant data sheets. However, it is often 

necessary to adjust these slightly. Often having a high acceleration ensures the uniformity 

of the resist, but may also result in sample damage if the strength of the vacuum holding 

the sample to the spinner is lower than required. The spin speed is optimal above a certain 

value and increasing the speed further makes little difference to the thickness of resist. In 

the case of a sample with poor vacuum (most likely from a rough back or small size), it is 

necessary to explore the spin recipe parameters to minimise the force on the sample 

without compromising the resist thickness or uniformity.  

Due to the grid grooves on the spinner that are intended to improve vacuum, the LOR3A 

can often deposit on the back of the sample when spun. Therefore, before spinning the 

S1813, the back of the sample must be cleaned using remover and a cleanroom swab, 

otherwise the vacuum between the sample and the spinner may become compromised.  

The sample coated with resist was then soft-baked on a hot plate to harden the resist, 

using a thermocouple to ensure the correct temperature is reached9. Once cooled to room 

temperature the resist coating was exposed to UV light through a purpose-made mask. 

Depending on whether the resist is positive or negative tone, it will become more or less 

soluble in developer respectively. Generally positive tone resist was used in this work. It 

is important when exposing to UV light to have a good contact between the mask and the 

sample; as such the edge bead, created by excess resist at the edge of the sample must be 

removed as an intermediate step before device lithography [75].  

An edge bead is the thicker layer of resist that is present on the perimeter of a sample due 

to the centrifugal force moving resist away from the centre, but the surface tension of the 

resist stopping the excess resist from being removed from the sample. If the speed of the 

spinner is increased, the edge bead thickness is decreased but this must be balanced with 

having too thin a layer at the centre of the sample. If the edge bead is not removed a 

blurred and slightly misshaped lithography pattern is produced, or an uneven resolution 

in pattern from one side of the sample to the other if the sample to mask distance varies. 

On particularly small devices the resolution of the mask must be considered, which will 

either be defined during the mask creation process, or more importantly during usage by 

 
9 Hot plates after frequent use lose their uniformity due to resist spillage and often have ‘hot’ or 
‘cold’ spots. For repeatability it is useful to directly measure where the sample is baked.  
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the separation between the mask and the sample. The resolution defined by a contacting 

gap is given by equation 4.1 [76], 

 𝑀𝐹𝑆 = √(𝑔 + 𝑑) 𝜆 4.1 

where MFS is the minimum feature size possible for a given gap between the resist and 

the mask, 𝑔. Here d is the resist height, and 𝜆 is the wavelength of the light (in this case 

365 nm). For the samples presented here, the MFS is 0.7 μm when the gap is assumed to 

be zero. This is more than suitable for the Hall bar device features which have a minimum 

feature size of 9.3 μm.  The minimum feature sizes present on the mask are the exposure 

test line patterns, with each line width equalling 2 μm, therefore the gap must be kept 

below 10 μm in order to achieve a well-defined exposure test. As there is contact between 

the resist on the sample and the mask, after frequent usage the mask may have some resist 

deposited onto it, this is easily cleaned using acetone and then dried using a circular 

motion high pressure nitrogen gas. To check the contact between the mask and sample, 

the microscope may be used, if both the mask and the sample are in focus simultaneously, 

then they are suitably in contact.  

Once the sample and resist have been exposed for an appropriate amount of time, the 

sample is then developed. Exposure test patterns are placed on all samples for 

examination under a microscope [76]. Varying results of these exposure tests are shown 

in Figure 4.2, where over and under exposure cause the same result on an exposure test 

as over and under development respectively. Finally, the developer is quenched with a 

stream of deionised (DI) water. The final step of this is very important as residual 

developer will continue to develop on the surface. The lithography recipe should be 

checked at the beginning of each processing run (see Table 4.1). 

 
Figure 4.2: A figure showing the various results of exposure test, the correct 
or intended exposure test, under exposure (or under development), over 
exposure (or over development) and bad contacting.   
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The full lithography recipe is stated below in Table 4.1 for both contact and mesa 

patterning, the parameters of which were fine-tuned through various trials. There are 

many non-optimal results which can be obtained when fabricating devices. 

Table 4.1: The standard lithography recipe used in this work for both contacts and mesa masks, 
where the acceleration is the initial acceleration until the speed is reached.  

Contacts 

 Spin Recipe:  Bake Recipe: 

Resist Time (s) Acceleration (rpm/s) Speed (rpm) Temperature (°C) Time (min) 

LOR3A 7 500 500 180 5 

 45 4000 3000   
      

S1813 30 4000 6000 115 3 

      

Mask pattern Exposure duration (s) Develop duration (s) 

Edge bead 3.0 80 

Hall bar contact  2.4 80 

   

   

Mesa 

 Spin Recipe:  Bake Recipe: 

Resist Time (s) Acceleration (rpm/s) Speed (rpm) Temperature (°C) Time (min) 

S1813 30 4000 6000 115 3 

   

Mask pattern Exposure duration (s) Develop duration (s) 

Edge bead 3.0 80 

Hall bar mesa  2.4 80 

   

   

The contacting recipe shown in Table 4.1 includes an initial layer of LOR3A, used to create 

an undercut as this resist develops faster than S1813. This undercut aids lift-off of residual 

metal deposited on the resist and results in a more stable and well-defined structure for 

the contacts. If just S1813 were used, the contact may produce an unstable overhang when 

the resist was removed (see Figure 4.3).  
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Figure 4.3: A diagram indicating the improved formation of a contact after 
lift off with the use of a bi-layer resist. 
 

The result of good optical lithography is a well-defined pattern across the sample. This is 

most easily investigated in the smallest features, such as the exposure tests and alignment 

marks. The alignment marks are designed to create micron level precision when placing 

a pattern on top of already defined features, such as aligning the mesa mask to the already 

defined contacts[77]. If the lithography is unsatisfactory for any reason it can easily be 

repeated after thorough cleaning, provided no further steps have been taken (such as 

thermal evaporation). Cleaning of S1813 on top of LOR3A involves bathing the sample in 

acetone, then developer and finally deionised (DI) water before drying, ensuring to always 

inspect the surface before starting further processing. The option of cleaning is only 

preferable for cleanroom tests or if there is a limited amount of material available as 

complete removal of resist can be challenging. 

 

4.3 Thermal Evaporation 

Thermal evaporation is a standard process used for depositing contacts on semiconductor 

devices. The sample is first prepared for evaporation by further removing any resist in the 

exposed area by using the plasma asher, where any residual resist is removed and 

pumped. The sample is then etched to remove any oxide, where this is achieved with a 

mixture of HCl: H2O (1: 1) for 35 s before being quenched with water. After preparation, 
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the sample is placed directly in the evaporation chamber, minimising the time exposed to 

air. The metal for evaporation is placed within a tungsten wire basket in a chamber below 

the sample, which is taped to a plate, with a shutter between them. The chamber is shut 

and pumped to a high vacuum at a pressure of approximately 1 × 10−6 mBar to create a 

clean environment for evaporation. For deposition of the metal, a current is passed 

through the wire basket until the metal is hot enough to evaporate, and once a steady 

current is achieved the shutter is opened until the desired thickness of material is 

deposited. The appropriate current depends on the density of the material. The shutter is 

then closed, and the current is reduced[78]. Very low evaporation rates can be recorded 

purely by the heat of the chamber and so only steady deposition rates above 1 Å/s should 

be considered reliable. This is often a consideration with palladium which requires a high 

current for evaporation. The process is repeated until the desired contact layer 

combination is obtained. It is often important to allow cooling time between evaporations 

of different materials to prevent over heating of the resist, where this would distort 

features made in the lithography phase and potentially over bake the resist preventing 

easy lift off [73].  

 
Figure 4.4: A schematic diagram of a thermal evaporator indicating the 
relevant components for metal evaporation as well as the sensor position. 
 

The evaporation rate and thickness are calculated given the metal parameters (such as 

density) and tooling in a program which is fed sensor information. The metal parameters 

are standard values known for most metals and can be found in many databases. The 

tooling factor, however, is particular to the individual machine and material and was 

calibrated for each material in this study. Separate tungsten baskets were used for all 

metals except gold where an alumina coated basket was used, with each basket having 
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been burnt in before use10. The evaporation of gold was completed at a high rate for a brief 

time to prevent significant heating of the resist and sample. 

The tooling factor is a parameter that is usually determined by the distance between 

sensor and the sample, but can also take into account many other factors. The sensor is 

made up of a quartz crystal between electrodes. An AC voltage is applied across the 

electrodes and the crystal oscillates, the frequency will then change when material is 

deposited onto the crystal, thus allowing a measurement of thickness. This correction 

factor adjusts for the thickness of material deposited on the sample rather than the sensor. 

In order to accurately measure this parameter a series of 100 nm depositions must be 

made and measured using a surface profiler. The tooling parameter may be obtained using 

equation 4.2, where 𝑇New is the resultant tooling percentage, 𝑇Initial is the original tooling 

percentage, ℎMeasured is the measured contact height and ℎTarget is the target contact 

height. 

 𝑇New = 𝑇Initial
ℎMeasured
ℎTarget

 . 4.2 

In the case of indium, a slightly altered approach was taken, as deposited pure indium is 

malleable and will be scribed by the surface profiling needle, obscuring any results. 

Consequently, 20 nm of previously calibrated gold was deposited on top of the indium. 

Three trials were performed for each material, in each case resulting in a tooling 

percentage of (120 ± 2) %  for indium and (90 ± 3) % for palladium.  

Once the metal was deposited, the samples were removed from the evaporator and placed 

in acetone for 5 minutes to remove the excess unwanted metal. The majority of the excess 

gold and resist were seen as flakes in the beaker. To remove any remaining excess gold, a 

pipette was put in the beaker and squeezed releasing bubbles, encouraging further 

removal. The sample was then taken and placed in developer for 60 s and finally quenched 

with DI water and blow-dried with nitrogen.  

The contacting recipe used for n-type GaSb in this work was Pd/In/Pd/Au with 

thicknesses of 5/40/5/100 nm, following the work of Robinson et al. [79]. Gold is often 

used as an upper metal layer as it doesn’t easily oxidise and is inert in reactions with many 

chemicals, it is also ductile and easy to bond to [80] [16, 73]. 

 
10 “Burning in” is a process where a basket is heated to evaporation temperatures without any 
material in it before being used for evaporation. This essentially burns off any unwanted debris on 
the surface of the basket. 
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Annealing is a process by which contacts are heated to improve the contacting quality by 

inter-diffusing the metal with the semiconductor allowing for further adhesion and in 

certain cases, lightly doping the surface of the semiconductor [80]. The intermixing of 

metals can be controlled using multilayer contacts by the varying of thicknesses of each 

layer, as well as by controlling annealing times and temperatures. A more thorough 

description of the contact deposition and the effects of annealing will be given in the next 

chapter. 

 

4.4 Etching  

Etching in this work was mainly used for electrical isolation of devices. Hydrofluoric acid 

(HF) was used with a HF:H2O2:H2O:C6H8O7 (1:10:67:300) recipe which had an etch rate of 

1 μm/min. The use of HF acid was limited to specially trained users due to the associated 

dangers of this acid and as such was in general carried out by Dr Adam Craig and was only 

observed by myself. The samples were each checked using the surface profiler to monitor 

etch depth with the main concern during etching not to completely separate the legs of 

the contacts from the body of the Hall bar.  

Initially, the citric acid (C6H8O7) was mixed by adding 70 g of citric acid powder to 70 ml 

of DI water, thoroughly stirring the mixture until the powder is completely dissolved. HF 

in the form of buffer oxide etch (BOE) was used where HF is 20 % of the BOE. All 

equipment that is in contact with HF must be plastic as HF will dissolve glass, and in 

general the acid should always be added to the water or to the more dilute solution to 

avoid excess heating. 

A mixture of HCl: H2O2: H2O (1: 1: 5) could also be used to etch GaSb. While this may be a 

safer option, it provides an unreliable etch rate and creates rough surfaces. 

Finally, the Hall bars are cleaned of resist and cleaved. The cleaving was done by hand 

using a scribing pen and a magnifying glass with the aid of the metal guidelines which 

were placed on the perimeter of each chip, shown on the mask in Figure 4.6.  

 

4.5 Bonding 

The Hall bar samples were packaged and bonded to a standard 28 contact chip carrier 

shown in Figure 4.5. This was achieved by dotting conducting silver paint to the base of 

the chip carrier and carefully placing the sample on top. To bond fine gold wires to the 
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sample once the paint is set, equal weights of epoxy part A and epoxy part B were mixed 

on a glass slide to produce a viscous liquid. Fine gold wire was held in place on top of a 

Hall bar contact pad and epoxy was applied to attach the end of the wire to the contact. 

This was repeated for all contacts. The wires were then shaped to reach the chip carrier 

pads and the gold wire pressed into the pad, creating a mechanical bond. The epoxy or 

silver paint was then used to seal this bond. 

A similar method was also used for any samples measured using the van der Pauw method 

that were measured in the cryostat. The cleaned wafer was first dotted in each corner 

using indium solder and a fine tipped soldering iron. Gold wire was then placed over the 

solder which is then reheated, submerging the wire. There are only four contacts in the 

van der Pauw formation and all need to be functioning, so to allow for some redundancy, 

two gold wires were bonded to each indium dot.  

In the case of the bulk study van der Pauw samples that were only studied at room 

temperature, a chip board was used instead of a chip carrier, and indium solder was used 

on both the sample and the board.  

 
Figure 4.5: A picture showing the chip carrier for a Hall bar used in the 
temperature dependent set up, shown to aid the bonding description. 
 

 

4.6 Mask Creation 

The Hall bar mask used for photolithography was designed in KLayout and the patterns 

defined in chromium on a plate made of quartz [81]. The mask is split into four sections, 

with two contacting mask patterns and two mesa mask patterns.   

The contacting mask consists of the contact pad definitions for the various size Hall bars, 

TLM patterns for contact resistance measurements and guidelines defining the perimeter 

of each chip. The size of the chips were defined by the chip carriers and had to be 

comfortably under 5 mm in either direction. The chip carriers also have 28 contact pads 
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and so each chip was designed to contain three devices (so 24 contacts). Finally, the 

alignment marks were subtly changed depending on which pattern would be defined first 

to allow for easier alignment in the subsequent photolithography step.  

 
Figure 4.6: Contact and mesa mask unit cell design. The cell has three chips, 
each with three Hall bars surrounded by gold guidelines. The total repeated 
pattern has an area of 5 mm2. The Hall bars and certain other features have 
been annotated for reference in this work in black.  
 

The mesa mask defines all the semiconductor area to be isolated, where anything not 

protected by the mask will be etched to the insulating substrate. All features on the mask 

must allow for an etching buffer, where for example if a 5 μm × 5 μm square shape is 

desired, but an isolation etch of 1μm depth is required, the square on the mask must be 

made 7 μm × 7 μm.  

Several Hall bar designs were created, consisting of various sizes, aspect ratios and 

directions, in order to investigate distinctions in carrier properties with respect to 

geometrical factors. The full list of designs is given in Table 4.2. Contact pads were made 

suitably large on all devices to allow for bonding.  

Table 4.2: Dimensions of all Hall bar designs created on the Hall bar mask, labelled following the 
mask shown in Figure 4.6. The smallest aspect ratio is defined as the aspect ratio between 
neighbouring contacts. 

 Length (𝐦𝐦) Width (𝛍𝐦) Orientation Smallest Aspect Ratio 

HB1 0.50 25 Horizontal 5.2 

HB2 0.50 50 Horizontal 2.7 

HB3 3.00 50 Horizontal 15.2 

HB4 1.50 50 Horizontal 7.7 

HB5 0.75 50 Horizontal 3.9 

HB6 0.75 50 Vertical 3.9 

HB7 1.50 25 L-shape 5.0 

HB8 0.50 25 Vertical 2.7 

HB9 0.50 50 Vertical 5.2 
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4.7 Summary 

Each sample to be processed was initially cleaved to an appropriate size and then cleaned 

using acetone and IPA. The sample at each step was investigated optically to monitor the 

progress of the fabrication. The samples were first spin coated with bi-layer resist, each 

layer is spun and baked, then the edges were exposed for removal of the edge bead. The 

sample was then developed and again exposed in the Hall bar mask contact pattern and 

then again developed. Once the lithography was deemed suitable, the sample was 

prepared for thermal evaporation. The sample was exposed to an oxygen plasma to 

further remove any resist and then the sample was etched using HCl and H20 to remove 

any oxide. The sample was placed in the thermal evaporator and the contacting metal was 

deposited. The sample was then removed from the evaporator, where it was then placed 

in a beaker of acetone for lift off. The resist was removed and just the desired pattern 

remains. The sample is again spin coated, this time with a single layer resist where the 

resist is then baked. The sample edges are exposed and developed to again remove edge 

bead and then is exposed in the mesa mask pattern and developed. Finally, the sample 

was etched to the substrate and cleaned before being removed from the clean room and 

bonded for measurement.  
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“There is no problem so bad that you can't make it worse.” 

- Chris Hadfield 

 

  

 

Characterising Metal-Semiconductor 

Interfaces 

Fundamentally, metal-semiconductor interfaces govern the integration of any 

semiconductor structure into a circuit where it is then electrically measured. This is not 

only of significance for electrical measurement but for the application of electrical, optical 

and excitonic devices (e.g. LEDs, lasers and more).  Metallisation recipes tend to be 

classified as either Schottky, where there is a barrier between the metal-semiconductor 

junction, or ohmic where there is not; each of which have their uses. Schottky contacts can 

be used if there is a need for applying a voltage but no current, whereas ohmic contacts 

allow current to pass. Currently in n-GaSb (and its alloys) the metallisation recipes are 

indeterminate and there appears to be no standard for ohmic contacts. 

In this chapter the theory behind contacting is discussed and a literature review of the 

current status will be given. Following this, a description of the metallisation study 

performed on n-Al0.2Ga0.8Sb is given, where the aim was to produce a low resistance 

(ideally ohmic) interface, which could be used in this work to accurately determine the 

transport properties. 

 

5.1  Contacting Theory 

For many devices, ideally, the current would flow freely through the contact as if through 

a resistor, with the current directly proportional to the constant contact resistance Rc of 

an ohmic contact. A Schottky barrier, however, behaves much like a diode, only allowing 

free current flow in one direction [82]. The differences between these two very different 

behaviours are commonly described by the Schottky model and are due to the interface of 
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the metal and the semiconductor, and the energy interactions between them. On the metal 

side of the interface the important parameter is the work function, ϕm, which is the energy 

required to completely free an electron from the metal to free space [51]. For the 

semiconductor side of the interface, the electron affinity, χs, the energy difference 

between the conduction band and free space, is considered [27].  

As the metal and semiconductor are brought together, the Fermi level of the 

semiconductor is aligned to the Fermi level of the metal. This occurs due to electron 

exchange between the two materials, where the metal electron energy levels are 

seemingly unchanged due to the high concentration of electrons. In the semiconductor, 

the width affected by this transfer of charge becomes a depletion region[83].  

 
Figure 5.1: A figure showing a separate metal and semiconductor, then the 
band structure alignment after the joining of these two materials when 
ϕm < χs and when ϕm > χs. 
 

In the case where the electron work function is larger than the electron affinity, the 

electrons in the semiconductor will flow into the metal creating a negatively charged 

metal and a positive charge in the semiconductor. The barrier height between the Fermi 

level of the semiconductor and the top of the conduction band, 𝜙𝐵𝑛 is a Schottky barrier 

and can be described by equation 5.1, giving 

 ϕBn = ϕm − χs . 5.1 
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When practically measuring across a Schottky barrier, a forward bias acts to reduce the 

barrier of the Schottky contact whereas a reverse bias acts to increase it [84]. In the 

opposing case where the work function is small, the opposite occurs, with a negative band 

bending, see Figure 5.1, where this forms an ohmic contact, allowing electrons to flow 

freely in both directions across the interface [85]. 

Though this Schottky model very simply describes the formation of a Schottky barrier, it 

is not always accurate at predicting the barrier heights that are experimentally measured 

[51, 80]. Instead the Bardeen model and the unified defect model should be considered 

for more accurate predictions [16, 51]. The unified defect model states that the heat of 

joining a metal to a semiconductor breaks bonds and creates native point defects at the 

surface of the semiconductor [86]. The electronic states associated with these native point 

defects pin the Fermi level at the surface, making the Schottky barrier height independent 

of the choice of metal. The Bardeen model is then used to predict the pinning, and states 

that surface states of a semiconductor will pin the Fermi level at 𝐸𝑔/3, creating a barrier 

height of ϕBn = 2𝐸𝑔/3, texts such as “Surface states and barrier height of metal‐

semiconductor systems” and “microelectronic materials” discuss the finer details of the 

Bardeen and unified defect models [51, 87]. In general, covalently bonded semiconductors 

such as GaSb and GaAs have high electronic surface state concentrations and so Schottky 

barrier heights are quite invariant to the work function of the metal. More ionically 

bonded semiconductors, however, have a lower electronic state concentration and so 

there is (theoretically) no Fermi level pinning and the Schottky model is used [84].  

This, however, indicates that for any covalently bonded semiconductor, a Schottky barrier 

is inevitable. With this Bardeen model, GaSb would be expected to have a barrier height 

of ~0.48 eV at room temperature. There are a few methods of reducing the effect of this 

high barrier, such as by reducing the barrier height, encouraging thermionic emission 

(conduction over the top of the barrier), or thinning of the barrier, encouraging quantum 

tunnelling (through the barrier). The experimental barrier height of any interface will in 

reality also depend on a number of external factors including the oxide on the surface of 

the semiconductor [88] [51].   

Considering the effect of temperature on the barrier height, the Fermi level pinning will 

occur for all temperature, implying that as the energy gap changes with temperature (see 

equation 2.6, in section 2.1.2), the barrier height will also change. To make an estimation 

of the resistance change expected for this temperature dependence would involve making 

assumptions based on the type of current flowing through the barrier, and even if purely 
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thermionic current is assumed, there is a complicated temperature relationship. This 

relationship also does not include other temperature dependent components such as the 

energy gap and the effective mass. The depth of this analysis is out of the scope of this PhD 

but would be of interest to all n-GaSb devices. Though a good ohmic contact and associated 

properties would be preferable, this study aims to merely produce a metallisation recipe 

that produces measurable transport devices at low temperatures. 

Initially the contacting recipe used for n-type GaSb contacts fabricated in this work 

consisted of Pd/In/Pd/Au, 5/40/6/100 nm as deposited (not annealed), where Pd is 

deposited first, following the work of Robinson et al. [79]. The Hall bar contacts of this 

recipe fabricated for transport measurements proved insufficient and unmeasurable at 

low temeprature, with these contacts found to be of high resistance with a non-consistent 

I-V trace. Transmission line tests, described in section 5.3, were carried out, and when 

tested against temperature, the contacts became highly resistive, limiting further 

measurements below 150 K. This temperature is insufficient for the measurements 

required to extract the transport properties of the bulk GaSb and GaSb/AlGaSb structures 

as described in Chapter 7. Thus, an investigation into various metallisation recipes and 

the underlying theory was carried out. Several different metallisation’s were investigated, 

with and without annealing, the results of which are explained in section 5.4.  

 

5.2 A Review of Contacting Materials for n-GaSb 

There have been vast numbers of works investigating the ohmic properties of contacts on 

n-type GaSb, with reports often stating non-reliable or rectifying contact behaviour, with 

few yielding  reliable, low resistance ohmic contacts. Many of the recently reported ohmic 

contacting recipes involve multilayer contacts with the inclusion of impractical metals 

such as platinum11. Platinum is often used as a buffer or blocking layer between gold and 

the sample, required as gold can form reaction layers between 100-850 nm into the 

semiconductor depending on annealing conditions, which can lead to an unstable device 

[89]. Indium can be used to reduce the barrier height by creating an InGaSb layer which 

has a lower band gap than pure GaSb. It has been reported by Yang et al. that layers such 

as these can extend to 100 nm or more into the sample [90].  

 
11The boiling point of platinum is approximately 3825 °C and the melting point of tungsten, which 
is used as the metal crucible for evaporation, is 3422 °C. Therefore, the tungsten basket will likely 
melt before the platinum evaporates. Even with the reduced pressure in the evaporator this is a 
fine line.   
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Dopant can be used to thin the barrier, and often the same dopant that was used in the 

growth stage would be used [79]. Tellurium dopant was used by Villemain et al., and has 

previously shown some success in contacting [91]. Villemain et al. investigated Te/Au 

recipes with varying thicknesses, using secondary-ion mass spectrometry (SIMS) 

measurements to evaluate the intermixing with annealing time and temperature. They 

illustrated that, after an initial anneal of 350 °C for 1 hour, the tellurium had diffused into 

the sample. After a further anneal of 450 °C for 2 s, interface alloying was achieved with 

significant Ga and Sb measured in the contact at the interface. It was this alloying that they 

believe lead to low contact resistances.  

Subekti et al. reported ohmic contacts achieved for contact metal mixtures of AuGe and 

AuNiGe, as well as AuNiGe/Au (i.e. with a subsequent layer of Au deposited) [92]. These 

were ohmic provided that the annealing temperature was above 150 °C, and the specific 

contact resistance had a minimum at an annealing temperature of ~300 °C for the first 

contact and 200 °C for the final two contacts. In this work, Subekti et al. also analysed the 

specific contact resistances to extract the Schottky barrier height. This analysis resulted 

in a barrier height of ~0.49 eV for the as deposited recipe, which is the expected barrier 

height for GaSb using the Bardeen model. They suggest that the exchange between 

germanium and gallium is the key to the rapid decrease in specific contact resistance with 

annealing temperature, but do not suggest a reason why further annealing then increases 

the specific contact resistance. 

Khvostikov et al. [88] also investigated recipes containing gold and nickel, all of which 

were tried for two doping concentrations (4 × 1017 cm−3 and 1 × 1018 cm−3), and with a 

variety of annealing profiles. For both doping concentrations, the specific contact 

resistance improved with increased annealing temperature from 230°C to 300°C. Further, 

the higher doping concentration gave a lower specific contact resistance at each annealing 

temperature, however the difference in resistance between the two doping levels 

diverged at higher annealing temperatures (i.e. the higher doped sample improved more 

from 270°C to 300°C than the lower doped sample). The lowest specific contact resistance 

was achieved for high doping and Au/Ni/Au at 300°C. 

Yang et al. [93] investigated a contact combination of indium and tellurium with a recipe 

of Pd/Te/Pd/In/Au, which attempted to simultaneously lower the barrier by creating 

InGaSb, using Te to n-dope the surface, and using the Au-Ga interaction to create Ga sites 

for Te to dope within the surface. Despite this complicated recipe, simpler recipes with 
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fewer metals also gave comparable results, as discussed below. Huang [94] and Vogt [95] 

also tried similar multilayer recipes but included a platinum blocking layer.  

Robinson et al. [79] investigated a variety of palladium-based recipes, with increasing 

complexity and was the initial recipe trialled in this work for contacts for the 

measurement of transport properties of n-AlGaSb/GaSb heterostructures. However, of the 

many recipes attempted by Robinson, only the many layered recipes resulted in deposited 

ohmic contact, and of these, the preferred contacting recipe (lowest contact resistance) 

was found to be Pd/In/Pd/Pt/Au (4/40.3/5.7/50/100 nm). For this recipe, annealing was 

found to greatly improve the resistance, with the palladium believed to act as a blocking 

layer, partially limiting the amount of indium diffusing through the contact. Robinson et 

al.’s original recipe also contained a platinum layer to prevent an Au/GaSb reaction layer, 

however when recreated for our study, due to limitations of the evaporator and the 

impracticality of depositing platinum, this layer was removed.  

When considering the variation between contact resistances obtained in this work, and 

those reported in the literature, some of the variation may be due to the literature values, 

in general, reported for contacts to n-type GaSb with carrier concentrations as high as 

1 × 1018 cm−3.The samples studied here are not as severely doped at the surface and so 

may not yield the same numerical result.  

 

5.3  Determining Contact Resistance 

Many parameters can be very easily determined from seemingly simple electrical 

measurements, such as the contact resistance, the sheet resistance and the transfer length, 

with the measurement of these values unlocking a large wealth of information. The 

following sections discuss these parameters and the methods used to determine them. 

Whenever the resistance of a semiconductor sample, 𝑅Total, is measured through a 2-

probe measurement, the resistance measured is given by the equation 

 𝑅Total = 2𝑅𝑐 + Rs , 5.2 

where 𝑅𝑐 is the contact resistance (simplified here to encompass the resistance of the 

metal as well as the metal-contact interface) and 𝑅𝑠 is the resistance of the semiconductor.  

When a resistance is measured under different conditions (e.g. as a function of 

temperature), it is important to determine whether the changes in resistance measured 

are due to the semiconductor or to the contact. The resistance of the semiconductor is a 
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function of the sheet resistance, 𝑅◻, and the aspect ratio of the current path, see Figure 

5.2, where S is the separation length between the contacts and 𝑊𝑐  is the width of the 

current carrying path (often the width of the contacts)[96]. This ratio determines the 

number of “squares” in the semiconductor being measured, with the semiconductor 

resistance then given by         

 𝑅𝑠 = 𝑅◻
𝑆

𝑊𝑐
 . 5.3 

The specific contact resistance, 𝜌𝑐  is a parameter used for comparing the quality of 

contacting materials [97]. The standard method for determining specific contact 

resistance is through transmission line measurements (TLMs). A set of equally sized 

identical contacts, in this case 50 μm × 130 μm, are spaced at varying separations from 

each other, with the resistance measured between each pair of contacts, and plotted 

against the separation, S. A simple combination of equations 5.2 and 5.3 results in the 

straight line seen in Figure 5.2, where at the y-intercept, the separation is zero, giving 

twice the contact resistance [98, 99].  

 
Figure 5.2: A demonstration of transmission line measurement geometry 
and the graphical analysis that can be conducted.  
 

The specific contact resistance, 𝜌𝑐 , can then be found by extrapolating to the 𝑥-intercept 

to find the transfer or transmission length, 𝐿𝑡, and using equation 5.4, giving 

 𝜌𝑐 = 𝐿𝑡𝑅𝑐𝑊𝐶  . 5.4 

Current will mainly flow through the shortest path (to the closest edge of the contact), 

however there will be some current paths flowing further through the semiconductor 
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before entering the contact. This current distance relationship follows an exponential 

drop off, where the decay constant is the reciprocal transfer length. Alternatively, the 

transfer length is also often defined as the average length a carrier will move underneath 

the contact before flowing up into the contact [96]. 

Another way of measuring the specific contact resistance is by comparison to a 4-probe 

measurement, where a 4-probe measurement can be considered to be a direct 

measurement of the sheet resistance. Thus, by comparing to equation 5.2, the contact 

resistance can be found, where the contacts are considered identical.  

5.4  Characterization of Metal Contacts on n-GaSb 

Using the TLM method explained above, various metallisation recipes for n-GaSb were 

characterised. However, it became apparent that the assumption of the contacts all having 

ohmic behaviour was not always the case. This resulted in a re-evaluation of the objectives 

for this study, where these are outlined in the following section, after which the results 

and analysis will be discussed.  

5.4.1 Aims for Contact Resistance 

The measurements required to study the transport properties of n-AlGaSb/GaSb devices 

require a constant current supplied between two contacts, and voltage measured through 

two others. Therefore, there are two applications for the contacts created, and as these 

are 4-point measurements, in theory it is irrelevant whether these are ohmic or Schottky, 

provided they are low enough resistance that the measurement can be achieved.  

Initial measurements of Hall devices yielded unsuccessful results which were deduced to 

be limited by the contact resistance. Though measurable (but still high resistance) at room 

temperature, the total resistance measured drastically increased as the temperature 

decreased, and below 150 K the samples were unmeasurable, with resistances of the 

order of 1000 kΩ’s. The same wafer was successfully measured using the van der Pauw 

method with indium dotting, confirming that a lack of carriers was not the cause of the 

high resistances observed. Though this method allowed the measurement of these 

samples, In dotting is impractical on the scale of the Hall bars. The samples were also 

inspected to ensure the devices were not over etched, and that there was a clear current 

path for the current contacts, and the legs to the voltage contacts were also still intact. It 

is believed that due to the high resistance of the contacts, the small constant current was 

unable to be maintained at lower temperatures.  
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The AC set up uses a lock-in amplifier which sets a voltage 𝑉𝑅𝑒𝑓 and is put in series with a 

large resistor, 𝑅𝐿 (typically 1 MΩ), so that the majority of the voltage drop is across this 

resistor, such that the current through the sample is assumed to be 𝑉𝑅𝑒𝑓/𝑅𝐿. This 

assumption can no longer be made once the sample and contacts make up a significant 

fraction of the large resistor. The size of the large resistor in series could be increased to 

ensure this assumption is correct, however, the current path is still of question. 

 
Figure 5.3:  A schematic diagram of the resistances involved in measuring 
a Hall bar for the determination of transport properties. The ideal current 
path is shown in green. 
 

The input impedance of the lock-in measuring the voltage is 10 MΩ, so again, once the 

resistance of the sample and contacts (and variation between contacts) is of a significant 

fraction of the impedance, the current could be split across this path. Therefore, the 

assumption that there is negligible current flowing through the voltmeter, a standard 

assumption in electrical measurement, is no longer necessarily true. Even if a higher 

impedance voltmeter is used such as a Keithley Nanovoltmeter, the current paths at such 

high resistance are unpredictable. If a Keithley were to be used, the advantage of the high 

signal-to-noise ratios given by an AC lock-in amplifier would be lost, increasing the 

uncertainty in an already sensitive measurement. 

The objective of this study is to enable measurement of devices, though a low specific 

contact resistance is preferable, it is not necessary. As such any recipe which yields a low 

enough resistance at low temperature to maintain a constant current of ~1 μA is sufficient. 

5.4.2 Recipes Tested 

A few recipes were trialled to find a suitable ohmic contact for use with confined 

n-AlGaSb/GaSb systems to be measured at low temperatures, given as stated above the 

initial test was unsuccessful with a recipe of Pd/In/Pd/Au as deposited.  

Four recipes were investigated, each annealed and as deposited, and in each case the 

processing procedure was the same. Using the same Hall bar mask, TLM pad designs were 

produced through lithography following the process steps given in section 4.2, where the 
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TLM pads were each 50 μm × 130 μm with increasing spacings of 5 μm, 10 μm, 20 μm, 

30 μm and 50 μm. All samples were processed in the same processing run and on the same 

wafer. The samples were then placed in a PlasmaEtch Asher with an oxygen plasma for 

1 min to rid the surface of any remaining resist, in preparation for the contacts. The 

samples were then etched using a recipe of HCl: H2O (1:1) for 45 s to remove the oxide 

from the surface, quenched with water, and placed into the evaporator immediately 

(within a few mins), preventing further oxide forming. Each metallisation was carried out 

using the same evaporator with a base pressure of ~1 × 10−6 Torr. Upon completion of 

the recipe, lift off was achieved in all cases easily, following the procedure as described in 

section 4.2. Each recipe was tested as deposited onto MBE grown doped n-AlGaSb of 2 μm, 

where the sample chuck for evaporation of the metal is not at all heated. Annealing was 

achieved using an Allwin AW610 Rapid Thermal Annealer, where samples were placed in 

the centre of a heated chamber and once the heating cycle was complete, left to cool in situ 

in nitrogen gas. Between each sample the chamber was left to cool to ensure a full heat 

cycle for each sample. The annealing times and temperatures were set as an automatic 

profile and were also measured in real time; there was no significant deviation seen 

between the two during any of the processes. A full table of the recipes trialled is given 

below. 

Table 5.1: A table showing the contact recipes tested and their associated annealing recipes. 

Materials 
Thicknesses 

(nm) 
Annealing 

Time 
Annealing 

Temperature (°𝐂) 

In 400 10 s 290 

In/Au 100/100 10 s 290 

Au/Ni/Au 10/50/200 2 min 300 

Pd/In/Pd/Au 4/41/6/100 10 min 300 

    

A pure indium recipe was used for testing initial growth material using the van der Pauw 

method using indium solder. These yielded low resistance contacts and the samples were 

measurable at low temperatures, however this was not feasible on the small scale of Hall 

bar devices. The pure indium metallisation recipe was an attempted recreation of that 

process, where the annealing temperature is the temperature of the soldering iron. In/Au 

was a recreation of the In recipe but including a layer of Au to give an easier surface to 

bond to as the indium was visibly rough on the surface after lift-off. Au/Ni/Au and 

Pd/In/Pd/Au were trialled following recipes given in the literature by Khvostikov et al. 
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[88] and Robinson et al. [79] respectively. Khvostikov et al. was chosen as they displayed 

successful results for multiple doping concentrations. 

Each sample was measured using a 2-probe probe-station with a 2450 Keithley source 

meter. The probe station also has the capability of being cooled to 77 K using liquid 

nitrogen, with the sample placed in a vacuum chamber capable of reaching a pressure of 

~1 × 10−6 Torr. Probes were placed on each TLM pad pair, with an applied voltage swept 

between ± 2 V with the current measured. After initial testing at room temperature the 

samples were cooled to 77 K and the temperature was stabilised. The samples were then 

measured and heated using the chuck, with measurements across temperature only 

performed when the set temperature had stabilised. Each TLM pad pair was measured 3 

times by re-probing the contacts. 

In all cases annealing reduced the resistance of the contacts for each recipe by more than 

an order of magnitude, though in all cases the I-V traces are clearly non-ohmic to varying 

degrees. Figure 5.4 shows an example of each of the I-V traces at room temperature, and 

how they varied from as deposited to annealed; the reader should note the change in scale 

of the 𝑦 axis on each graph, particularly from the as deposited recipes (left) to the 

annealed equivalent (right). An average trace was picked for each case though in some 

cases there was variation in the characteristics and resistances between TLM pad pairs. 

The resistance was taken for each recipe for each TLM pad pair for comparison, where 

this was determined from the higher voltage range where the Schottky contacts are in 

forward bias mode, and where the electrons are freely flowing and the barrier has been 

overcome. The resistance was taken to be the reciprocal gradient in this region. When 

linear fitting, a fitting parameter called the coefficient of determination or R2 can be used 

as an estimation of the linear fit. R2 it is a value between 0 and 1 that is a ratio of the 

controlled (predicted) variation of your data over the total variation of your data. A value 

of R2 = 1.0 indicates that all the variation in y is predicted by the fit. The R2 value in this 

case gives an estimation of how ohmic the contacts behave once the barrier is overcome, 

and, in most cases, the R2 value is close to 1.0 in the annealed case. 

The In and In/Au recipes, once annealed, created quite well defined back to back Schottky 

contact I-V traces, whereas Au/Ni/Au recipe trace is not clearly either ohmic or Schottky. 

The Pd/In/Pd/Au trace, though not perfectly ohmic, appears to be a more easily overcome 

Schottky barrier. The unusual Au/Ni/Au trace may be due to an uneven diffusion of Ni and 

Au, creating a combination of ohmic and Schottky contacts in parallel and series, with 

varying resistances and current densities, creating an undefined I-V trace. All the as 
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deposited metallisation recipes created unideal Schottky pairs of significant resistance in 

comparison to the annealed recipes, so they will be dropped from this study from this 

point. The reader should note that they were still measured and continued to be of high 

resistance, and as such, the results will not be presented here.  

  

  

  

  
Figure 5.4: Example I-V characteristics for each metal recipe investigated 
shown at 300K. Black points indicate the measured points from a current 
voltage sweep and the red line indicates the fit line used to extract a 
resistance (see the text for further details). 
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This work shows that it is not merely the diffusion of indium that creates a low resistance 

contact. The palladium blocking layer allowing only a certain amount of indium to diffuse 

must be key to this process. The drastic difference in the contact resistance depending on 

the amount of indium diffused into the semiconductor may in part be due to indium 

diffusing under the contact, lowering the conduction band edge locally, but obviously 

giving no change in any region where there is no contact. This would therefore create a 

junction between these semiconducting regions which may also create a barrier, 

particularly if a significant proportion of In has been diffused. As an example of the 

difference diffusing indium into GaSb may make, using Vegard’s law (equation 2.24) the 

difference in band gap between GaSb and (e.g.) even In0.1Ga0.9Sb is 60 meV at 300 K.  This 

is more than 2kT and would create a significant barrier between the regions under the 

contact and the rest of the device.  

5.4.3 Ohmicity 

As seen above, the contacts produced are non ohmic, but to varying degrees. If a contact 

were ohmic, the resistance would be invariant across voltage. As a test of the ohmicity of 

the contacts, the resistance was determined using a few methods, and the similarity of the 

resistances should shed light on how ohmic or non-ohmic the contact is. 

 
Figure 5.5: A graph of voltage against current for a Schottky contact 
indicating the significant variation in resistance when it is taken from 
differing regions of the traces, whereas in a perfectly ohmic case all 
resistances are equal. 
 

The first method as shown above is the high voltage method, measuring only once the 

Schottky barrier was overcome, where this method will give more similar values when 

comparing to the literature. However, in the measurement set up used in this work, a 

constant current of 1 μA is maintained and thus, given the non-ohmic nature of the 
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contacts, taking the resistance from high voltage range is not satisfactory for the objective 

in this study. The two other methods of determining the resistance are taking the 

resistance at a current of 1 μA, and taking the local resistance around 0 (i.e. the resistance 

in a low current range on the order of ± 2μA). 

Table 5.2: A table showing resistance calculated over different ranges for each contacting recipe 
to 2 significant figures, and the ratio 𝑅Point/𝑅HighV, to 1 decimal place. All values taken at 300 K. 

Contact 
Types 

High voltage 
range 

Resistance 
(𝛀) 

Low current 
range ± 𝟐𝛍𝐀 

Resistance (𝛀) 

Point 
Resistance (𝛀) 

𝑹𝐏𝐨𝐢𝐧𝐭
𝑹𝐇𝐢𝐠𝐡𝐕

 

In 240 9300 9300 38.8 

In/Au 440 82000* 100000 203.5 

Au/Ni/Au 300 6300 6500 21.5 

Pd/In/Pd/Au 260 530 520 2.0 

     
* The trace even on this small range was not linear. 

Unsurprisingly the low current resistance and the point resistance are similar and are 

both of higher resistance than the high voltage range resistance. The ratio of the high 

resistance range and the point resistance indicates the extent of the non-ohmic behaviour.  

Indium in the high voltage range gave the lowest resistance however the high voltage 

resistance is not representative of the desired measurement set up. In/Au, given that it 

created a well-defined Schottky, predictably is the least ohmic and even on the small scale 

of ±2μA had a low R2 value of 0.96. From Table 5.2 it can be seen that the recipe of 

Pd/In/Pd/Au, for this trace, gave a more ohmic contact and was the lowest resistance in 

the region used for measurement.  

5.4.4 Determination of Contact Resistance 

The resistance measured from a current voltage sweep is the total resistance of the sample 

and contacts, though as stated above, a TLM pattern can be used to determine the contact 

resistance. However, this assumes the metal-semiconductor interface is ohmic, which is 

clearly not the case.  

The low current resistance was measured for each TLM pair and plotted against 

separation (Figure 5.6), with a straight-line fit used to extract the specific contact 
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resistance. However, it became evident that where contacts are non-ohmic, the 

resistances measured were inconsistent and as such the TLM extracted values become 

unphysical.  

  

  
Figure 5.6: Transmission line measurements for each annealed recipe using 
the low current region of each trace. The black crosses indicate the 
measured points, the red dots indicate the average of each spacer and the 
orange line is a linear fit. Each graph is annotated with the contact 
resistance, taken from half the 𝑦 intercept of the fit line, and the halved 

average of all the points (
1

2
𝑅̅). 

 

Though trends and values could be extracted they are with little confidence as there is not 

a clear trend in the data points for either the TLM resistance taken from the low current 

region or those taken from the high voltage region, where these produced unphysical 

results. For example, the TLM for In suggests a higher resistance for a smaller region of 

semiconductor and the transfer length cannot be extracted from this, and thus a specific 

contact resistance cannot be found. Despite this, indium gives the most consistent 

resistance with all pad pairs falling within ± 2.7 kΩ of the average. This consistency could 

be due to the simplicity of the recipe, with only one layer being deposited there will 

naturally be less opportunity for variation of the contacts produced. Au/Ni/Au has a linear 

trend as expected from a TLM, however this is not feasible as a TLM as the highest two 

resistance points could reasonably share a contact pad with a particularly high resistance 

(see Figure 5.6).  

The reason for these unphysical TLMs may be due to variation in the contacts that have 

been created or high resistance reaction layers. The set up currently can be thought of as 

two TLM pads, which in this case are two Schottky contacts, in series with a resistor (the 
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semiconductor) where the resistance will increase with spacer. An increasing spacer (or 

series resistance) would likely not be sufficient to significantly affect the voltage at which 

the barrier is overcome. However, if uneven diffusion has created regions of parallel 

conduction this may change the characteristics of the trace (see Figure 5.7). The theory 

used to extract the contact resistances from TLMs also assumes that all TLM pads (for each 

recipe) are exactly equal in resistance, which may not be the case. 

  
Figure 5.7: A plot indicating how a current voltage measurement would 
change when two Schottky contacts are placed in series (left) and in parallel 
(right) with varying size resistors, the changing darkness of red signifies the 
increased magnitude of the resistor with the black line indicating no resistor 
in series. 
 

For a Schottky pair with a resistor in series, as the magnitude of the resistance increases, 

the contribution to the resistance of each Schottky will diminish and so the trace will look 

more ohmic in nature, as shown by Figure 5.7 left.  For a Schottky pair in parallel with a 

resistor, as the resistor increases in resistance the Schottky becomes the preferred 

current path and so the I-V trace has Schottky characteristics, but with a slightly altered 

trace, as shown by Figure 5.7 right.  

By comparing the curvature of the below traces to Figure 5.7, it could be speculated that 

the dominating factor in the In recipe is a resistor in series with a varying resistance. In 

the case of Pd/In/Pd/Au, the trace shows characteristics of resistors in parallel, where 

this could be due to Au spiking or uneven diffusion of indium through the Pd layer.  

   
Figure 5.8: A series of traces for In (left) and Pd/In/Pd/Au (right) for 
varying spacers (represented by varying colours), giving an indication that 
the indium recipe characteristic is governed by an in series varying 
resistance, and Pd/In/Pd/Au by an in parallel resistance. 
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Again, taking the resistance at a low current range is more representative of the physical 

Hall measurement, but for TLMs this low resistance gives seemingly non-physical results 

where the high contact resistance also means a sheet resistance cannot be determined. 

Usually the contact resistance is found by extracting the half the intercept of the TLM (as 

there are 2 contacts in any given measurement). However, for the traces observed here, 

these would be extracted based on questionable results. Instead, as a comparison between 

different contacting recipes. the average resistance of all points will be taken and halved 

as an estimation of the contact resistance, as the total resistance is dominated by the 

contact. This is shown by 
1

2
𝑅  in Figure 5.6. This will of course be an over-estimation and 

not an actual measure of contact resistance, however, it is sufficient for this work given 

each recipe is being compared like for like.  

In the case of Pd/In/Pd/Au a particularly flat TLM can be seen (Figure 5.6), mainly due to 

bimodal data points, with a combination of high resistance and low resistance contact 

resistances at each spacer. Upon further investigation it was found that the low contact 

resistances are also more ohmic in nature, where using the R2 fitting parameter, this can 

be seen in Figure 5.9. These figures amplify that though lower contact resistances are 

possible, the contacts for this recipe are not consistent. The inconsistency could be due to 

a number of factors such as the variation of material thicknesses in the deposited layers, 

and the variation in diffusion upon annealing of the multiple layers. 

  
Figure 5.9: Left: The resistance of annealed Pd/In/Pd/Au TLM pairs against 
spacer indicating the bimodal resistances. All contact pairs with a high 
resistance are indicated by red crosses, whilst those with lower resistance 
are indicated by black crosses. Right: R2 against spacer indicating the 
ohmicity of each trace. These two plots together indicate there are two types 
of contacts created, relatively low resistance ohmic contacts, and high 
resistance Schottky contacts. 
 

Analysing the low resistance (ohmic region) results in a halved average resistance, of 

600 Ω, whereas the high resistance region results in a halved average resistance of 4.8 kΩ. 
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Table 5.3: A table showing the extracted TLM contact resistances and the halved average 
resistances for each metallisation recipe at 300 K, given in kΩ. 

Contact 
Types  

Extracted Rc 
1

2
𝑅    

In 6.4 5.6 

In/Au 30.1 91.1 

Au/Ni/Au 1.3 2.7 

Pd/In/Pd/Au 2.3 2.0 

   
Comparing all the recipes in Table 5.3 Pd/In/Pd/Au and Au/Ni/Au show the most 

promise at 300 K, and so these contacts were then measured using the same procedures 

at low temperature. 

5.4.5 Resistance Variation with Temperature 

Previous measurements on Hall bar devices showed a drastic increase in resistance with 

a decrease in temperature, and a low temperature resistance should be investigated to 

ensure any contact recipe maintain their measurability. Following a metallisation study, 

successful recipes have been found for 300 K and will now be further investigated across 

temperature. Resistance variation with temperature of contacts could in part be due to 

the changing barrier height with the band gap, following the Bardeen model, and is most 

likely due to thermionic emission changes with temperature. Investigating the origin of 

the temperature dependence of each recipe is out of the scope of this thesis. 

 
Figure 5.10: Contact resistance against temperature for each contacting 
recipe (all annealed) down to 77 K, where two recipes were highly resistive 
below 150 K, and two remained of reasonable resistance down to 77 K. 
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At room temperature the pure indium deposited was of comparable resistance to the 

lower resistance recipes. However, once the temperature decreased, as is the case with all 

the as deposited recipes, the contact resistance drastically increased and showed no trend. 

In/Au was also measured but the resistance at low temperature was too large to show in 

Figure 5.10. The Pd/In/Pd/Au resistance appears to be relatively invariant in 

temperature and sufficiently small enough in contact resistance to be suitable for 

measurement, whilst Au/Ni/Au also appears to be suitable. The Pd/In/Pd/Au annealed 

recipe was used throughout the rest of this work as it gave the lowest resistance at low 

temperature and appeared the most temperature invariant. This recipe was subsequently 

successfully used in the transport measurements of n-AlGaSb/GaSb Hall bars at low 

temperature (3 K). 

 

5.5  Conclusions 

Investigations into the contacting material used were carried out due to significantly high 

resistance and difficulty in measurement of devices at low temperatures. From the recipes 

considered in this work obtaining a low resistance contact without annealing was 

unachievable, however annealing in each case improved the resistance by over an order 

of magnitude. Four contacting recipes were investigated through I-V measurement of 

TLMs, all of which produced non-ohmic contacts to varying degrees. In the case of In/Au, 

a well-defined Schottky contact was created, pure indium produced a less distinct 

Schottky contact and Au/Ni/Au produced an undefined non-ohmic contact. Pd/In/Pd/Au 

was inconsistent and produced some contacts which were low resistance and 

approximately ohmic, and some which were high resistance and Schottky like. Due to the 

variation across contacts and the questionable ohmicity of contacts, the ohmic behaviour 

was further defined by investigating the resistance at different regions of the I-V trace. 

The resistances were then compared where, in a perfect ohmic case, they would be 

invariant. The R2 fitting parameter was also used with a linear fit to give another qualifier 

of ohmicity. The low current region was used as the main comparison between contacts 

as this is the region that would be used in transport measurements. Pd/In/Pd/Au gave 

the most ohmic contact and the lowest resistance at the current required for transport 

measurements. There was, however, more variation with this contact than the other 

contacting recipes; the low resistance contacts were of ~600 Ω resistance with the higher 

resistance contacts being 4.8 kΩ. The variation of this recipe may be due to the sensitivity 

of the contact resistance to the thickness of the Pd blocking layer, or to gold spiking into 

the semiconductor. Using TLMs to extract the contact resistance was determined to give 
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unphysical results, and thus the overestimation of averaging the total resistance 

measured and halving it (due to a pair of contacts being used in any measurement) was 

implemented. Both Au/Ni/Au and Pd/In/Pd/Au remained low resistance to 77 K, and the 

latter was selected as the contacting recipe as it had the lowest resistance, was the least 

temperature variant, and achieved the most ohmic contacts.  
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“Everything must be made as simple as possible. But not simpler.” 

-Albert Einstein 

 

  

 

Designing Heterostructures Through 

Simulation  

Prior to growth and measurement of Al0.2Ga0.8Sb/GaSb heterostructures 

(heterojunctions and square quantum wells), various structures were simulated to 

investigate their band structures and their transport properties. Schrödinger-Poisson and 

transport model simulations were completed in order to predict the optimal structure for 

high quality transport devices. 

In the case of a heterojunction, the electrons are confined in a triangular well. The 

triangular well is created from the movement of electrons from the dopant atoms (usually 

situated in the barrier material), to the lower band gap material. Thus, the confinement of 

electrons is dependent on the donor concentration, a complicated topic in GaSb based 

systems. The initial step is to simulate the confinement of a given structure. This 

investigation will yield whether there is a sufficient doping concentration to create a 

quantum well (in heterojunctions). Alternatively, it is possible to over dope, resulting in a 

multiband structure, or parallel conduction where there is conduction in the doped 

region. The native defects in GaSb must also be considered to achieve an accurate 

representation of the band structure. 

Once a band structure has been simulated and confinement is achieved, a transport model 

is used to investigate the scattering mechanisms and resultant mobility. The scattering 

mechanisms considered include phonon scattering, interface roughness scattering, and 

ionised impurity scattering, including from the native defects. The predicted mobility 

obtained for various structures is then compared, with the structures corresponding to 

the best mobilities grown and fabricated into devices to be measured.  
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The simulations in this work were calculated using a simulation software called nextnano 

[100]. This software is self-described as “software for the simulation of electronic and 

optoelectronic semiconductor nanodevices”[100]. The simulations are completed by 

interacting with nextnanomat (the interface), where a coded input template is required, 

examples of which are found in the tutorials on the nextnano website. The input supplies 

the software with the relevant parameters and commands from which it can calculate a 

variety of physical processes requested. The output is given in the form of text files. 

Though the calculations and code are hidden, a wealth of information on how the software 

works can be found on the website and in the literature published by nextnano. Their in-

built parameter database is used where a parameter hasn’t been specified in the input file, 

and this database is also available to any user. It is important to understand the physics 

behind the calculations and which parameters are required for each calculation. The main 

calculations used for this work and performed in nextnano are briefly outlined in this 

chapter.   

This chapter will start with an overview of the flow of calculations occurring in nextnano. 

Following this, a detailed summary of the theory and numerical implementation of a 

Schrödinger-Poisson solver is given. The resulting band structures that have been 

simulated will then be discussed before moving onto the transport model. The theory of 

the transport model is then outlined, followed by the resulting mobility calculations for 

each structure. 

 

6.1 Input and Calculation Flow in nextnano 

The investigation of the band structure using a self-consistent Schrödinger-Poisson 

solver, and the mobility using a transport model, are the main calculations considered in 

this work. The operation of these are explained in detail in the following sections. 

However, alongside these calculations a number of other physical calculations are also 

taking place. For example, the ionisation energy is an input parameter which can then be 

used to contribute to the band structure calculation.  

When calculating a structure in nextnano, initially the semiconductor structure is created 

in the form of a point by point mesh of parameters. These include material composition 

and doping concentration as a function of depth. Though the thickness of each sample was 

set to 2 μm, the step size varied over the course of the sample. The step size sets the 

resolution of the calculation, and thus the step size is larger in the regions where there 
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was minimal change in the sample, speeding up the calculation. The active regions of the 

sample were set to a highly resolved step size of 0.1 nm while 500 nm into the sample the 

step size was changed to 5 nm.  

With the structure defined as a mesh, the temperature dependent parameters are 

calculated at the initial set temperature stated in the input file, and thus an initial band 

structure is formed. The change in the conduction band with temperature is calculated as 

described by the Varshini equation 2.6. The doping concentrations are calculated from the 

activation energy and input into the self-consistent Schrödinger-Poisson (S.P.) solver. The 

band structure for the whole sample is then iteratively calculated until a solution has 

converged. In this case convergence is defined where the change in the solution of the 

Schrödinger equation from one iteration to the next is minimal.  

The results of the S.P. solver include the Γ, L and X conduction bands across depth (though 

only the Γ band is generally considered), and the light and heavy hole valance bands. Along 

with the band structures are solutions to the Schrödinger equation for the given band 

structures, which include the wave functions, and their associated energy levels. In these 

simulations the Fermi level is set to 0 eV, where all energies are changed with reference 

to this. From the energy states calculated, with aid of the Fermi distribution and the 2D 

density of states, a carrier concentration is also calculated.  

The carrier concentration is fed into the transport model where it is used to calculate the 

Fermi wave vector, 𝑘𝑓 . The Fermi wave vector is a factor required for the calculation of 

certain scattering mechanisms such as ionised impurities and interface roughness. The 

carrier concentration can also be manually set. However, there are other parameters of 

the structure which are compulsory for the calculations in the transport model which 

include the spacer and the quantum well width. These parameters must be manually set 

in the input file.  

In the case of a triangular well, this quantum well width is not well defined. Following an 

S.P. solver tutorial for AlGaAs/GaAs given in nextnano, where a heterojunction with a 

triangular well is formed, the well was initially approximated to be 25 nm. The value was 

then adjusted to a more accurate value upon inspection of the conduction band, where the 

width of the triangular well was determined by the position where the gradient of the 

confining band structure becomes sufficiently flat. Whilst there is uncertainty in this 

width, the width is only used in the acoustic phonon scattering mechanism in nextnano, 

and as such is only significant at higher temperatures. 
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This section covered a brief overall view of the calculations in nextnano, whilst the 

following section gives a detailed introduction to the theory and numerical 

implementation of the Schrödinger-Poisson solver. 

 

6.2 Schrödinger-Poisson Modelling Theory 

In this section, for clarity, the example of a square quantum well with modulation doping 

will be used to describe how a band structure evolves through a Schrödinger-Poisson 

calculation. It will be assumed for simplicity that this square quantum well has one 

confined energy state. 

The Schrödinger equation is used to describe the quantum state of a particle throughout 

space. In a quantum mechanically confined system, such as a quantum well, the solution 

for a single electron is found to be a wave function (eigenvector), 𝜓, and a confined energy 

(eigenvalue), 𝐸. The modulus of the wave function, when squared and normalised, results 

in a probability density for the position of that electron [101]. However, when there is 

more than one electron, as is the case with most semiconductor structures, this 

probability density can be used to describe a spatial charge density. The quantum well is 

defined by the potential, 𝑉(𝑧), which is a profile of the conduction band edge of that 

structure as a function of the depth of the structure, 𝑧. The Schrödinger equation is then 

given by 

 −
ℏ2

2𝑚∗
𝜕2

𝜕𝑧2
𝜓(𝑧) + 𝑉(𝑧) 𝜓(𝑧) = 𝐸 𝜓(𝑧) , 6.1 

where 𝑚∗ is the effective mass. As there is a higher charge density (a higher number of 

electrons) at the peak of the probability density, this region is negatively charged with 

respect to the edges of the wave function, resulting in a non-uniform electric field[102-

104]. In the case where the structure is modulation doped, the dopant electrons will reside 

in the well, whereas the positive atoms will still be in the dopant plane. This local 

imbalance in charge neutrality also results in an electric field. The potential associated 

with these electric fields causes a change in the quantum structure. The perturbation to 

the potential can be solved using Poisson’s equation, 

 ∇ ∙ 𝑬 = − ∇2 𝑉 =
𝜌

ε
, 6.2 

where E is the electric field, 𝑉 represents the potential, ε is the material dependent 

dielectric constant and 𝜌 is the charge density distribution [105]. From the inclusion of 

electric fields due to the charge distribution, the band will bend. 
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Once the new structure is calculated, the original wave function is no longer accurate as 

the shape of the potential well has changed. Thus, Schrödinger’s equation has to be solved 

again. Both Schrödinger’s and Poisson’s equations are solved iteratively until they 

converge upon a wave function and band structure that satisfy both equations to a desired 

accuracy [106]. 

 
Figure 6.1: A schematic diagram indicating the changes that occur during a 
Schrödinger-Poisson calculation. Left: A simple well with its associated first 
wave function, the dashed line indicating a dopant plane. Middle: Poisson’s 
equation solution for a simple well with a dopant plane. Right: The resulting 
Schrödinger solution of the changed well and the shifted wave function. 
 

The conduction band is solved numerically by estimating a confinement energy for the 

state in the quantum well and solving the Schrödinger equation to find the electron 

distribution for a given potential profile (a heterojunction or quantum well). This is done 

until the estimate is refined and is within a given threshold, where the solution has 

iteratively converged on this condition [106]. 

6.2.1 Schrödinger’s Equation and Numerical Implementation 

Schrödinger’s equation can be solved numerically using a combination of the shooting 

method and the Newton-Raphson method. In order to implement the shooting method an 

iterative version of the Schrödinger equation must be obtained. To approximate the 

solution for derivatives in Schrödinger’s equation the finite difference method is used, as 

shown below, 

 
d𝑓

d𝑧
 ≈
𝑓(𝑧 + 𝛿𝑧) − 𝑓(𝑧 − 𝛿𝑧)

2𝛿𝑧
,  6.3 

 d2𝑓

d𝑧2
 ≈
𝑓(𝑧 + 2𝛿𝑧) − 2𝑓(𝑧) + 𝑓(𝑧 − 2 𝛿𝑧)

4𝛿𝑧2
,  

6.4 

where 𝑓(𝑧), is any function, 𝑧 is a variable of the function 𝑓, and 𝛿𝑧 is, in theory, the 

infinitesimal change in z, but in practice the step size of the mesh [107]. By substituting 

the finite difference method into the Schrödinger equation and rearranging to find 

𝜓(𝑧 + 𝛿𝑧), equation 6.5 can be found, where 

 
𝜓(𝑧 + 𝛿𝑧) = [

2𝑚∗

ℏ2
(𝛿𝑧)2(𝑉(𝑧) − 𝐸) + 2]𝜓(𝑧) − 𝜓(𝑧 − 𝛿𝑧) . 6.5 

In the above equation, 𝜓(𝑧 + 𝛿𝑧), 𝜓(𝑧) and 𝜓(𝑧 − 𝛿𝑧) are different points of the wave 

function in the mesh and can be relabelled 𝜓𝑖+2, 𝜓𝑖+1 and 𝜓𝑖 respectively. With the generic 
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starting boundary conditions that 𝜓0 = 0 and 𝜓1 = 1 the shooting method predicts 𝜓2 by 

using equation 6.5. The potential, 𝑉(𝑧), represents the conduction band profile and this 

equation assumes an initial guess of the confinement energy. The shooting method is 

continued along the structure to obtain the full wave function across all 𝑧 [106]. The 

numerical values of the wave function at each point are then normalised once the 

wavefunction across the entire structure is found. If the solution has not converged (has 

an exponential tail) it is not a suitable solution for confinement and thus a different 

confinement energy is trialled until the wavefunction is confined.  

 
Figure 6.2: A schematic diagram indicating the condition in which a trial 
wave function is accepted as a solution. 
 

The wave function solution is defined as having reached confinement when the last point 

of the wave function is equal to 0, or in practice ≈0 within a set tolerance. An approximate 

guess of the confined energy is trialled and is made significantly more accurate with each 

iteration by the Newton-Raphson method [106] 

 
𝐸(𝑛+1) = 𝐸(𝑛) −

𝑓(𝐸(𝑛))

𝑓′(𝐸(𝑛))
 , 

6.6 

where 𝑓(𝐸) is a value in the wave function profile calculated by the shooting method at 

an energy 𝐸, and 𝑓 ′(𝐸) is the notation for the differential of 𝑓(𝐸) with respect to 𝐸. Once 

a more accurate eigenenergy is calculated [108], it is substituted into equation 6.5 to 

calculate the wave function, and if the last value of the wave function is not approximately 

zero to a given accuracy, the process is repeated. If the last value of the wave function is 

approximately zero, then a confined state has been found.  

6.2.2 Poisson’s Equation and Numerical Implementation 

The numerical implementation of Poisson’s equation is achieved by breaking down the 

equation for ease of calculation, starting with the charge density. 

The charge density at each point, 𝜎(𝑧), is calculated, taking into account both the dopant 

ions and electrons distributed at each point. The electrons are distributed by the 

probability density function (taken from the wave function) calculated by the Schrödinger 

solver described above. Though the summation over the entire structure would be zero 
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due to charge neutrality, at each point the local charge density will be different. The charge 

density is given by 

 𝜎(𝑧) = 𝑞(𝑁𝜓∗(𝑧)𝜓(𝑧) − 𝑑(𝑧))𝛿𝑧 , 6.7 

where q is the charge of the carriers, 𝛿𝑧 is the step size, 𝑑(𝑧) is the volume density of the 

dopant, 𝜓(𝑧), is the wave function and N is the number of carriers per unit area, which can 

be defined by dopant concentration. As quantum wells are assumed to be infinite planes 

in this calculation, the 3D charge density can be thought of as an areal charge density 𝜎 

with a width of 𝛿𝑧. 

 
Figure 6.3: Left: The charge distribution in the form of a 
histogram, where Z’ is the depth into the structure. Right: A 
diagram illustrating the electric field strength from an infinite 
sheet of charge.  
 

Each charge density block of width 𝛿𝑧 can be considered to be a sheet of charge with an 

associated electric field strength E. The electric field strength for a single block is constant 

for all distances from that block. The summation of the contribution from each sheet at 

each depth away from to z (z’), results in a total electric field strength at each point, z,  

 
𝑬(𝑧) = ∑

𝜎(𝑧′)

2ε
 sign(𝑧 − 𝑧′) ,

∞

𝑧′=−∞

 
6.8 

where E is the electric field strength, ε is the permittivity and the sign function equals +1 

if 𝑧 − 𝑧’ is positive, −1 if 𝑧 − 𝑧’ is negative, and 0 if 𝑧 = 𝑧’. The sign function is used to 

express the vector nature of the electric field strength[106]. 

From this result the additional potential (in addition to the potential given by the band 

structure) due to the electron distribution is easily found via Poisson’s equation, where in 

1 dimension 

 
𝑉𝜌(𝑧) = −∫ 𝑬d𝑧 .

𝑧

−∞

 
6.9 

To make this calculation self-constant with the Schrödinger solution, the calculations of 

both Schrödinger’s and Poisson’s equations are iterated until both the Schrödinger 
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solution and Poisson solution have converged to a set tolerance. At this point the wave 

function and confinement energy are then solutions of the Schrödinger equation, with the 

associated charge density a solution of the Poisson equation. 

 

6.3 Simulated Confinement in GaSb Heterostructures 

The initial outline for the structures simulated is given in Figure 6.4, a simple 

heterojunction with slab modulation doping in the Al0.2Ga0.8Sb top cap which will form a 

triangular well at the GaSb junction. The structure design is limited partially by strain, 

where a Matthews and Blakeslee model calculated for this structure (see section 2.3.5) 

resulted in a top cap that can not exceed 120 nm.  

 
Figure 6.4: The initial Al0.2Ga0.8Sb/GaSb heterojunction structure proposed 
to achieve electron confinement, noting the doped and undoped 
(unintentionally doped) regions.  
 

The other variables that were investigated with the Schrödinger-Poisson solver include 

the spacer thickness, which is the undoped region between the GaSb layer and where the 

doping starts in the top cap, and the concentration of donors, required to obtain good 

confinement. 

The structures investigated in this chapter were all calculated with the same set of 

material dependent parameters, a number of which are given in Table 6.1. The majority 

of band parameters are taken from Vurgaftman [13] unless stated otherwise.  
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Table 6.1: A table indicating the parameters used in the S.P. solver calculations for Al0.2Ga0.8Sb 
/GaSb structures. In the table 𝛼 and 𝛽 represent the material parameters for a change in band gap 
with temperature, and ε𝑟 represents the relative permittivity.   

Input Parameter Value 

𝛼 (eV/K) 4.2× 10−4 

𝛽 (K) 140 

𝑚∗ (me) 0.039 

ε𝑟 (ε0) 15.69 [27] 

Bowing parameter 

Al0.2Ga0.8Sb (eV) 
0.2 

  

6.3.1 The Effect of Defects on Heterostructure Design 

The growth study completed in chapter 3 investigated a range of growth conditions, and 

thus the resultant acceptor defect concentration achieved in unintentionally doped 

samples. This study showed that the defect density will likely fall within the range of 

3.0 × 1016 cm−3 − 8.0 × 1016 cm−3, and, as such, the structures in this chapter have been 

simulated with an average defect concentration of 5.0 × 1016 cm−3 unless otherwise 

specified. It is worth noting, however, that the change in defect concentration from one 

side of this range to the other may impact the band structure simulated. This is due to 

differing electron distributions, and thus the confinement of electrons, particularly in the 

heterojunctions. As such, the effect of this variation was considered and simulated, where 

an example of the effects of increased defects can be seen below. 

Figure 6.5 shows an example of the variation of the band structure across the defect range 

expected from the growth study, with only the defect concentration varied. In Figure 6.5, 

the heterojunction is n-type doped either side of the well with a concentration of 

1 × 1017 cm−3, leaving the junction undoped with a spacer either side. The quantum well 

is a similar structure with doping either side of the well, and the well undoped, with a 

quantum well width of 25 nm.  
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Figure 6.5: The same structures simulated with low and high defect 
concentration (blue and purple lines respectively). Left: A heterojunction 
with doping in the top and bottom barriers with an undoped well, where the 
RHS barrier is reduced due to doping. Right: A quantum well with n-type 
doping of concentration 1 × 1017 cm−3 in the top and bottom barriers and 
an undoped well. Both structures have spacers either side of the well. 
 

The obvious statement is that the increase in acceptor defects creates a structure that 

appears less doped. The Fermi level (0 eV) is further into the forbidden gap towards the 

valence band for the increased defect concentration and the triangular well is seen to be 

unoccupied when a large number of defects are present. This of course stems from the 

Fermi distribution where the Fermi level in this case is 0 eV. When the ratio of (𝐸1 −

𝐸𝑓)/𝑘𝑏𝑇 equals 1, the probability of occupation from the Fermi distribution is 𝑓(𝐸) =

 0.27 and if the ratio increases to 2 then 𝑓(𝐸) = 0.12. This shift is approximately the same 

for the heterojunctions and the quantum wells, however the quantum wells are essentially 

immune to any differences in confinement made by the defect concentration changes. 

6.3.2 Doping the Barrier of a Triangular Well 

In a heterojunction, the confinement of the 2D electron gas (2DEG) comes from the 

movement of charge introduced from the donors in the barrier moving into the lower 

band-gap material. This movement introduces band bending (as described in section 

6.2.2). The doping concentration needs to be carefully chosen, however, as over doping in 

the barrier can lower the local (AlGaSb) conduction band edge below the Fermi level, 

leading to occupied states with wave functions in the dopant plane. The presence of these 

states gives rise to parallel conduction in a region with a large number of scattering 

centres, reducing the mobility of the carriers. Conversely, under-doping won’t create a 

triangular well and thus confinement (e.g. Figure 6.5 left), as there is not enough charge 
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movement to the well to create the necessary band bending and perhaps not enough 

dopant to allow n-type conduction. Therefore, a fine balance of doping concentration is 

required, and hence the need for the detailed simulations performed in the following 

sections. For GaSb/AlGaSb heterostructures this is complicated by the defect acceptor 

states. 

To investigate any structure assumptions must be made. In this section we will assume 

that all structures have an accepting defect concentration of 5 × 1016 cm−3 across the 

entire structure. It is also assumed that this is equal in the Al0.2Ga0.8Sb and GaSb layers. 

Previously analysed transport results for MBE grown bulk Al0.2Ga0.8Sb and GaSb epilayers 

confirm that the defect concentration does not change with this fraction of aluminium.  

Initially, the aim is to produce confinement by avoiding doping the quantum well, leaving 

the well unintentionally doped with the native defects in GaSb. Dopants in the quantum 

well would act as scattering centres, where this increase in scattering centres would 

reduce the mobility. In the initial simulations, only the barrier was doped, and the doping 

concentration was in the range (1 × 1017 − 3 × 1018) cm−3. The upper limit originates 

from the saturation of Te in GaSb, where an increase in Te flux during growth does not 

lead to an increase in incorporated dopant in the structure. An example of the resultant 

band structures and associated wave functions for a typical structure with a spacer 

equalling 30 nm are shown in Figure 6.6 for under- and over-doped samples, produced 

using the nextnano Schrödinger-Poisson solver. 

 
Figure 6.6: Band diagrams for a Al0.2Ga0.8Sb/GaSb structures doped only in 
the top cap with the Fermi level (dashed) set at 0 eV. The doped region is 
shaded grey. Left: Doping is too low, resulting in a sample that is p-type. 
Right: Doping is too high, where doping the top cap results in wave 
functions and occupied states in the barrier. 
 



121 

The band structures for the full range of doping considered showed lower doping 

concentrations (below 4 × 1017 cm−3) resulted in the Fermi level lying deep in the 

forbidden gap, as seen in Figure 6.6 left. However, once the doping concentration has 

increased enough for the Fermi level to lie in the conduction band, the ground-state wave 

functions are positioned in the barrier. Once the conduction band is comparable to the 

Fermi level, the wavefunctions will reside wherever in the structure the lowest minimum 

of the conduction band edge is. This will not necessarily be at the junction and the 

wavefunctions will follow the band edge minimum. This change in the structure is of 

course due to the alignment of the Fermi levels of the p-type and n-type regions. Even in a 

highly doped case, the addition of donors in the barrier just aided in a local shift in the 

conduction band of the doped region (as Fermi level is set to 0 eV). The conduction band 

in the quantum well region is then energetically higher and thus electrons will not move 

to the intended confinement region. 

Therefore, no concentration of doping will result in the desired confinement profile for 

this particular structure when there is just doping in the barrier material. This is true 

across all temperatures.  

A reduced spacer may increase the chances of obtaining a confined region and thus this 

was the next investigation. Reducing the spacer is slightly more complicated as this will 

also affect the transport properties. A small spacer results in more ionised impurity 

scattering from the dopant and therefore reduces the mobility. However, for now this 

consequence will be neglected.  

The band structure simulations performed above were repeated for spacers in a range of 

(5−30) nm in 5 nm steps. Reducing the spacer further made little difference to the 

position of the wave function across doping range except for at the highest doping 

concentration and a low spacer of 5 nm. With these conditions, at low temperature, the 

wave function lies in the well, however, as the temperature increases, the peak position 

deviates to the barrier.  

Therefore, to practically achieve this structure, the doping concentration would have to 

be exact and in the limit of what is practically achievable. If this doping concentration was 

achieved, the small spacer would cause concerns for undesirably high remote ionised 

impurity scattering, which is discussed in the transport section.  
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Doping the Al0.2Ga0.8Sb barrier alone thus is an impractical and very limited design due 

to the inherent p-type nature of GaSb. A table summarising the variable ranges and results 

of this section is shown in Table 6.2. 

Having calculated the full range of doping concentrations practically available using MBE 

for the barrier, and for a range of spacers, only one set of conditions gave a confinement 

possibility. This one set of conditions would likely result in a low mobility. Therefore, a 

new structure is proposed where the bottom buffer of GaSb is also doped. 

Table 6.2: A table indicating the summarised Schrödinger-Poisson results from the confinement 
study for an Al0.2Ga0.8Sb /GaSb heterojunction with a doped barrier and an undoped buffer, 
where each structure has a background acceptor concentration of 5 × 1016 cm−3 due to native 
defects. 

Set Parameters Variables Concluding Result 

Spacer  30 nm Dopant   
(1.0 × 1016 −         

3.5 × 1017) cm−3
  Fermi level in the gap 

Spacer  30 nm Dopant   
(4.0 × 1017 −        

3.0 × 1018) cm−3
 States in the barrier 

Dopant  < 1018 cm−3 Spacer (5 − 25) nm Same as 30 nm spacer  

Dopant  3 × 1018 cm−3 Spacer (5 − 25) nm 𝐸1 in the well at 5 nm 

Dopant  

Spacer 

3 × 1018cm−3  

5 nm 
Temp (3 − 300) K 

𝐸1 moves to the doped 
barrier @ 10 K 

 

The doping concentration in the buffer is only required to be high enough to overcome the 

p-type defects. A greater increase may encourage states to reside in the bulk. There is now 

a conflict. Having a large concentration of Te atoms in the quantum well would drastically 

reduce the mobility but having an undoped buffer does not result in a GaSb 2DEG. 

Tellurium atoms are also known to drag during growth of other material systems such as 

InSb. Therefore, another spacer is required between the junction where the 2DEG will lie, 

and the doped GaSb buffer region. Though there have been no investigations into 

tellurium dragging in GaSb, other works have investigated this effect in InSb [109]. During 

growth, a percentage of the tellurium does not initially incorporate into the structure but 

instead sits on top of the uppermost atomic layer and gradually incorporates over the 

coming layers. This occurs even after the Knudsen cell valve has been closed.  

Works by Orr et al.[109] show from SIMS measurements that 25 nm after the intended Te 

deposition where the shutter has been closed, there is still Te, although the concentration 
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has dropped to a small fraction of the original concentration. This decrease is exponential, 

therefore in this work we will consider a spacer of above 50 nm from the 

Al0.2Ga0.8Sb/GaSb junction to the doped GaSb region. The concern here is that the Te 

concentration may drop, but if there is still a small number in the well then Te complexes 

may be created, again reducing the mobility.  

6.3.3 Doping the GaSb Buffer in the Triangular Well 

The structure now includes a doped buffer region which will have its own spacer (leaving 

the well undoped), and doping concentration that can be varied. For the sake of ease, the 

spacers will initially be fixed at 20 nm in the Al0.2Ga0.8Sb barrier and 50 nm in the GaSb 

buffer. This will however be modelled as an instant shut off of dopant unlike the reality 

where an exponential tail would be obtained.  

 
Figure 6.7: Band diagrams for an Al0.2Ga0.8Sb /GaSb  structure at 3 K with 
doped buffer and barrier regions. Outlined are the highest and lowest 
conduction band edge energies for the doping range investigated, shaded to 
indicate the variation of results between them. Similarly, the ground state 
wave functions for each structure with the highest and lowest doping are 
outlined. The dashed grey line at 0 eV indicates the Fermi level. 
 

The doping ranges investigated were from (1 × 1017 − 3 × 1018) cm−3 in the top barrier 

and (5 × 1016 − 5 × 1017) cm−3 in the buffer, with both symmetrical and asymmetrical 

doping being investigated. However, only a range of (1 × 1017 − 1 × 1018) cm−3 in the top 

barrier and a concentration of 5 × 1017 cm−3 in the buffer produced wavefunctions 

confined in the well. 
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A number of doping concentrations investigated resulted in the ground state wave 

functions in the desired positions (confined in the well) at low temperatures, unlike in the 

structures shown in Figure 6.6. In Figure 6.7 it can be seen that a “hump” has appeared in 

the conduction band where the undoped (unintentionally doped) region is located. This is 

due to the Fermi level alignment of the p and n regions and helps define the triangular well 

shape for the lowest doping concentration for the buffer. The second energy level 𝐸2 in all 

cases was many 𝑘𝑏T above the Fermi level and thus would not be expected to be occupied, 

resulting in single carrier conduction as anticipated. However, as the temperature is 

increased the wave function peak instead changes to reside in the bulk GaSb or in the 

barrier.  

 
Figure 6.8: Simulation results of the peak wave function position (depth 
into the heterojunction) against temperature. Only a few select doping 
concentrations are displayed for clarity. The dark blue lines indicate where 
the doping is equal in the barrier and buffer and the purple indicates where 
the barrier doping is greater than the buffer. The grey line shows the 
separation of the barrier and the well and thus approximately where the 
2DEG should reside.  
 

Figure 6.8 shows that although some of the wave functions started in the 2DEG at 3 K, at 

high temperature, if the doping concentration is unequal, somewhat unsurprisingly, the 

energy levels would lie where the higher doping concentration resides (in the barrier). If 

the doping concentrations were equal the states would instead lie in the bulk at high 

temperature.  

The “hump” shape created by the undoped region may seem like it would create better 

confinement, though the triangular well can become sharp and therefore too narrow at 

higher temperature. The reduced width of the triangular well pushes the energy state 

upwards past the point of confinement and thus the state is lost to the bulk.  
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If the top spacer is increased, the well becomes too flat and shallow at low temperature 

thus there are no confined states in the low doping case. With increased doping, with 

increased spacer, a similar result as Figure 6.8 above is found where the states are 

confined, however, they move to bulk at ~ 100 K. For a spacer of 10 nm above the well the 

same again is found, and as expected, a thinner spacer results in a lower confinement 

energy level. As this structure does not result in confined states across temperature, a 

doped well was simulated to consider all structural options.   

6.3.4 Doping the Triangular Quantum Well 

The final option to create confinement in heterojunctions is to dope the well, where this 

will mean a lower mobility due to Te atoms in close proximity to the charge carriers. This 

will also result in a less well-defined triangular quantum well but will certainly result in 

n-type conduction. The same simulations were repeated as above with the whole 

structure doped. The barrier was doped with a range of concentrations of (1 × 1017 −

3 × 1018) cm−3 and the GaSb was doped with a range of concentrations of (5 × 1016 −

1 × 1018) cm−3, with both equal and unequal doping being investigated. Low temperature 

resulted in all structures giving confinement in the correct position, at the junction.  

As above, the energy levels were below the Fermi level however the characteristic “hump” 

of the undoped region was lost.  As temperature is increased the majority of the wave 

functions stayed in the GaSb. Only the structures with the highest doping concentrations 

in the barrier compared to the GaSb resulted in states in the barrier. However, unequal 

doping did result in wave functions straying to the bulk with temperature.  

  
Figure 6.9: The ground-state wave functions against temerpature for 
symetrically doped heterojuctions with a doped well. These figures show 
the broadening of the wave function with higher doping levels. The junction 
is located at a depth of 120 nm. Left: Symmetric doping of 1 × 1017 cm−3. 
Right: Symmetric doping of 1 × 1018 cm−3. 
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The structures which resulted wavefunctions straying to the bulk were all neglected for 

the rest of the study and only equal doping concentrations are shown below. Still, whilst 

for many structures the wave functions were confined, this confinement was not uniform 

across temperature, with some wave functions more sharply defined than others. Figure 

6.9 shows the variation of the wave functions across temperature for two examples, one 

of lower doping (1 × 1017 cm−3) and one of high doping (1 × 1018 cm−3). 

It can be seen that for equal but lower doping concentrations (1 × 1017cm−3) the state 

stays confined against temperature. Whereas for higher doping concentrations, though 

the state is confined (the wave function is still defined and the peak is close to the 

junction), the wave function spreads. Thus, there is higher chance of conduction for a wide 

portion of the GaSb layer. This changing shape of the wave function can also have a 

complicating effect on the resultant mobility [36], where, for example, a shift in carriers 

away from the interface will potentially reduce any scattering from interface roughness. 

This will also simultaneously change the parameters required to be input into the 

transport model at each temperature, increasing the complexity of the modelled and 

measured mobilities.  

It can be seen here that provided that doping concentration is low enough, the state will 

remain sharply defined (well localised). There is now a feasible design option where the 

whole structure is doped with equal doping throughout. This is once again attributed to 

the shape of the well. In the high doping case, the native defects will have little effect and 

as there is no undoped region aiding the confinement shape, so the triangular well is 

shallow. As the temperature increases the well gets shallower and the wave function 

broadens. 

Seemingly, the doping of the entire GaSb epilayer opens up some possible structures to be 

grown. When the entire GaSb layer is doped including the well, the structures give better 

confinement. Though at high doping concentrations, the Te in the well will contribute to 

scattering, lowering the mobility, and so low doping is preferable. It is clear that obtaining 

a well-confined heterojunction is difficult, particularly across a full range of temperatures, 

though low temperature simulations show that for many of the structures, obtaining a 

measurable device should be feasible. Consequently, the investigation was expanded to 

include square quantum well structures, where the barriers either side are doped.  
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6.3.5 Square Quantum Well Design Investigation 

A range of heterojunction structures were simulated but only a few obtained confinement 

of the wave function across a full temperature range. The square quantum well will 

guarantee confinement, yet, this structure has two barrier interfaces. The barrier 

interfaces can result in lower mobility due to interface roughness, which will be discussed 

further in section 6.4.3. The square quantum wells studied in this section consist of a GaSb 

well between two layers of Al0.2Ga0.8Sb. 

The square quantum wells were again investigated using S.P. modelling as above. The 

GaSb well is undoped, with the spacers above and below the well equalling 20 nm and 

50 nm respectively. The second spacer is greater to prevent Te dragging into the well. 

Doping was investigated with the quantum well width investigated initially set at 25 nm, 

the doping concentration range was (1 × 1017 − 1 × 1018) cm−3. The simulations 

resulted in, unsurprisingly, the ground state wave function being confined to the well 

across the full temperature range, for most structures simulated. The band structure in 

Figure 6.10 shows how the bands bend to be energetically low towards the bulk (RHS) of 

the structure. The band structures are shown for the doping range (1 × 1017 −

1 × 1018) cm−3. The low-lying band in the n-type Al0.2Ga0.8Sb region is aligned at a similar 

energy to the states in the well. This is due to the undoped region around the well being 

inherently p-type, and again the Fermi level of this region aligning with the n-type regions. 

   
Figure 6.10: Left: The band structure for an Al0.2Ga0.8Sb/GaSb 25 nm 
quantum well with either side doped in the doping range (1 × 1017 −
1 × 1018) cm−3 with spacers of 20 nm and 50 nm either side of the well. The 
shaded grey area indicating the region below the Fermi level. Right: A focus 
on the quantum well showing the ground state energy (light blue dashed) 
the second energy state (purple dashed) and the L band (pink solid). 
 

For the majority of the doping range this design was successful with the quantum well 

easily solving the issue of confinement that was brought about with the heterojunctions. 
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However, these structures resulted in a different issue, the second wave function. In 

Figure 6.10 it can be seen that at low temperature there are multiple states below the 

Fermi level in which conduction can take place, not technically creating a 2DEG (which 

would only have one electronic state). Though this is not preferable, a reduction in doping 

to somewhere below 5 × 1016 cm−3 would result in a non-conducting or p-type sample, 

particularly if there is a slight increase in defect concentration. These states are however 

at an energy below the L-band, where this is preferable as accessible states in the L band 

can cause interband scattering between the bands. Also, the effective mass in the L band 

is much larger than the effective mass in the Γ band and so the mobility would be heavily 

reduced for the carriers in that band. The second state being below both the L-band and 

the Fermi level is consistent across doping levels. 

The first and second wave functions are well separated, with the second energy state only 

contributing 18.4 % of the carrier density for the higher doped case and 5.9 % for the 

lower doped case. As the temperature increases, the second energy state resides in the 

bulk.  

Alternatively, the well width could be varied. Narrowing the well would push the second 

state further up though a narrow well could also introduce a significant increase in 

scattering due to the potential interface roughness. The simulations for quantum well 

structures with the doping ranges above were repeated for a number of quantum well 

sizes (10 − 30) nm.  When this was investigated, the simulations showed that in the 

quantum wells the states were below the Fermi level with a 10 nm well, where the 

separation in energy levels had increased as expected, however the second level resided 

in the bulk. The second wave functions were lost to the bulk at higher temperatures as is 

the case for the larger well widths.  

Though the quantum wells solve the confinement issue, they are likely to be two carrier, 

therefore each design option yields its own advantages and disadvantages.  

6.3.6 Schrödinger-Poisson Summary  

From the structures investigated, it became clear that a 2DEG confinement is hard to 

achieve through a single heterojunction structure. Confinement appears unachievable 

with just the barrier being doped. The full range of doping in the MBE’s capability for GaSb 

was explored (1 × 1017 − 3 × 1018) cm−3. The simulations showed that there were 

structures with energy states low enough to be below the Fermi level, however, these 

resided in the barrier. This effect was due to the aligning of the Fermi level of the p-type 

and n-type regions. Thus, doping of the buffer was also investigated. 
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The doping range in the buffer was (1 × 1016 − 5 × 1017) cm−3, whilst the well was left 

undoped to avoid unnecessary scattering of the electrons with the dopant atoms. This 

design resulted in confinement of the ground state wave function at low temperatures. As 

the temperature increased past 60 K the first energy level was lost to the buffer in all cases, 

and so the structure would have bulk conduction (in equally doped structures). 

Alternatively, the first energy level was confined to the barrier (in unequally doped 

structures). There were many structures which gave a single, confined wave function as 

desired in the low temperature region but a confined state across temperatures would be 

preferable, thus doping the well was also investigated.   

Doping the triangular well opened up many options for confinement provided the doping 

was symmetric. At higher doping ranges > 8 × 1017 cm−3 the wave function spread as 

temperature increased. An increased doping concentration is again a disadvantage for 

scattering as there is a larger concentration of scattering centres. This structure design, 

though unpreferable for transport due to the increased scattering from Te ions being 

present in the well, gave many confined structures and thus is a design option for growth. 

As confinement was inherently difficult using the heterojunction design, a square 

quantum well was investigated. The square quantum well structures gave confinement 

for the ground state wave function across temperature for symmetric doping.  

Table 6.3: A table summarising the design options to be investigated using the transport model. 

Type Doping profile 
Doping 

concentration  
(× 𝟏𝟎𝟏𝟕 𝐜𝐦−𝟑) 

Spacer (𝐧𝐦) 

Heterojunction 
All doped 

symmetrically 
1 − 5 - 

Heterojunction 

(low T) 

Barrier and buffer 
doped symmetrically 

1 − 10 25, 50 

Quantum Well 
Barriers doped 
symmetrically 

1 − 7 25, 50 

  

At low temperature secondary energy states were also present in all cases below the 

Fermi level, and thus they are not single carrier. As temperature was increased the 

secondary wave functions resided in the bulk as the Al0.2Ga0.8Sb barrier has a low-lying 

conduction band edge. Reducing the well size did not significantly change the results of 

the Schrödinger-Poisson simulation, and would lower the mobility due to interface 

roughness scattering, discussed further in section 6.4.3. 
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Both the heterojunction and the square quantum well structures have their advantages 

and disadvantages so are worth exploring further. In the low temperature region of 

interest then the heterojunction with an undoped well but doped buffer, should give a high 

mobility device. These structures will be further investigated using the transport model 

in the next section. 

 

6.4 Transport Model Theory 

Movement of charge carriers due to an electric field is modelled through a transport 

model. This transport model assumes a charge carrier will move in a straight line 

(ballistically) until something deflects that movement in a different direction (a scattering 

mechanism). Desired movement of an electron in any structure is from one side of a 

sample or device to another to give rise to conduction. In the structures studied here the 

transport or conduction occurs through a GaSb quantum well.  

There are various scattering mechanisms, some of which are heavily dependent on the 

sample structure and others that are primarily dependent on the material. The following 

sections explore the theory of transport modelling and how structural differences affect 

each scattering mechanism. Finally, the transport simulations of the structures examined 

in the previous section are discussed. 

Each scattering mechanism has a scattering rate 1/τ which can be converted to a mobility 

μ using [110] 

 𝜇 =
𝑒𝜏

𝑚∗
 . 6.10 

Here, e represents the magnitude of the charge of the charge carrier (1.6 × 10−19 C) and 

𝑚∗ is the effective mass. The individual scattering rates of each scattering mechanism can 

then be combined by Matthiessen’s Rule, equation 6.11[19, 110], to give a total scattering 

rate (1/𝜏𝑡𝑜𝑡 ), where 

 
1

𝜏𝑡𝑜𝑡
=∑

1

𝜏𝑖

𝑛

𝑖=0

 . 6.11 

In the model described here and implemented in nextnano, there are five prominent 

scattering mechanisms considered: optical phonons, acoustic phonons, charged 

background impurities (including the unintentional native defects which were discussed 

earlier), remote ionized impurities (including the intentional dopants) and interface 

roughness. Interface roughness scattering is the scattering from non-uniform growth of 
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the interface and can be significant in thin quantum well structures. It has, however, been 

suggested by several groups, that this effect is not significant for the single interface 

heterojunctions [111, 112]. Scattering may also occur due to the low-lying L-band, where 

high energy electrons may exchange between the bands, giving an associated change of 

momentum. S.P. simulations show this is unlikely, however, so this form of scattering has 

not been considered. It is assumed that there is only one energy level and that it resides 

in the well. 

6.4.1  Impurity Scattering  

Charged impurities are generally the main limitation of mobility at low temperatures for 

many semiconductor structures [113-116]. Although the background charged and remote 

ionized impurity scattering rates can be vastly different, they both stem from the same 

principles. Impurity scattering is not directly temperature dependent but does contain 

temperature dependent parameters that contribute to the scattering rate. On average, a 

conducting electron will travel for a certain length of time unscattered (the quantum 

lifetime), before then being deflected by a charged ion. After this Coulomb interaction the 

momentum of the electron will change. However, due to conservation of energy, the 

magnitude of the wave vector before the scattering event, 𝑘, must equal the magnitude of 

the wave vector after the event, 𝑘 + 𝑞, and it is only the direction of the wave vector that 

is changed through a scattering angle, Θ. This is shown schematically in Figure 6.11. 

   
Figure 6.11: Left: A charged impurity scattering electrons. Middle: The 
conservation of energy for a scattering event with a scattering angle of Θ 
[36]. Right: The scatter due to a charged plane of dopant ions. 
 

Fermi’s Golden rule allows the calculation of the rate of transition from an initial 

momentum state to a final state. This is dependent on the perturbation in the potential of 

the crystal that the electron moves through; this perturbation is given by the potential 

energy of the ion. This can also be thought of as the probability that for a given scattering 

event, a particular momentum will be exchanged. However, the description above is just 

a scattering rate due to a single electron and a single impurity, a more general form 

suitable for a whole system must be considered[21, 117].  

To determine the scattering rate for a whole system, first consider that there are many 

possible final states (many differences in momentum due to a collision). The scattering 
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rate will then be given by the integral of the individual scattering rates for each electron 

wave vector, k. The large number of impurities can then be considered by simply 

multiplying the single impurity scattering rate by the impurity concentration per area 

(𝑛𝑖𝑚𝑝
2𝐷 ), assuming the scattering from each impurity is independent. A weighting with 

angle is also included as a shallow angle scattering would have much less of a perturbation 

effect on the transport of electrons than backscatter. The general case for impurity 

scattering 1/𝜏𝑡𝑟 is therefore [36] 

 

1

𝜏𝑡𝑟
= 𝑛𝑖𝑚𝑝

2𝐷 𝑚∗

2𝜋ℏ3𝑘𝑓
3  ∫ |𝑉̃(𝑞)|

2
2𝑘

0

𝑞2d𝑞

√1 − (
𝑞
2𝑘𝑓

)
2

  

 . 

6.12 

Here 𝑉̃(𝑞) is the matrix element, a function of the potential energy perturbation, q is the 

wave vector associated with the change in momentum due to the scattering event, defined 

as 𝑞 = 2𝑘 sin(Θ/2), and 𝑘𝑓 is the Fermi wave vector defined as 𝑘𝑓 = (𝑛2𝐷2𝜋)
0.5 . 

Remote impurity scattering for doping can be described as the scattering brought about 

by ions that are introduced into the system through modulation doping. The matrix 

element for this case is the unscreened Coulomb potential for the plane of ions, scaled by 

the Thomas-Fermi dielectric function, where it is assumed that the 2DEG is of a δ width. A 

form factor is then used to account for the shape of the wave function given by (
𝑏

𝑏+𝑞
)
3

[36]. 

This form factor is required as a triangular shaped well is strictly too rigid a structure and 

this accounts for the band bending and broadness of the wave function. Similarly, a form 

factor (𝐺) is needed to modify the Thomas-Fermi dielectric function, resulting in a matrix 

element of: 

 
𝑉𝑆𝑐𝑟(𝑞) = (

𝑒2

2𝜀0𝜀𝑠

exp(−𝑞|𝑑|)

𝑞
)(

1

1 +
𝑞𝑇𝐹
𝑞

) , 6.13 

and scattering rate,  

 1

𝜏𝑖𝑜𝑛
= 𝑛𝑖𝑚𝑝

2𝐷 𝑚∗

2𝜋ℏ3𝑘𝑓
3 (

𝑒2

2𝜀0𝜀𝑠
)

2

∫
exp(−2𝑞|𝑑|)   

(𝑞 + 𝑞𝑇𝐹𝐺(𝑞))
2

2𝑘

0

(
𝑏

𝑏 + 𝑞
)
6 𝑞2d𝑞

√1 − (
𝑞
2𝑘𝑓

)2  
 , 

6.14 

 where,  

 

𝐺(𝑞) =
1

8
(2 (

𝑏

𝑏 + 𝑞
)
3

+ 3(
𝑏

𝑏 + 𝑞
)
2

+ 3(
𝑏

𝑏 + 𝑞
)) . 6.15 
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Here, b is the Fang Howard parameter which is defined by material parameters such that 

𝑏 = (
33𝑚∗𝑒2𝑛2𝐷

8ℏ2𝜖0𝜖𝑠
)
1
3⁄

[118]. The distance from the dopant plane to the 2DEG is given by d, 

and the relative permittivity is given by 𝜀𝑠 and the Thomas-Fermi screening wave vector 

is given by 𝑞𝑇𝐹 . A more rigorous mathematical derivation is provided in (e.g.) Ref [36] pp 

353-358.  

The mathematical transition to the background impurity scattering (a 3D distribution of 

impurities including impurities in the 2DEG) is small. The same expression can be used by 

treating the structure as an infinite number of layers with constant 𝑛𝑖𝑚𝑝
3𝐷  throughout the 

structure (and so by integrating over d), the scattering rate, 1/𝜏𝐵𝑘𝑔, is given by 

 
𝑛𝑖𝑚𝑝
2𝑑 e−2𝑞|𝑑| → 𝑛𝑖𝑚𝑝

3𝐷  ∫ e−2𝑞|𝑑|d𝑑 =
𝑛𝑖𝑚𝑝
3𝐷

𝑞

∞

−∞

 , 

 

6.16 

 1

𝜏𝐵𝑘𝑔
= 𝑛𝑖𝑚𝑝

3𝐷 𝑚∗

2𝜋ℏ3𝑘𝑓
3 (

𝑒2

2𝜖0𝜖𝑠
)

2

∫
1 

(𝑞 + 𝑞𝑇𝐹)
2

2𝑘

0

 
𝑞d𝑞

√1 − (
𝑞
2𝑘𝑓

)
2

  

 . 
6.17 

 

6.4.2  Phonon Scattering  

A phonon is a quantised lattice vibration, which causes a displacement of the atoms within 

the lattice and can be thought of as a wave or a colliding particle much like a photon.  

At 0 K in an ideal crystal, there is no thermal kinetic energy within the crystal lattice and 

so the atoms are (theoretically) not displaced from equilibrium. As the temperature and 

kinetic energy increases, the masses that make up the lattice are displaced. This vibration 

has a quantised energy in units of ℏω. As the phonons move the ionic cores, magnetic and 

electric fields are induced which scatter the electrons [119]. Alternatively, due to their 

quantised nature, a phonon can be thought of as a particle with a momentum of ℏk, where 

k is the phonon’s wave vector. When the phonon collides with an electron it exchanges its 

momentum [120-122]. 

There are two types of phonon considered here, the acoustic phonon and the optical 

phonon, where both are temperature dependent. Both reduce the mobility significantly at 

higher temperatures. 
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The vibration from an optical phonon causes the neighbouring charged masses to move 

out of phase, producing an electric field that deflects the travelling electron, this occurs in 

all III-V semiconductors [36]. 

The optical phonon scattering rate (1/𝜏𝑜𝑝 ) is determined by equation 6.18 and is 

dependent on the number of phonons 𝑁(𝜔0) according to  

 

1

𝜏𝑜𝑝
= √(

2𝑚∗𝜔0
ℏ

)   
𝑒2𝑁(𝜔0)

8𝜀𝑝ℏ
 . 

 

6.18 

In equation 6.18, 𝜀𝑝
−1 = 𝜀∞

−1 − 𝜀𝑠
−1. 

Bose-Einstein statistics can be used to find the number of phonons at a particular 

temperature (as phonons do not obey the Pauli Exclusion Principle they can be 

mathematically treated as bosons [36]), giving the number as 

 𝑁(𝜔0) = [exp (
ℏ𝜔0
𝑘𝑏𝑇

) − 1]
−1

, 6.19 

where ω0 is the frequency of the phonon and 𝑘𝑏 is the Boltzmann constant. 

Though this is the scattering rate used by nextnano, as suggested by Price et al. [123], 

another scattering rate has been used in other works (e.g. [36, 109]) which has a quantum 

well width, 𝑤,  dependence, as suggested by Ridley et al. [124]. This scattering rate is given 

in equation 6.20, such that  

 
1

𝜏𝑜𝑝
=
𝑒2𝜔0𝑁(𝜔0)𝑚

∗𝑤

4𝜋𝜀𝑝ℏ
2

 . 6.20 

The differences between the two resultant scattering rates are discussed later in section 

6.5.1, whilst the full differences in the derivation are discussed in ref [125].  

Analogous to a sound wave, the longitudinal acoustic phonon compresses and expands 

the lattice structure, with neighbouring lattice atoms moving coherently [36]. The 

deformation of the lattice structure can lead to a small energy shift of the local band edge. 

The deformation potential, Ξ, is a function of the crystal characteristics describing this 

lattice dilation [126] and associated energy change. The acoustic scattering rate is then 

found with equation 6.21 [109], such that 

 
1

𝜏𝑎𝑐  
=
3𝑚∗Ξ2𝑘𝑏𝑇

2ℏ3𝜌𝑑𝑣𝑠
2𝑤
 , 6.21 
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where 𝜌𝑑 is the density of the lattice and 𝑣𝑠 is the longitudinal sound velocity in the crystal 

[110]. 

6.4.3  Interface Roughness  

In transport modelling, the quantum well in a heterostructure is generally approximated 

to an infinite square well. The lower potential is physically described as a layer of material 

with a lower lying conduction band (and often a lower band gap) and with a width 𝑤. The 

energy levels in the well are then given by 𝐸𝑛, where the ground state energy is given by 

𝑛 = 1, such that 

 𝐸𝑛 =
𝑛2𝜋2ℏ2

2𝑚∗𝑤2
 . 6.22 

These heterostructures are grown using MBE, layer upon layer, and although this growth 

process is accurate, it is difficult to create a perfectly flat and smooth layer and thus an 

atomically flat quantum well [127, 128]. Thus, the variation in the quantum well width 

will affect the trajectory of the electron [129, 130], as the wavefunction will firstly shift its 

peak position, and secondly, the energy state the electron is at. Figure 6.12 shows the 

variation in the ground state energy against well width. This, of course, is a simple inverse 

square relationship as seen above.  

 
 

Figure 6.12: Left: The variation in the ground state energy for a quantum 
well with a subtraction of 3 monolayers (orange dashed) from  a well width 
of 15 nm (red dashed) and the same variation for a 30 nm well width (light 
and dark blue dashed) Right: A schematic diagram showing an extreme case 
of how the well width can vary across a structure with a line indicating the 
approximate midpoint of the well and thus likely the wave function peak.   
 

However, Figure 6.12 highlights the significant change in ground state energy at lower 

well widths for only a few monolayers of variation. At a width of 30 nm the change in 

energy for a 3 monolayer variation is 1.4 meV, whilst at a width of 15 nm, the 
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corresponding change in energy is much larger at 12.6 meV. Each variation of well width 

causes the ground state energy to change with a perturbation of 𝑉̂, which can be used to 

find the scattering rate for interface roughness, where 𝑉̂ is given by 

 𝑉̂ =
𝜋2ℏ2

𝑚∗𝑤3
Δ(𝒓) . 6.23 

In the equation above,  Δ(𝒓) is the interface roughness function describing the probability 

that the roughness, Δ, has the same value at different distances from a given point (see 

Figure 6.13).  

 
Figure 6.13: A diagram that describes the different parameters of interface 
roughness. L is the roughness extent, Δ is the rms average roughness and 
Δ(𝒓) the probability function [110].  
 

The vector r is a two-dimensional position vector in the (x, y) plane [131]. As the 

magnitude of r increases, the probability of the roughness being the same decreases, such 

that 

 Δ(𝒓) ≈ Δ2 exp(−
𝑟2

𝐿2
) , 6.24 

where L represents the roughness extent. The scattering rate for the interface roughness 

is then described by equation 6.25, with a particularly strong dependence on well width 

(𝑤−6), giving  
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6.25 

This strong well width dependence is the reason why, in general, thin well widths were 

avoided in the Schrödinger-Poisson simulations. 

6.5 Simulation of GaSb Heterostructure Transport 

Properties  

Each of the scattering mechanisms above are calculated in nextnano across temperature, 

with the total mobility also calculated. There are many parameters used in the transport 

model; the material dependent parameters are stated in Table 6.4, indicating the 

reference for the value. Other parameters used vary with the structure and so will be 
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stated where relevant. The native defects were assumed to have a p-type density of 5 

× 1016 cm−3 for all of the structures. 

 Table 6.4: A table to indicate the parameters used for the transport model, including the 

reference each value was acquired from.  

Scattering 
Mechanism 

Input 

Parameter 
Value Reference 

Optical phonon, 

Remote ionised 
impurities, 

Background 
impurities 

𝜀𝑠 15.7 𝜀0 
S. M. Sze and K. Ng 

et al. [27] 

Optical phonon ℏω0 29.8 meV 
Basinski et al. 

[132] 

 𝜀∞ 14.5 𝜀0 Patrini et al. [133] 

Acoustic phonon 𝜌𝑑  5.614 × 103 kg/m3 Dutta et al. [9] 

 𝑣𝑠 3.24 × 103 m/s Dutta et al. [9] 

 Ξ 9 eV Adachi et al. [134] 

It is seen here that the dielectric constant is present in multiple scattering mechanisms. 

Scattering from phonons tends to be dominant at room temperature whereas the other 

scattering mechanisms are dominant at lower temperature. The dielectric constant is 

present in both phonon (μOp ∝ 𝜀p) and impurity scattering (μRii,Bkg ∝ 𝜀s
2), thus, it is 

prominent across temperature. Having a large dielectric constant as is the case in GaSb, 

makes the material preferable to others for high mobility devices. This assumption is a 

simplification of the many factors at play required to create high mobility devices. Other 

factors must be considered such as background impurity concentration. This factor in 

particular is significant in the case of GaSb.  

The interface roughness parameters, the rms average roughness Δ and the roughness 

extent L, are not known for these samples. As such, the interface roughness scattering 

mechanism will be used as a fitting parameter to match the measured data to the modelled 

mobility in the subsequent chapter. The rms average roughness would be expected to be 

no more than a few monolayers for MBE grown samples. The roughness extent is harder 

to estimate though tends not to be more than a few nanometres [135].For now, 

parameters will be assumed to be the on the higher end of a reasonable range of Δ =

1.5 nm (~ 5 monolayers) and L = 5 nm, as to not overestimate the predicted mobility 

[135]. The interface roughness scattering rate is approximately proportional to (Δ𝐿)2, 
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however the harsher dependency is on the well width (𝑤−6) which will have a greater 

effect. This is logical as 4 monolayers of change has a greater proportional change on the 

width of smaller well, and also causes a greater change in the energy states of that well.   

6.5.1  Structural Variations in the Transport Model 

The structures simulated by the S.P. solver showed that there are multiple design options 

that can lead to 2DEGs in GaSb. There are many structural parameters considered in the 

transport model, with each potentially changing the resulting mobility. Therefore, 

changes in mobility due to a change in the overall structure makes it hard to determine 

which structural change is the most significant. Discussions of the effect of changing 

structural parameters are given below, highlighting the complexities of the relationships 

which result in the total mobility. The effect of variations in the well width, the spacer and 

the carrier density are discussed. 

The well width is present in the acoustic phonon scattering rate, in the Ridley model for 

the optical phonon [124], and in the interface roughness, and thus is prominent across 

temperature. The mobility in a quantum well as a function of well width ranging from 10 

nm to 30 nm with both barriers doped has been simulated, with the results shown in 

Figure 6.14. For this simulation, a doping concentration of 1 × 1017 cm−3 on either side of 

the well was assumed, with a spacer of 20 nm above the well and 50 nm below the well. 

The defect concentration was assumed to be 5 × 1016 cm−3 and the carrier density was 

set to be 6 × 1011 cm−2, as predicted by the S.P. modelling. The interface roughness 

parameters Δ and 𝐿 were set at 1.5 nm and 5 nm respectively. 

For each scattering mechanism, the corresponding mobility is added inversely to 

determine the total mobility. As such, the largest contribution will come from the 

scattering mechanism with the lowest mobility (largest scattering rate). This is 

considered the limiting scattering rate.  

It can be seen from Figure 6.14, that the acoustic phonon mobility increases with well 

width. At room temperature this increase is from 7.0 × 104 cm2/Vs  to 2.0 × 105 cm2/Vs 

for an increase in well width from 10 nm to 30 nm respectively. 
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Figure 6.14: Left: The mobility for each well width dependent scattering 
rate against well width at 300 K for a GaSb quantum well. The green dashed 
line indicates the optical phonon scattering rate used by Ridley et al. [124] 
and the green solid line is the optical phonon as calculated by nextnano. 
Right: A graph showing the mobility due to the interface roughness 
variation with the roughness parameters at a well width of 20 nm. The 
colours represent the mobility and the scale is shown on the colour bar. The 
solid lines show contours of constant mobility and the dashed lines are lines 
of constant Δ𝐿. 
 

Below 20 nm, the acoustic phonon scattering is the least significant of the scattering rates 

(it is not the limiting factor) and the lowest contribution to the total mobility when only 

these mechanisms are considered. Above 20 nm, it falls below the interface roughness 

scattering rate but still considerably higher than the optical phonon. The optical phonon 

scattering rate given by Ridley et al. has the inverse relationship with well width and as 

such changes from 5.5 × 104 cm2/Vs  to 2 × 104 cm2/Vs as the well width increases. It is 

observed that at a well width of 18 nm the nextnano optical phonon scattering rate (Price 

et al.[123]) and the Ridley et al. solutions match.  

The interface roughness drastically changes across well width. Below a well width of 

16.5 nm it becomes the limiting scattering rate, whereas above a well width of 24 nm it 

becomes an order of magnitude higher than the optical phonon.  

As temperature decreases the phonon scattering rate will reduce. Of these scattering 

mechanisms, the interface roughness will be the dominant scattering mechanism at lower 

temperatures. Therefore, when designing a sample structure, this scattering rate should 

be as low as possible to achieve the largest (low temperature) mobility possible.  As such, 

in the case of interface roughness scattering, the larger the well the better. However, in 
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terms of solutions to the Schrödinger equation, as the well width gets larger there is a 

decrease in energy at which each state lies, and the spacing between states decreases, 

allowing for scattering to occur between states. This is a careful balance that needs to be 

considered, especially as the well width has a greater effect on the interface roughness 

than the rms roughness and roughness extent. For a quantum well of 20 nm, to achieve a 

mobility contribution of the interface roughness of 5 × 104  cm2/Vs it would require a 

rms roughness of 8 or more monolayers (2.5 nm), as seen in Figure 6.14 Right. Whereas 

the same contribution can be achieved by a reduction in well width of 2 nm, as seen in 

Figure 6.14 left.  

In the case of varying the spacer, it would be expected that an increase of the spacer would 

reduce the scattering of the charge carriers by simply moving the remote ionised 

impurities further away from the well. This would reduce the electric field which perturbs 

the electron’s path. However, a more realistic picture would require the carrier 

concentration in the well to also be varied as a result of the change in the spacer. This 

knock-on effect would then in turn change 𝑘𝑓 and thus both the impurity scattering rate 

and the interface roughness scattering rate. Thus, a variation in spacer cannot be 

considered independently. The same can be said for the defect concentration, which 

would not only change the background impurity scattering but the carrier density and 

again 𝑘𝑓 . To account for this, self-consistency with the Schrödinger-Poisson simulations 

must be considered. 

6.5.2  Transport Properties of Simulated Al0.2Ga0.8Sb/GaSb 

Structures 

In this section, the above transport model is implemented for the structures simulated 

through S.P. modelling in section 6.3 that showed viable confinement. The predicted 

mobilities are then compared. These structures consisted of a limited range of 

heterojunction designs achieving confinement across temperature. The heterojunction 

structure design doped both above and below the well (but with an undoped well) 

resulted in unconfined wavefunctions above a temperature of ~80 K – 120 K, however 

this is dependent on the doping concentration. Consequently, the transport-model-

predicted behaviour in this temperature range should not be considered representative 

of what would be physically observed. From this point onwards this structure will be 

referred to as the “undoped-well”, with the other heterojunction structure doped 

throughout the structure being referred to as the “doped-well” structure.  This doped-well 

structure resulted in the wave-function being confined across temperature, however this 

is expected to produce significant scattering which is discussed further in this section. 
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The transport model for the undoped well heterojunctions is shown in Figure 6.15 with 

varying doping concentrations. These structures consist of two doped regions and two 

spacers (one above and one below the well) and thus two distinct contributions to the 

remote ionised impurity scattering rate.  These structures are also assumed to contain a 

concentration of background impurities associated with the native acceptor defects. The 

predicted mobility results are produced across temperature with the effect of the 

movement of the wave-function to bulk neglected (the structure is always considered 2D 

in the transport model). The graph is shaded, however, to indicate the likely temperature 

range where the states would reside in the bulk, and so where the results should be 

interpreted with caution.    

Often, when a transport model is implemented to characterise the observed mobility 

trends in a sample, the corresponding measured carrier density is used. As the transport 

modelling performed here is being used as a predictive method to aid in the choice of 

which structure designs to grow and fabricate, the carrier density output from low 

temperature S.P simulations is used instead, as the low temperature regime is of greatest 

interest. The low temperature regime is where the mobility will be largest, and the 

structures will be confined (not necessarily true at temperatures above 100 K). 

The level of the doping concentration range considered in these structures (1 ×

1017 cm−3 − 5 × 10−17 cm−3, equal in the buffer and barrier) will have a couple of effects 

on the mobility. It will not only directly impact the scattering from the remote ionised 

impurities via the impurity density, but will also affect the carrier density. This will 

indirectly impact the other, non-phonon, scattering rates (i.e. the background impurity 

scattering rate and the interface roughness scattering considered for the quantum wells). 

Specifically, the remote ionised impurity scattering rate is directly proportional to the 

doping concentration, but the scattering rate is also proportional to the carrier density via 

the relationship 1 𝜏𝑖𝑜𝑛⁄ ∝  1 𝑘𝑓
3⁄ , where 𝑘𝑓 is proportional to the carrier density. 

Combining these relationships, the mobility was shown by Hayne et al. [115] to be 

proportional to 𝑛𝑠
1.5/𝑁, where 𝑛𝑠 is the carrier density and 𝑁 is the density of dopants. 

Qualitatively, this can be understood by considering that as the doping concentration is 

increased, the remote ionised impurity scattering would also be expected to increase. 

However, as the doping level is increased, the screening from the carrier density increase 

will have a reducing effect on the scattering, where this has a stronger relationship. This 

would imply that a large doping concentration would be preferable. However, the doping 

concentration does not simply equal the carrier concentration. As the doping 

concentration is increased, the carrier concentration will increase, but some carriers may 
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be lost to the surface and thus they are not necessarily increasing at the same rate. This is 

also an oversimplification which assumes the band structure profile does not change with 

doping concentration, which is not the case. As was seen in the S.P. simulation results in 

section 6.3, an increase in doping concentration in certain structures can lead to states 

lying outside of the confined region.  

A doping concentration range was investigated self-consistently with the Schrödinger-

Poisson carrier density to produce Figure 6.15 left, where the variation shows how the 

increased carrier density changes each scattering mechanism. An independent study of 

remote ionised impurity scattering was also completed. This indicates how an increase in 

doping concentration will affect the remote ionised impurity scattering mobility if the 

carrier density is set. This is shown in  Figure 6.15 right. 

 

 

Figure 6.15: Left: A standard transport model for a undoped heterojunction 
indicating how changing the doping concentration in the range 1 ×
1017 cm−3 to 5 × 1017 cm−3 affects each scattering rate, and the associated 
mobility, directly and indirectly (through carrier density and 𝑘𝑓). Each 

scattering mechanism is labelled, and regions are shaded to signify the 
change with doping concentration. The RHS is shaded to indicate the 
temperature at which the S.P. solver showed that the states deviated to the 
bulk. Right: A transport model isolating the effect of a change in the remote 
ionised impurity density using only the remote ionised impurity scattering 
rate, investigating the effect on the total mobility with carrier density and 
well width fixed. Bottom: A schematic of the structure simulated. 
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The figure above shows a typical transport model. Here it can be seen that the phonon 

scattering contribution to the total mobility is significant at higher temperatures (above 

~ 50K). In the case of the undoped well, the background impurity scattering for a 

background charge density of  5 × 1016 cm−3 is by far the limiting scattering rate up to 

150 K. This value of background impurity density level is reasonable, though as the growth 

study performed in Chapter 3 shows, it could be an overestimation. This overestimation 

would likely be slight, and even a reasonable lower limit estimate of defects results in a 

background-scattering-limited structure. This is as well as significant contribution the 

defect concentration makes through the variation of the band structure itself as seen in 

section 6.3.1. 

Figure 6.15 right shows that the decrease in the doping concentration from 5 × 1017cm−3 

to 1 × 1017cm−3 (neglecting any associated change in carrier density) results in a 

decrease in remote ionised impurity scattering, as expected. This reduction in scattering 

has an associated increase in mobility from 6.5 × 105 cm2/Vs to 1.89 × 105 cm2/Vs. 

However, as this is not the limiting scattering rate, the total mobility is only changed by 

17 %. Similarly, if the carrier density change associated with the change in doping 

concentration is also considered, the overall mobility changes by only 9 %. 

The next design consideration from the S.P. simulations was the doped heterojunction 

structure. This structure drastically improved confinement across temperature, however 

this requires doping the well with a concentration of  ~1 × 1017 cm−3. As can be seen in 

Figure 6.15  above, the mobility is limited by the background impurities at the 

~5 × 1016 cm−3 level of the native acceptor concentration, with the higher dopant 

concentration of ~1 × 1017 cm−3 here only reducing the mobility further. As the doping 

is no longer remote, the 3D doping concentration will be implemented in the same way as 

background impurity concentration. This will be in addition to the native defects.  

Figure 6.16 shows a comparison of the doped well and undoped well heterojunctions with 

doping concentrations of 5 × 1017 cm−3. The undoped well structure has scattering 

contributions from the remote ionised impurities and the background impurity 

concentration resulting in a mobility of 9.7× 104 cm2/Vs at low temperatures. The doped 

well structure is again ionised impurity limited across temperature, where this is 

unsurprising with such a significant increase in the 3D impurity concentration. The total 

mobility at low temperature for the doped well structure is 7.2× 103 cm2/Vs.  
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Figure 6.16: Left: The calculated mobilities for a heterojunction with a 
doped (solid line) and undoped (dashed) well with doping concentration 
5 × 1017 cm−3. The grey shaded region at high temperature is to signify the 
region where the undoped well may have bulk states (i.e. not confined to the 
well). Right: The transport model for the full range of doping considered (1 
× 1017cm−3 to 5 × 1017cm−3) for a uniformly doped structure indicating the 
significance of the ionised impurity scattering. The range of calculated 
mobilities for the equivalent undoped well structures is shown in grey. 
Bottom: A schematic diagram of the structure simulated where the doped 
region varies as described above. 
 

Comparing the predicted mobilities at a doping level of 5 × 1017 cm−3 maybe somewhat 

of an extreme comparison as this is a significant doping level at the higher end of the range 

considered, and therefore a high impurity concentration to lie in the well. The full doping 

range for the doped triangular well is shown in Figure 6.16 right.  

This figure shows the calculated mobility for the doping range of 1 × 1017cm−3 to 5 

× 1017cm−3 for the doped well structures, as well as the undoped well total mobility for 

the same range. It can be seen for all ranges of doping, the doped well structure is 

approximately an order of magnitude lower in mobility at low temperature as compared 

to the undoped well. The decrease in mobility towards room temperature is shallower in 

the doped well structures due to the phonons having a reduced contribution to the total 

mobility as compared to the previous heterojunction design.  
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Whilst the doped well ensures confinement, this also introduces a significant change in 

mobility compared to the undoped well. Thus, square quantum well structures were also 

investigated to give confinement whilst still enabling remote doping. 

The square quantum wells examined previously were designed with an undoped well of 

width 25 nm. The spacers above and below the well are 20 nm and 50 nm respectively, 

the latter chosen to prevent Te dragging into the well during growth. An extended doping 

range of 1 × 1017cm−3 to 7 × 1017cm−3 was considered in the S.P. simulations, with all 

doping levels resulting in confined structures and, therefore, only the extremes of the 

doping range will be considered here. Interface roughness scattering will also be included 

in these calculations with the parameters Δ = 1.5 nm (~ 5 monolayers) and L = 5 nm used 

as the upper of the reasonable range considered previously. 

 
Figure 6.17: Left: A standard transport model indicating how changing the 
doping concentration in the range 1 × 1017cm−3 to 7 × 1017cm−3 affects the 
mobility of a square quantum well. Regions are shaded to signify the change 
with doping concentration. The mobility due to scattering from remote 
ionised impurities is not visible on this scale. Right: A schematic diagram of 
the structure that was simulated where the doped region varies as 
described above. 
 

It is seen from Figure 6.17 that the background impurities are again the limiting scattering 

mechanism at low temperature. The mobility due to scattering from remote ionised 

impurities is not visible on this scale. This is due to the increase of the carrier density by 

an order of magnitude compared to the triangular well case, leading to a large increase in 

screening through the Fermi wavevector. This increase in carrier density may be due to 
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the dopant in both barriers supplying the well with electrons. In the heterojunction case, 

electrons are only being supplied from one barrier.  

A similar effect is seen in the background-impurity-scattering-related mobility, which has 

increased from the heterojunction case by a factor of 3 in Figure 6.17. This is the same 

factor as for the mobility due to the remote ionised impurities. The inclusion of interface 

roughness decreases the low temperature total mobility further by a factor of ~0.6 as 

compared to the ionised impurities alone. However, despite this decrease due to the 

interface roughness, the total mobility is still improved as compared to the heterojunction 

structures, as is seen below.  

 
Figure 6.18: The total mobility for each structure design with the full 
doping range shown. 
 

The doped triangular well is seen here as the lowest mobility option. Though, from the 

Schrödinger-Poisson simulations, it was shown that this doping structure was necessary 

for a single heterojunction to be confined across temperature. Therefore, if this structure 

is to be investigated, the lowest doped option is preferable.  

The undoped triangular well shows little variation in the total mobility across the doping 

range considered. This structure is almost an order of magnitude higher mobility than its 

doped counterpart, however, the band structure simulations show a potential for the 

wave functions to be lost to the bulk.  

The square well eliminates this problem, whilst also achieving a higher mobility at low 

temperature as compared to the heterojunctions. The primary concern with this structure 
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however is the potential two-carrier nature and the associated potential inter-subband 

scattering that can occur, which was not considered in the transport model. 

6.6 Conclusion   

Various designs of GaSb/Al0.2Ga0.8Sb heterostructures were investigated using a 

Schrödinger-Poisson solver in order to determine the confinement in the structures. It 

was found that heterojunctions could not simply be doped in the barrier. This is due to the 

alignment of the Fermi level of the n-type region and the unintentionally doped region, 

meaning the states would reside in the barrier not at the junction, or the Fermi level would 

be in the band gap. Heterojunctions were further investigated with the buffer doped to 

compensate out the p-type background. A spacer was left to prevent Te dragging into the 

well causing significant scattering. This design with an intentionally undoped region 

forming the triangular well resulted in confinement at low temperatures but the confined 

states strayed into the buffer or into the barrier as temperature increased.  

A fully doped structure was also investigated, with this resulting in confinement, however 

the Te atoms present in the well will cause significant scattering and thus lower mobility. 

This was shown in the transport model with this structure having a consistently lower 

mobility than the undoped well structure. Due to the difficulty of achieving confinement 

in single heterojunctions, square quantum wells were also investigated. These structures 

eliminated the difficulty of achieving confinement, though introduced a new issue in the 

form of two confined states in the well.  

Once the structures were confirmed to have confinement, a variations in these structures 

were further examined using the described transport model. The transport model 

revealed that the square quantum wells resulted in the highest mobility of all the 

structures investigated. The doped well heterojunction resulted in the lowest mobility in 

all cases. The difference in mobility for the square well and the heterojunction with an 

undoped triangular well is due to the increase in carrier density in the square well for 

comparable doping levels. This increase in carrier density increases the screening from 

the remote ionised impurity scattering and the background impurity scattering. This 

model does not consider inter-subband scattering where this could reduce the mobility 

further.  

As a result of these simulations, it was decided to grow and measure a selection of these 

designs as these structures have many differences, with both advantages and 

disadvantages. Further allowing the simulations to be verified by measurement. A 

summary of the structures that were physically realised is shown in the figure below.   
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Figure 6.19: The final structures to be grown and measured informed by 
the simulations performed in the chapter. 
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“Things are only impossible until they are not.” 

- Captain Jean-Luc Picard 

 

  

 

Measurement of GaSb Transport 

Properties  

The transport properties (mobility and carrier density) of various semiconducting 

materials have been of great interest for decades. The fundamental understanding of how 

to achieve high mobility devices stems from the Hall effect, where resistivity is measured 

against magnetic field. The mobility can then be further analysed using a transport model, 

giving understanding of the limiting scattering mechanisms, and allowing for 

improvements to be made in the structure to produce higher mobility devices. The 

determination of the mobility and the carrier density is generally performed through 

relatively low field 𝐵-field measurements. In the high field regime, though the set up does 

not change, different physical processes occur in the sample. This chapter will give an 

overview of the theory and implementation of both the low-field and high field regime in 

which the Al0.2Ga0.8Sb/GaSb samples were measured. 

Confined Al0.2Ga0.8Sb/GaSb structures that have been simulated in the previous chapter, 

Chapter 6, and have been grown using the optimal growth conditions (𝑇𝑔 = 475 °C, 

V/III =  1.3) found in Chapter 3. The structures were then fabricated into Hall bars 

following the procedure described in Chapter 4, using the optimal metallisation recipe 

found in Chapter 5 of  Pd/In/Pd/Au, 5/40/6/100 nm, which was then annealed for 10 min 

at 300 °C. The experimental procedure for the characterisation of the transport properties 

of these structures will be stated here. The longitudinal and transverse resistances as a 

function of temperature and magnetic field will be presented, and a two-carrier fit 

extracting the transport properties of the majority carrier will be displayed. The resultant 

mobility of which will be analysed by the transport model. The transport model will aid 

describing the predominant scattering mechanisms within these structures. This will 
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outline any unforeseen factors that would require further thought and analysis in order 

to optimize these structures for any potential future repeat growths or measurements. 

 

7.1  Measurement Theory of Transport Properties  

The theory behind the measurement and analysis methods used to determine a carrier 

density and mobility for these samples will be outlined in this chapter. From exploitation 

of the Hall effect, the carrier density and the mobility of charge carriers can be found. This 

is achieved by measuring the resistance of a sample in particular orientations with respect 

to the 𝐵-field and current direction. However, this measurement will merely reveal the 

total transport properties across the sample with little indication of how many kinds of 

carriers there are. The profile of the resistances against magnetic field can indicate 

whether the sample is single or multi-carrier. Therefore, a two-carrier fit is performed in 

order to extract relevant transport property information for each carrier species. The 

details of both the single carrier and multi-carrier analysis methods are outlined below, 

with a brief description of how the carriers then behave at high enough fields that the 

simple (non-quantised) Hall effect is no longer suitable. 

7.1.1 Measuring 2D Transport Properties 

The Hall effect was used to measure the transport properties of Al0.2Ga0.8Sb/GaSb 

structures where, unlike the cases described in previous chapters, the sheet carrier 

density, 𝑛𝑠, is 2D (measured in cm−2) with a 2D resistivity. Therefore, an adjustment is 

made to the equations that relate the measured values to the transport properties.  

The Hall voltage, 𝑉𝐻 , produced from the charge separation across the sample, now 

becomes 

 𝑉𝐻 =
𝐼𝑥𝐵𝑧
𝑒𝑛𝑠

 , 7.1 

with 𝐼𝑥 representing the set current through the sample, and 𝐵𝑧 representing a magnetic 

field perpendicular to the current [136]. The carrier mobility, 𝜇, can be extracted from a 

measurement of the Hall voltage and a longitudinal voltage, 𝑉𝑥𝑥, or associated resistivity 

𝜌2𝐷, and is given by 

 𝜇 =
𝑉𝐻

𝐵𝑧𝐼𝑥𝜌2𝐷
 . 7.2 
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It is also useful to note that for all confined structures, a Hall bar geometry was used. The 

resistivity in this case is found from the resistance measured and adjusted by the aspect 

ratio L/W. W is the width of the Hall bar and L is the distance between the two contacts 

that are used to measure the longitudinal voltage, giving 

 𝜌2𝐷 = 𝑅𝑥𝑥
𝑊

𝐿
 . 7.3 

The 2D resistivity is measured in Ω/◻. The Hall bars were non-gated, 8-pad geometry Hall 

bars [137]. A variety of sizes were created, though the Hall bars measured in this chapter 

all had had an aspect ratio of 3.9.  

By combining equation 7.2 and 7.3, it can easily be seen that the conductivity, and so the 

resistivity is given by 

 𝜎 = 𝜌−1 = 𝑛𝑒𝜇 . 7.4 

However, this is a simplification and there can be complications with this measurement 

when considering 𝐵-fields, as technically, the conductivity where 𝜎 = 𝜌−1 is given by the 

tensor  

 𝝈 = (
𝜎𝑥𝑥 𝜎𝑥𝑦
−𝜎𝑥𝑦 𝜎𝑥𝑥

) . 7.5 

Here it is seen that the total conductivity is dependent on the conductivity in each 

direction, where the subscripts 𝑥𝑥 and 𝑥𝑦 indicate longitudinal and transverse 

respectively. Therefore, the resistivity in each direction is given by 

 𝜌𝑥𝑥 =
𝜎𝑥𝑥

𝜎𝑥𝑥
2 + 𝜎𝑥𝑦

2 , 𝜌𝑥𝑦 =
−𝜎𝑥𝑦

𝜎𝑥𝑥
2 + 𝜎𝑥𝑦

2  . 7.6 

 Thus, if there are geometrical offsets in the voltage contacts, inaccuracies can occur in 

measurement. The Hall bar structure is designed symmetrically, with the intention of not 

having to address this issue in measurement [28, 138]}[139].  

When the sheet carrier density and the mobility are extracted with the equations above, 

it is assumed that the samples are single carrier, however this is not always the case. 

7.1.2 Multi-Carrier Fitting of Conduction 

For a number of reasons many samples can be multi-carrier. In this case, any sample with 

carriers that have different mobilities to each other appear as multicarrier. Different 

mobilities can originate from a variety of reasons, it may be due to having a different 

effective mass (e.g. from travelling in the L-band or in the doped Al0.2Ga0.8Sb region) or 

different energy (e.g. from travelling in the second subband).  
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An indication of a multicarrier sample is a curving of the expected linear resistivity against 

field relationship in both the longitudinal and transverse case. To accurately determine 

the transport properties of each of these carriers a two-carrier fit is employed.  

The carrier densities and mobilities of the two carriers are now entwined in the 

resistivities measured, and thus equations 7.7 and 7.8 are more applicable: 

 𝜌𝑥𝑥 =
1

𝑛1𝑒𝜇1 + 𝑛2𝑒𝜇2
 , and 7.7 

 
𝜌𝑥𝑦 =

𝑛1𝑒𝜇1
2 + 𝑛2𝑒𝜇2

2

𝑒(𝑛1𝜇1 + 𝑛2𝜇2)
2
𝐵𝑧 . 

7.8 

In these equations 𝑛𝑖 is the carrier density of carrier 𝑖, where 𝑖 = 1 or 2, and 𝜇𝑖  represents 

the mobility [140]. It should be noted that these equations are a low field approximation. 

Within the low field regime, it is seen that where the conductivity contribution (𝜎 = 𝑛𝑒𝜇) 

from one carrier is much greater than the other, both resistivities are dominated by that 

carrier. It should also be pointed out that 𝜌𝑥𝑥 is invariant to the magnetic field, and 𝜌𝑥𝑦 

has a linear relationship. As high fields are approached these equations would no longer 

be suitable. Instead the resistivities are given by 

 𝜌𝑥𝑥 =

𝑛1𝑒𝜇1
1 + 𝐵𝑧

2𝜇1
2 +

𝑛2𝑒𝜇2
1 + 𝐵𝑧

2𝜇2
2

(
𝑛1𝑒𝜇1
1 + 𝐵𝑧

2𝜇1
2 +

𝑛2𝑒𝜇2
1 + 𝐵𝑧

2𝜇2
2)
2

+ (
𝑛1𝑒𝜇1𝐵𝑧
1 + 𝐵𝑧

2𝜇1
2 +

𝑛2𝑒𝜇2𝐵𝑧
1 + 𝐵𝑧

2𝜇2
2)
2  , and 7.9 

 

𝜌𝑥𝑦 =

−𝑛1𝑒𝜇1
2

1 + 𝐵𝑧
2𝜇1
2 +

−𝑛2𝑒𝜇2
2

1 + 𝐵𝑧
2𝜇2
2

(
𝑛1𝑒𝜇1
1 + 𝐵𝑧

2𝜇1
2 +

𝑛2𝑒𝜇2
1 + 𝐵𝑧

2𝜇2
2)
2

+ (
𝑛1𝑒𝜇1

2𝐵𝑧
1 + 𝐵𝑧

2𝜇1
2 +

𝑛2𝑒𝜇2
2𝐵𝑧

1 + 𝐵𝑧
2𝜇2
2)
2 𝐵𝑧 . 7.10 

A full derivation is given in ref [140]. 

Figure 7.1 shows an example of how each resistivity would vary for a set mobility and 

carrier density, with a corresponding second carrier of a lower conductivity. It can be 

determined that when there are two carriers, there is a field dependence in the 

longitudinal resistance that will make the resistivity stray at high fields. The linear 

dependence of the transverse resistivity with field also becomes curved. Conversely from 

above, if a resistivity is measured and assumed single carrier, the high mobility carrier 

will be underestimated in mobility. 

When these non-linear trends are seen, least-squares fitting can be used to apply 

equations 7.9 and 7.10. These equations can be simultaneously fitted to match the 

longitudinal and transverse resistivities as a function of B-field, determining a carrier 
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density and mobility for each carrier type. The figure below shows how the longitudinal 

resistance becomes more curved as the lower mobility carrier increases in mobility (it is 

assumed here that the carrier densities were equal). The second graph shows how the 

transverse resistivity becomes non-linear with a two-carrier sample. 

  
Figure 7.1: The behaviour of each resistivity (𝜌𝑥𝑥  and 𝜌𝑥𝑦) when a sample 

has a single carrier of mobility 𝜇1 and carrier density 𝑛1(red solid), and 
when the sample has two carriers with equal density and the second carrier 
has a lower mobility (green dashes). Left: longitudinal resistivity against 
magnetic field. Right: transverse resistivity against magnetic field. 
 

7.1.3 Carrier Dynamics at High field 

The simple Hall effect gives an accurate description of a charged carriers behaviour at low 

magnetic fields. As the field strength increases the charge carriers path tightens until 

eventually the circular path is small enough that a carrier can maintain a circular 

trajectory with a frequency 𝜔𝑐 , the cyclotron frequency, see Figure 7.2. This is of course, 

just the classical picture. 

 
Figure 7.2: A diagram indicating the physical effects that occur at high fields 
depicted both classically and quantum mechanically. 
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Each circular orbit, quantum mechanically, can be thought of as a physical position where 

a series of states exist in a parabolic potential [141]. Much like a parabolic quantum well, 

there are quantised states within this potential, and the states are equally separated by an 

energy ℏ𝜔𝑐 [141, 142]. These are called Landau levels. The cyclotron frequency is 

dependent on the magnetic field B and is given simply by [143] 

 𝜔𝑐 =
𝑒𝐵

𝑚∗
 . 7.11 

This cyclotron frequency is also present in the standard Hall effect, however the radius of 

the orbit is large and so a full orbit isn’t complete. There is a large overlap between 

adjacent Landau levels meaning many quantum mechanical effects present and higher 

fields are not discernible at lower fields. It is the presence of these Landau levels, or more 

specifically, the filling of these Landau levels, that causes some unusual behaviour in the 

conduction of electrons, and thus the resistivity, as a function of magnetic field. 

These Landau levels, due to scattering in the samples, are not distinct levels, but instead 

have a broadness in energy. The separation between Landau levels is increased with B 

field according to 7.11 and once the separation is comparable to the broadness of the 

levels, characteristic effects in resistance can be observed. The broadness of the levels is 

related to the quantum lifetime, 𝜏𝑞 , where these effects become observable at 𝜔𝑐𝜏𝑞 ≫ 1, 

thus materials with reduced scattering produce oscillations at lower magnetic fields 

[144]. It is important to note that the quantum lifetime, 𝜏𝑞 , is not the same as the scattering 

lifetime (the transport lifetime). The quantum lifetime is the time between any scattering 

event and thus is equally sensitive to long range scattering and short-range scattering 

[145]. Thus, if long range scattering is dominant (remote ionised impurity scattering), 

these lifetimes can be quite different, with the resultant quantum lifetime being 

significantly smaller [28]. The broadness parameter can be calculated by 

 Γ =
ℏ𝑒𝐵𝑆𝑑𝐻
𝑚∗

  7.12 

where 𝐵𝑆𝑑𝐻 is the magnetic field value at the onset of observable oscillations[146]. The 

precise definition of the field value at which the oscillations become observable is open to 

interpretation.  

The density of these states changes as the field increases. Where the magnetic field is low, 

the separation of the Landau levels is small and so the states are still continuous. As the 

Landau levels move through the Fermi level, the electrons will behave differently in terms 

of conduction.  
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Figure 7.3: A diagram indicating the physical effects that occur at high fields 
which result in an oscillating resistance trace, there these oscillations are 
periodic in 1/B. 
 

Qualitatively, and to a first approximation, where the Fermi level is at a peak, there are 

energy states available above it. Therefore, an electron can scatter from one state to 

another, and thus, the resistivity is high. Where the Fermi level is between Landau levels, 

there are no states available immediately above it, and thus, the electrons do not scatter 

and resistivity is low [28]. A more full and thorough explanation would require treatment 

of localised and extended states though this does not alter the results presented here. 

The longitudinal resistivity is seen to oscillate with increasing magnetic field (periodic in 

1/B) and the transverse resistivity shows quantised plateaus with increasing magnetic 

field. These phenomena are called the Shubnikov-de Haas effect (SdH) and the integer 

quantum Hall effect (IQHE). However, in the case where there are two carriers conducting 

in parallel, a significant background is observed in the oscillating 𝜌𝑥𝑥 and the IQHE 

becomes less distinct and thus unobservable [24, 147].  

The Shubnikov-de Haas effect is caused by the oscillation in the density of states at the 

Fermi energy. This phenomenon is often used to study confined systems and is not 

present in 3D systems, thus is a confirmation of a confined system [148]. The oscillatory 

behaviour can be used to determine the carrier density in the 2DEG which, when coupled 

with temperature dependence, can be used to determine an effective mass and a quantum 

lifetime. The carrier density, 𝑛2𝐷, can be determined by 

 𝑛2𝐷 =
2𝑒𝐵𝐹
ℎ
 , 7.13 
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where the peak frequency 𝐵𝐹 (the frequency of SdH oscillations in 1/B), can be found from 

a Fourier transform of an ideal single carrier sample. It can also be found from a fan 

diagram plotting the landau level index against the magnetic field associated with the 

maxima and minima of the oscillations [24].  

When observing 𝜌𝑥𝑥, using the dampening of the peak amplitude with temperature, a 

quantum lifetime can be extracted using [149] 

 
Δ𝑅

𝑅0
= 4𝜒𝑒

−
𝜋

𝜔𝑐𝜏𝑞  . 7.14 

Here, 𝜒 is the thermal dampening factor and is given by 𝜒 = 𝐴/ sinh(𝐴) and 𝐴 =

2𝜋2𝑘𝐵𝑇/ℏ𝜔𝑐, Δ𝑅 is the amplitude of the resistance oscillation and 𝑅0 is the zero-field 

resistance. The quantum lifetime 𝜏𝑞 can thus be extracted using this equation.  

A Dingle plot can be created where the dingle parameter, 𝐷𝑝, is plotted against 1/𝐵, where 

the gradient is then dependent on the quantum lifetime [149]. The Dingle parameter is 

given by 

 𝐷𝑝 =
Δ𝑅

𝑅0
(4𝜒)−1 . 7.15 

The gradient of this Dingle plot is then given by 𝜋𝑚𝑒
∗/𝑒𝜏𝑞 . Performing a similar analysis, 

the effective mass can also be extracted from a plot of the thermal dampening factor, 𝜒, as 

a function of T. As 𝜒 is only dependent on fundamental constants and the cyclotron 

frequency, and as the cyclotron frequency is dependent on effective mass, the thermal 

dampening can be fitted to extract an 𝑚∗. 

 

7.2 Equipment and Set Up for Magnetotransport  

The electrical equipment used to measure longitudinal and transverse resistances in this 

work is shown in Figure 7.4. This circuit, coupled with a helium cryostat and a 

superconducting magnet, allowed the measurement of transport properties and 

magnetoresistance up to a field of 15 T and down to a temperature of ~3 K. 

To pass a current through the device, a low-frequency alternating voltage was supplied by 

a Stanford Research 830 lock-in amplifier across a large resistor (1 MΩ) in series with the 

device. The large resistor in series allows the current to be calculated with the assumption 

that the resistor is the dominating resistance in the circuit. This lock-in amplifier was also 
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used to measure one orientation of voltage, with a second lock-in amplifier measuring the 

other required voltage.  

All the equipment was connected to a switch box which allowed for simple multi-device 

and multi-configuration measurement. All the equipment was controlled by purpose-

made LabView programs allowing, for example, measurement of the longitudinal and Hall 

resistances with a magnetic sweep at many temperature steps, remotely. The set up in its 

entirety was assembled by Dr. Leonid Ponomarenko, who also created the programs to 

control the measurements.  

The sample is placed at the centre of the field created by a superconducting magnet in an 

Oxford Instruments helium bath cryostat allowing for a temperature measurement range 

of (3-400) K, and a magnetic field up to 15 T. The extraction of the transport properties 

(mobility and carrier concentration) only requires a low field sweep (up to ~1 T), with 

each sample being measured down to 3 K.  

The samples were attached to a chip carrier with 28 connections. Hall bar devices were 

electrically bonded to the chip carrier using silver epoxy, applied with a fine pointed 

toothpick, and fine gold wire.  On the contact pad of the chip carrier the gold was pressed 

to the contact pad to produce a mechanical bond, before then being sealed with silver 

paint.  

The chip carrier fits into a socket on the end of a purpose-made insert and is surrounded 

by a cup which is vacuum sealed and protects the sample from direct exposure to helium. 

The insert is pumped down to approximately 1 × 10−5 mbar prior to insertion into the 

 
Figure 7.4:  A schematic diagram of the set up for a Hall measurement on a 
Hall bar using two lock-in amplifiers. The left lock-in amplifier supplies a 
low frequency oscillating voltage across a large resistor R to generate a 
current, and measures the longitudinal voltage. The right lock-in measures 
the transverse voltage.  
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cryostat. Once inside the cryostat, the sample is connected to the switch box in 

preparation for measurement.  

The cryostat consists of the sample space, surrounded by a helium bath, which is itself 

surrounded by a nitrogen bath. In order to regulate temperature in the sample space, a 

needle valve is opened allowing the flow of helium, whilst the sample space is pumped to 

encourage this flow of helium passing over the sample, cooling it. There is also a heater 

and thermometer in this chamber connected to a Mercury integrated temperature 

controller (iTC) used to increase the temperature and maintain set temperatures. Initially, 

it is important to cool the sample space by opening the pump valve and then the needle 

valve, and balancing the flow of helium so as not waste helium which the heater would 

then have to compensate for. Once a good flow is obtained and a consistent temperature 

is obtained, the cryostat is ready for a measurement sweep across temperature. In order 

to obtain a steady temperature in the sample space, ample time is left between the steady 

reading of the iTC and the start of a measurement. The superconducting magnet was in 

general used for low field measurements, however, it is also capable of reaching fields up 

to 15 T. The magnet is controlled by a Mercury integrated power supply (iPS) which 

powers the leads connected to the magnet, and also the switch heater which allows a 

change in current path to create a steady magnetic field in persistent mode.  

 

7.3 Transport Measurements of Al0.2Ga0.8Sb/GaSb 

Heterostructures  

The transport properties of three types of Al0.2Ga0.8Sb/GaSb heterostructures were 

investigated, one quantum well structure and two heterojunctions. The two 

heterojunction structures consisted of one with the confined region (the interface) doped, 

and the other where the confined region was left undoped. The “undoped” triangular well, 

will of course have an uncompensated, high p-type background due to the high 

concentration of native defects in GaSb. This is also the case with the square quantum well 

structure. The specific structural details of the these are given in Chapter 6. Hall bars with 

an 8-pad geometry were created for each sample. 

The longitudinal and Hall resistances were measured against B-field, with a set current of 

2 μA. In the low field measurement regime, the field was swept to ± 0.6 T, and in the high 

field regime, the magnetic field was taken up to 14.0 T. The temperature range for the 

measurements was (3-300) K. The results for these measurements are analysed and 

discussed in this section.  
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7.3.1 Magnetic Field Dependence of Resistance 

The longitudinal resistance, 𝑅𝑥𝑥, and the transverse or Hall resistance, 𝑅𝐻 , against 

magnetic field were inspected and analysed for each sample at each temperature. 

Equations 7.9 and 7.10 were then used along with a least-squares fitting routine to extract 

transport properties (mobility and carrier density) for 2 carrier types.  

7.3.1.1 Multi-Carrier Extraction for a Square Quantum Well 

Figure 7.5 shows the resistivities from a square quantum well sample against field at 

multiple temperatures. From the longitudinal resistance, the structure can be determined 

to be multi-carrier at low temperature. For a single carrier structure, it would be expected 

that this graph would give an unchanging resistance across 𝐵-field (to a first 

approximation). This is neglecting other possible magnetic field dependent effects such as 

localisation or (potentially) more significant effects such as geometric magnetoresistance, 

though in these samples, this is expected to be minimal due to the aspect ratio being larger 

than 3 in all cases [137]. 

  
Figure 7.5: The longitudinal and transverse resistivities measured against 
magnetic field for a square quantum well structure.  
 

𝜌𝑥𝑥 is more sensitive to the contributions from multiple carriers than 𝜌𝑥𝑦, and thus the 

effect is often harder to observe but still present in 𝜌𝑥𝑦. However, in this case, multi-carrier 

characteristics are seen in both resistivities. 

The two-carrier model gives an accurate fit to the data, confirming that this structure is 

multicarrier. This procedure was carried out for all structures measured and the transport 

properties of the carrier of interest were found (typically for the highest mobility carrier) 

and compared against the other structures. Shown below are the two-carrier fits for a 
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selection of temperatures with a reduced number of points, from which you can see the 

accuracy of the fits. 

  
Figure 7.6: The measured  longitudinal and transverse resistivities for a 
square quantum well (open circles), and a fit to the data using the two-
carrier fit equations given in the previous section (lines). For clarity only a 
small selection of temperatures are shown, with a reduced number of points 
for each temperature.  
 

The extracted carrier densities in all cases were significantly higher than anticipated when 

compared to the previous S.P. simulations which showed carrier densities up to but not 

above 6 × 1011 cm−2. The lowest carrier concentration extracted from the two-carrier 

fitting equalled 7.4 × 1011 cm−2 for the square quantum well sample.  

  
Figure 7.7: The mobility and carrier density for a square quantum well 
structure where a single carrier is assumed (dots) and where a two carrier 
fit was carried out (diamonds and squares). The high mobility carrier 
(squares) was assumed to be the carrier in the ground state of the QW (the 
2DEG). 
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The extracted transport properties for each carrier for the quantum well structure, as well 

as those that would be extracted if it were assumed single carrier, are shown in Figure 7.7. 

Though two carriers are extracted, the main interest here is in extracting the high mobility 

2DEG carrier transport properties, which is presumed to be the highest mobility carrier 

of the structure. 

It is seen that the lower carrier density carrier (square symbols) is relatively invariant 

with temperature below 200 K, having a carrier density of 7 × 1011 cm−2 at 5 K. The 

mobility of this carrier is increased from the assumed single carrier case, rising to a value 

of 9030 cm2/Vs at  5 K, significantly higher than the second carrier mobility. This relative 

invariance of the carrier density with temperature, as well as the plateauing of the 

mobility, is characteristic of transport properties observed in two-dimensional systems. 

A summary of the carrier densities and mobilities extracted from two carrier fitting of the 

quantum well and heterojunction samples is given in Table 6.1 at the end of the following 

section. 

The origin of the second carrier is unknown, however, such a reduced mobility could be 

speculated to be either L-band electrons or electrons in the dopant plane (or both), as 

these would have both a heavier effective mass (0.95 𝑚0) and a higher total scattering 

rate. The S.P. simulations suggested that a 2-carrier structure was likely in the quantum 

well case, though this was expected to be a second sub-band in the well. 

The filling of each state in the quantum well (in both the Γ  and the L bands) can be 

approximately determined by considering the energies of the states (using 6.22) and the 

density of states (equation 2.28). In combination, these give the location and number of 

states, and at 0 K, as the Fermi function is a step function, the occupancy of states (i.e. the 

carrier density) can be determined. Figure 7.8 shows the first 3 sub-bands in the Γ −band 

in blue, and the first 5 in the L band in purple (the L band is not shown but assumed to be 

offset from the gamma band edge by 80 meV).  
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Figure 7.8: Schematic diagrams showing the increase in carrier density 
with energy level. Left: A GaSb/AlGaSb quantum well with calculated energy 
levels using an infinite square well approximation. Blue lines indicate levels 
in the Γ-band with purple lines indicating levels in the L-band. The dashed 
black line indicates the Fermi level which was calculated from the measured 
carrier density. Right: The density of states (top) and carrier density 
(bottom) against energy with faint lines indicating the energy of the states. 
The carrier density  in the first state just before the onset of occupancy in 
the second state, and at the calculated Fermi level, are labelled.  
 

Alongside the energy states and the quantum well, the density of states is shown, showing 

the initial small increase in states due to the low Γ band effective mass, followed by the 

rapid increase due to the increased L band effective mass. At the level just below the 

second sub-band in the well, an approximate carrier density of 7.5 × 1011 cm−2 would be 

expected, in excellent agreement with the two-carrier fitting for the high mobility, low 

carrier density sample. To calculate the Fermi energy and so the occupancy level at the 

extracted density of 1.2× 1013 cm-2, 𝐸𝐹 would be at 91 meV, implying the first 2 Γ 

subbands and 4 L subbands are occupied. The determination of 𝐸𝐹 is drawn from a simple 

approximation as it assumes the carrier density from the single carrier case, and therefore 

cannot be used to draw quantitative conclusions, but it shows how the carrier properties 

cannot be assumed simple in these samples. This neglects any carrier density contribution 

from the doped region or the bulk, though is at least indicative of the complex nature of 

the filling of energy levels observed, and is an indication as to the complexity of 2 carrier 

fitting. 

7.3.1.2 Multi-Carrier Extraction for Triangular Wells 

The two carrier fitting equations were also used for the two heterojunctions, with the 

results for the doped heterojunction shown in Figure 7.9 below. It is seen here that for this 
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structure the transverse resistivity is linear at low temperature. The longitudinal 

resistivity shows a curvature at all temperatures. 

  
Figure 7.9:  The longitudinal and transverse resistivities measured against 
magnetic field for a doped heterojunction structure. 
 

As with the square quantum well, the doped triangular well resulted in a carrier with a 

characteristic mobility of a confined structure. The second carrier had the mobility 

resembling the characteristic of an ionised impurity limited bulk structure with a 

decreasing mobility at low and high temperature. The carrier with the highest mobility 

was assumed to be in the 2DEG for continuing analysis. 

  
Figure 7.10:  The mobility and carrier density for a doped heterojunction 
structure where a single carrier is assumed (dots) and where a two carrier 
fit was carried out (diamonds and squares). The high mobility carrier 
(squares) was assumed to be the carrier in the ground state of the QW (the 
2DEG). 
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As the electron wavefunctions in a heterojunction are less well-confined, there could be a 

change in confinement of the wavefunction where the wavefunction moves to the buffer 

(bulk). From the simulations in the previous chapter it was shown that this is likely in the 

higher temperature case for undoped heterojunctions, though this is unexpected in the 

fully doped structure. The 2nd carrier could alternatively be a 2nd sub-band carrier or 

carriers in the barrier, as well as potential carriers in the bulk.  

The same procedure was performed to extract a carrier density and mobility for the 

undoped well sample. It was found that, as opposed to the doped well heterojunction, the 

properties of the second carrier determined from the fit of the undoped triangular well 

were unphysical and unstable across temperature, despite a good fit to the data. It is 

indicated this is due to the sample being primarily dominated by a single carrier, where 

other factors could be affecting the two-carrier fitting. Though fitting the resistivities in 

this manner is an useful tool, there are always assumptions that must be made in order to 

create a model. One in this case, is that the transport properties are independent of 

magnetic field. The model is also limited by the assumptions of the inputs, specifically the 

number of carriers and approximate mobility and carrier density for each carrier must be 

given. From these inputs, a least squares fit method is used to fit the data, where, as shown 

by Gui et al. for a HgCdTe sample [139], the results can be non-unique, giving a good fit to 

the data for 2 or even 4 carrier species, thus results have to carefully interpreted. 

For this work, the simple case of a dominating single carrier is assumed. With this single 

carrier assumption, the doped and undoped heterojunctions were of very comparable 

mobility and carrier density, and although the undoped triangular well is of slightly higher 

mobility as would be expected, (4000 cm2/Vs at 5 K rather than 3500 cm2/Vs), the small 

difference is surprising. The doped triangular well is expected to be subject to significant 

scattering due to the tellurium atoms residing in the well and so the small difference may 

be due to the tellurium dragging through the well in undoped case. Due to the similarity 

of the extracted mobilities and carrier densities, and due to the unstable nature of the fit 

to the undoped well, for the purpose of the next section (transport modelling) 

comparisons will only be made between the quantum well and the doped heterojunction, 

though the results should also extend to the undoped heterojunction. 

A table summarising the transport results from this section is shown below. 
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Table 7.1: A table indicating the low temperature transport properties for each structure 
measured in this work, the carrier shown below is the high mobility carrier in all cases. 

Structure 
Carrier Density 

(𝐜𝐦−𝟐) 
Mobility 

(𝐜𝐦−𝟐/𝐕𝐬) 

Square Quantum 
Well 

7.5 × 1011 9030 

Doped Triangular 
Quantum Well 

3.2 × 1013 3500 

Undoped Triangular 
Quantum Well 

4.9 × 1013 4000 

   

The quantum well structure at low temperature has a carrier density of 7.5 × 1011 cm−2 

and a mobility of 9030 cm2/Vs. Whereas the doped heterojunction is assumed to be 

dominated by a single carrier and has a significantly higher carrier density of 

3.2 × 1013 cm−2, and mobility of 3500 cm2/Vs. The larger carrier density for the undoped 

quantum well is unexplained, however this may be related to a different shape of the well. 

The triangular quantum wells will have multiple occupied states, much like the square 

quantum well, including states in the L band, however, these are likely to be bulk states 

for the heterojunctions. The doped heterojunction has a shallower well than the undoped 

case, as shown in the S.P. results in the simulation chapter, and thus a different 

distribution of states, all of which leads to a complex situation that would require further 

theoretical and experimental analysis to unravel further. 

7.3.2 Transport Properties of GaSb Heterostructures  

The transport model was implemented as described in Chapter 6, however the carrier 

density measured at low temperature was input as a set parameter. Using the same, 

expected, parameters as before, Figure 7.11 left was obtained for the  25 nm square 

quantum well sample, though this model required some adjustments to obtain a fit to the 

measured data as seen in Figure 7.11 right. The expected parameters used to produce 

Figure 7.11 left, included a remote ionised impurity concentration of 5 × 1017 cm−3, 

representative of the intended doping concentration, a background concentration of 7 

× 1016 cm−3 (higher end of the range), representative of the expected native defect 

concentration from the growth study, and interface roughness parameters of Δ = 1.5 nm 

and L = 5 nm. 



166 

  
Figure 7.11: The transport model for a 25 nm square quantum well 
structure where each line is labelled and the total mobility (black) is 
expected to align with the data which is shown for comparison (crosses). 
Left: The transport model using expected parameters. Right: The transport 
model where the parameters have been adjusted to ensure a fit to the low 
temperature data. 
 

There are many unknown parameters in the transport model that could be varied to fit 

the structure. It should be noted that inter-subband scattering has not been included in 

this model, however, and is likely to have an effect due to the large carrier density. Despite 

this, determining the range of reasonable scattering rates required to match the data for 

the scattering rates considered gives a reasonable upper range on the parameters 

involved in the calculations (e.g. background impurity scattering concentration). As this 

mobility is expected to be background impurity limited at low temperature the simplest 

solution to fit the data is to vary just the background impurity concentration. This would 

have to be increased to a concentration of 5.5 × 1017 cm−3 to match the measured 

mobility, with this shown in Figure 7.11 right. This concentration is higher than would be 

expected for an undoped well, even with a large number of accepting native defects which 

are all ionised. However, to reduce this number slightly to 5.0 × 1017 cm−3 whilst 

maintaining an accurate fit to the mobility, requires significant changes in all the other 

parameters, such as increasing the rms roughness to 3.8 nm, see Table 7.2. One possibility 

could be the tellurium from the doped region below the well dragging into the well. 

Though there was a spacer implemented to prevent this, the value of background impurity 

concentration is comparable to the concentration of slab doping in the barrier.  A more 

accurate representation would be a remote ionised concentration that decays through the 

“spacer”, allowing a lower but comparable background impurity concentration through 

the well. 
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Table 7.2: A table showing the model parameters required to fit the mobility of an undoped square 
quantum well, at low temperature, in a transport model. It is shown that unphysical changes to 
parameters other than background impurity concentration are required to fit the data given the 
expected background impurity concentration. Fit 2 was used to fit the data in Figure 7.11. 

 𝒏𝒊𝒎𝒑
𝟐𝑫  (𝐜𝐦−𝟑) 𝒏𝒊𝒎𝒑

𝟑𝑫  (𝐜𝐦−𝟑) Spacer (𝐧𝐦) 𝚫 (𝒏𝒎) 𝐋 (𝐧𝐦) 

Fit 1 5.0 × 1017 6.0 × 1017 100 1.5 5 

Fit 2 5.5 × 1017 5.5 × 1017 1 1.5 5 

Fit 3 5.0 × 1017 5.0 × 1017 1 3.8 5 

      
Despite the improved fit to the mobility at low temperatures, the high temperature region 

of the transport model still does not fit, indicating some unknown affect occurring. 

Variation of other parameters were trialled in an attempt to achieve a fit, however, the 

parameter values required to attain a good fit were all unreasonable. There could also be 

another scattering mechanism not explored in the current transport model, such as inter 

subband scattering or Γ − L interband scattering, though this was not explored further in 

this work. A table showing a comparison for the fits is given above. 

The transport model was also implemented for the heterojunctions. The carrier density 

measured for the heterojunctions however was significantly higher at 3.2 × 1013 cm−2. 

The effect of this high carrier density in the transport model was substantial screening. 

The resulting transport model using the expected parameters for the doped triangular 

well is given by Figure 7.12 left. Despite a large background impurity concentration 

applied in the model, the dominant scattering mechanisms across almost all temperatures 

are the phonons. This is due to the high carrier concentration acting as screening from the 

dopant ions. This is clearly unrepresentative of the measured mobility as not only is the 

mobility predicted to be higher, but there is no similarity in the trend. 

In order to obtain a fit to the mobility at low temperature, a significant ionised impurity 

concentration must be included (6.5 × 1019 cm−3). Even with the a doped well, this value 

is unrealistic, and the predicted high temperature mobility is not representative of the 

measured trend. As the carrier density is significant, non-parabolicity could have an effect 

and thus was implemented. Non-parabolicity increases the effective mass and so 

decreases the modelled mobility data. Accounting for this non-parabolicity, the resultant 

trend in mobility at higher temperature still did not match the measured mobility, as is 

seen in Figure 7.12 right below. In the case of the square quantum well structure the 

change due to non-parabolicity is not significant at the extracted carrier density and so 

therefore wasn’t included. 
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Figure 7.12:  The transport model for a doped heterojunction where each 
line is labelled and the total mobility (black) is expected to align with the 
data which is shown for comparison (crosses). Left: The transport model 
using expected parameters. Right: The transport model where the 
parameters have been adjusted to ensure a fit to the low temperature data. 
 

Including interface roughness again did not improve the quality of the transport model fit 

to the mobility. Therefore, it can be concluded that other scattering mechanisms, such as 

inter-subband scattering or electron-electron interactions, are likely be a significant 

factor, though the specific scattering mechanism of which will not be considered here.  

Alternatively, and more likely, the low mobility and high carrier density extracted from 

the two-carrier fitting for the doped heterojunction, was a poor physical representation 

of the sample’s conduction. Though the two carrier fit equations resulted in a reasonable 

fit to the measured data, the extracted parameters required unreasonable measures to 

explain this low mobility and high carrier density. The extracted properties from the two-

carrier fitting may be inaccurate in part, due to many carriers contributing to the transport 

properties, where only a two-carrier fit was used to extract the data. Investigating a larger 

field may also assist in resolving the contributions from the multi-carriers. 

As many of the scattering mechanisms are dependent on carrier density (directly or 

indirectly), a change of the carrier density compared to that extracted would result in a 

potentially significant change in the mobility predicted by the transport model. Therefore, 

it is reasonable to investigate the carrier density that would be required to match the 

extracted mobility given reasonable values for the other scattering rates. For the 
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measured mobility of the doped heterojunction, a carrier density of 3.3 × 1011 cm−2 is 

required to fit the data with reasonable parameters.  

Further, given that the structure is a single heterojunction, with a strong confining 

potential on one side of the well and only a weakly confining triangular potential on the 

other, the confinement of the structure comes into question. This is particularly the case 

due to the complicated doping in GaSb systems as there is an inclusion of native accepting 

defects, with the added possibility of significant bulk contributions. For such a high carrier 

density and the associated discrepancy with the transport model, as well as due to all the 

added complications mentioned, it is possible that there is no triangular well formed. 

However, this structure was measured at high 𝐵-fields, resulting in Shubnikov–de Haas 

oscillations up to 100 K. These results and their analysis will be discussed in the next 

section. The presence of the Shubnikov–de Haas oscillations confirm the presence of a 

2DEG in this n-type doped Al0.2Ga0.8Sb/GaSb triangular well. 

7.3.3 High Field Measurements and Analysis  

High-field, low-temperature measurements were achieved resulting in the observed 

Shubnikov-de Haas (SdH) results shown below.  

 
Figure 7.13: Top: Measured longitudinal resistivity for the doped 
heterojunction against magnetic field, across measurement temperature. 
Bottom: The longitudinal resistance against magnetic field, with a parabolic 
background subtracted. 
 

The results presented come from the doped triangular well sample, confirming 

confinement at low temperatures. All the following analysis is from this measurement. 
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The oscillations decrease with temperature as expected, though they can still be seen up 

to 100 K. The Hall resistance 𝑅𝑥𝑦 was also measured however no quantised steps were 

observed, though this can be attributed to the high carrier concentration obscuring the 

effect in this orientation [24]. There was a significant background on the oscillations 

which was removed by fitting a parabola to the first 3 T of data. This parabola is attributed 

to parallel conduction, where the other conducting states are in the bulk. As no beating in 

the oscillations is observed, it can be interpreted that there is only one confined state ( a 

single 2D carrier). The parabolic fit was then removed from the data to give the results 

seen in Figure 7.14.  

  
Figure 7.14: Shubnikov-de Haas oscillations observed from the doped 
heterojunction plotted against 1/B to show the periodic nature of the 
oscillations. Inset: Fan diagram where the peaks and troughs of the 
oscillations (half integer and integer indexes respectively) are plotted 
against 1/𝐵 to find the peak frequency or fundamental field, 𝐵𝐹 . 
 

By examining the low field data with the background subtracted (Figure 7.13 bottom) the  

broadness parameter of the Landau levels was obtained using equation 7.12, resulting in 

a broadness of 6.9 meV. This broadness is within a range seen in other material systems 

such as InSb (3-8 meV) [28]. By obtaining the period of the oscillations in 1/𝐵 and thus 

the frequency 𝐵𝐹 , a 2D carrier density can be found using equation 7.13 . The period of the 

oscillations was determined from a fan diagram of the Landau level index [149] against 

1/𝐵 at the values of the peaks and troughs of the SdH oscillations. The gradient of the fan 

diagram then gives a value of 𝐵𝑓 = 15.1 ± 0.1 T, giving a 2D carrier density for the 

heterojunction of 7.3 × 1011 cm−2. Similarly, the frequency of the oscillations in 1/𝐵 can 

also be determined using a Fourier transform, with this giving a 2D carrier density for the 
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heterojunction of 7.4 × 1011 cm−2. These two values are in very close agreement, and 

both are similar to the value calculated previously for the filling of the ground state in an 

infinite square well. Whilst this scenario is not directly comparable, it does add confidence 

to this extracted carrier density, despite the disagreement with the two-carrier fitting, and 

again gives further confidence that the assumed well width of 25 nm is of the 

approximately correct scale. When this carrier density is set parameter in the two-carrier 

model, a good fit to the data could not be achieved. 

Further analysis of the SdH oscillations included an investigation of the dampening of the 

peak resistances as a function of temperature to determine the effective mass. The 

temperature damping factor is given by 𝜒𝑇 = 𝐴/ sinh(𝐴), where A is dependent on B, T 

and 𝑚∗ via 𝜔𝑐 . The dampening factor can be fit to the modified SdH resistance values at a 

set 𝐵-field across temperature, where the values taken are at the extrema points of the 

resistance, and where a finite temperature normalisation is required to scale the damping 

factor to equal 1 at 0 K. Figure 7.15 shows the extracted dampening factor data and 

associated fit for three values of 𝐵-fields corresponding to maxima and minima in 

resistance. From these fits a comparable effective mass was extracted at each 𝐵-field 

value, with an average effective mass calculated of (0.042 ±  0.001) m0. This is within the 

range of electron effective masses given in the literature and below what would be 

expected if the carriers were conducting in the barrier, which would be approximately an 

increase of 40 % (0.056 𝑚𝑒).    

 
Figure 7.15:  A plot of Shubnikov-de Haas oscillation amplitude dampening 
against temperature for different 𝐵-field values corresponding to resistance 
peaks and minima for the doped heterojunction. The dampening factor was 
fit to the extracted points and an effective mass was obtained and given in 
the legend. 
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Further to analysing the dampening with temperature, the dampening in 1/B can be 

analysed by the Dingle parameter (equation 7.15), and thus by examining the decay of the 

oscillations with inverse magnetic field, the quantum lifetime is found. The effective mass 

found from the thermal damping is used here. Figure 7.16 left, shows Dingle plots for a 

range of temperatures, where a quantum lifetime can be extracted from the gradient at 

each temperature. The plot shown below offsets the data extracted at each temperature 

vertically by a value of 1 for clarity. The data was fit to a straight line where the parameters 

were free fit (solid) and where the intercept was set to equal 0 (dotted), as equation 7.15 

would predict.  Figure 7.16 right, shows the extracted quantum lifetime and the associated 

error in the fit for both cases. The mean value for the free fitted quantum lifetime is 31.7 ±

3 fs whilst for the forced intercept it is 28.1 ± 1 fs, where the forced fit falls within the 

error of the free fit at all temperatures. The forced intercept quantum lifetimes do not 

appear to have any temperature dependence, consistent with a temperature independent 

scattering mechanism such as from the background impurities. However, the free fitted 

quantum lifetime does appear to have some slight temperature dependence, though the 

scale of this is below the associated errors, and as such a conclusion cannot be drawn from 

this possible trend. 

   
Figure 7.16: Left: Dingle plots the doped heterojunction at various 
temperatures where the data is free fit (solid line) and fit with a set intercept 
of 0 (dotted), each line is offset by 1 for clarity. Right: The quantum lifetime 
against temperature where the coloured circles indicate the free fitted lines 
from the Dingle plot, with the associated error from the fitting. The black 
squares indicate the quantum lifetime extracted from the Dingle plot when 
the intercept is set to 0.  

 
From the extracted mobility, the transport lifetime (𝜏𝑠) was found to be 84 fs for the doped 

heterojunction, giving the ratio of the two lifetimes 𝜏𝑠/𝜏𝑞 in the range 2.7-3.0. This ratio 
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for the heterojunction is small compared to other values reported in the literature [149]. 

This indicates that short range scattering such as from the background impurities is, 

unsurprisingly, dominant in these structures [150].  

7.3.4 Revision of the Transport Model 

The high field analysis uncovered some properties which can be used to update and 

improve the transport model for this structure. As the 2D carrier density was extracted 

from the high field measurements, this could be input not only into the transport model, 

but used as a set value in the two-carrier fitting for one of the carriers. Thus, the carrier 

density extracted from the SdH measurements was used in the transport model and the 

mobility extracted is a lower limit of the 2DEG mobility (the single carrier case 3500 

cm2/Vs). With variation of parameters such as well width (as it is a triangular well) and 

ionised impurity concentration, the transport model was again fit to the data at low 

temperatures using the SdH determined carrier density. However, yet again, an 

unreasonably high background impurity concentration (1.5 × 1018 cm3) is required to 

achieve a fit (for a well width of 30 nm) and the high temperature trend does not match. 

This fit was achieved accounting for non-parabolicity and neglecting interface roughness 

due to the single interface of the heterojunction. If interface roughness is included using 

the same roughness values as used in the quantum well, the background impurity 

concentration can be reduced to 3 × 1017 cm−3 (a more reasonable value) though this also 

requires reducing the well width to 11.5 nm, and  including the well width dependence in 

the optical phonon to give a worst case mobility. These values are, however, unrealistic 

and as such, the origin of the reduced mobility is as yet still unknown. 

It is clear that there are still many unknown quantities required for these samples to fully 

explain the values observed using standard transport modelling. Other scattering 

mechanisms may still be a factor such as electron-electron interactions, inter-subband 

scattering or scattering between the Γ and L-band, these scattering mechanisms will not 

be considered or analysed further here. 

7.3.5 Conclusions 

Confined Al0.2Ga0.8Sb/GaSb structures that were simulated in Chapter 6 were grown 

using the optimal growth conditions found in Chapter 3. The structures were then 

fabricated into Hall bars following the procedures described in Chapter 4, using the 

optimal metallisation recipe found in Chapter 5. Once complete, the longitudinal and 

transverse resistances were measured against magnetic field and temperature. This was 

carried out in two regimes, low-field (up to 0.6 T) and high field (up to 14 T). The low field 
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regime was analysed using a two-carrier fit model and yielded transport properties of 

carrier density and mobility against temperature for the square quantum well sample and 

both the doped well and undoped well heterojunctions.  

The square quantum well structure gave a clear two-carrier behaviour across 

temperature with a high mobility carrier concentration of 7.5 × 1011 cm−2, and mobility 

of 9030 cm2/Vs at 3 K. The transport model was then used to further analyse the 

scattering in the 2DEG where it was found that a high background impurity scattering 

concentration higher than 5.0 × 1017 cm−3 was required to fit the mobility. This would 

indicate that despite the spacer below the well, the Te atoms dragged into the well, 

limiting the mobility of the carriers in the 2DEG with background impurity scattering. 

Tellurium dragging is known in other materials such as InSb, however the extent of the 

dragging is expected to change with different materials and growth temperatures. It could 

be particularly relevant in this case given the structure has a large bulk doped tellurium 

region. The tellurium in this case would not incorporate over microns of growth to finally 

deposit in the undoped region. Alternatively, it could mean that the electrons are 

scattering into the L-valley, this is a possibility given the large carrier density measured. 

Heterojunctions, both doped and undoped in the triangular well, were also investigated 

using two carrier fitting. They gave very similar results to each other, both resulting in 

high mobility carriers with a mobility comparable to the mobility extracted if the samples 

were assumed single carrier. The mobilities for the doped and undoped triangular well at 

3 K were 3500 cm2/Vs and 4100 cm2/Vs respectively. These are surprisingly comparable, 

and it is assumed that, similar to the square quantum well, Te also dragged in the 

heterojunction case and thus just the doped triangular well was analysed further. With 

the assumption of just a single carrier, the parameters required in the transport model to 

match the measured mobilities were unreasonable. This was primarily due to a high 

measured carrier density of 3.2 × 1013 cm−2, from which there is a large screening effect, 

increasing the predicted mobility for several of the scattering rates. As such, this carrier 

density was clearly an unreasonable parameter to be used in the transport model. A 

further investigation of this sample would require measurements at greater fields or a 

more accurate extraction of the carrier density. The longitudinal resistivity suggests a 

multi-carrier sample however extracting two carriers within a reasonable range was not 

achievable, therefore there maybe be more than two carriers conducting. The data can be 

fit using a many carrier model, however, arguably the model will more closely fit the data 

simply due to more free parameters for the fit.  
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This structure was then measured in the high field regime (up to 14 T) across temperature 

and Shubnikov-de Haas oscillations were observed, confirming the presence of a 2DEG up 

to 100 K. Quantum Hall plateaus were not observed, where this is believed to be due to 

the high carrier density. The oscillation frequency in 1/B was determined, which was then 

used to find a carrier density, where this resulted in a much more reasonable carrier 

concentration of 7.4 × 1011 cm−2 for the 2DEG. The effective mass was also extracted 

from the thermal dampening of the oscillations via a fit of the thermal damping factor. An 

effective mass of (0.042 ±  0.001) m0 was obtained. This is very comparable to literature 

values and confirms the confinement is in fact in the GaSb layer and not in the 

Al0.2Ga0.8Sb  barrier as this would result in an electron effective mass of 0.056 m0. A 

Dingle plot was then created, and from the gradient, the quantum lifetime was found to be 

between (28.1 − 31.7) fs. The transport lifetime is <3.0 times that of the quantum lifetime. 

The low ratio indicates that as expected, short range, small angle scattering is dominant 

in these samples which is consistent with background doping impurity scattering.  

With the new carrier density found from the high field regime, the transport model was 

revisited, however, the fit to the data was still unreasonable. This may be due to the lower 

limit mobility being used for the fit. If this is in fact the mobility of the 2DEG, it is likely 

there is another scattering mechanism not explored in this work which is further reducing 

the mobility.  

The initial measurements and analysis of confined Al0.2Ga0.8Sb/GaSb show promising 

results with a mobility of 9030 cm2/Vs, similar to the early measurements of confined 

GaAs the mid 1970s [14]. There is still much to be understood about these samples and 

much to be optimised in future samples. The Te dragging is clearly an issue that needs 

resolution if higher mobility devices are to be achieved. The measured carrier density is 

also inexplicably higher than expected. To investigate this further, the next iteration of 

samples should consist of similar structures with reduced doping concentrations in order 

to further understand the relationship of doping concentration to carrier concentration in 

the 2DEG. If a method to reduce Te dragging in GaSb to avoid a doped well is found, or an 

alternative method of n-doping GaSb is implemented, higher mobility devices would 

certainly be a possibility.  
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“I would rather have questions that can’t be answered than answers than can’t be questioned” 

-Richard Feynman 

 

  

 

Conclusions and Further Investigations 

Transport in confined n-type GaSb has been investigated both practically and theoretically 

in this work. With a high dielectric constant and low effective mass, GaSb should 

theoretically be preferable to GaAs for high mobility devices. However, the practical 

realisation of the samples has shown complications in many aspects.  

This work investigated the growth of GaSb with the aim of reducing the native p-type 

defects, and included a growth study and n-type doping calibrations with Te, which also 

complexes to create further p-type defects when incorporated in low concentrations. With 

the knowledge from this growth study, nextnano, a physical simulation software, was used 

to investigate the band structure and thus confinement of GaSb/Al0.2Ga0.8Sb 

heterojunctions and square quantum wells for a range of doping concentrations. A 

transport model was also used to estimate the mobility for each structure. A small subset 

of the structures investigated were then grown and processed using standard processing 

techniques. The metallisation of contacts introduced a further source of uncertainty due 

to the lack of a standard n-type GaSb ohmic contact recipe, and initial trails yielded 

extremely high resistance contacts which increased in resistance as temperature 

decreased. It was found that the key to an improved contact was annealing in combination 

with a multilayer contact. This method resulted in reduced resistances and allowed 

samples to be measurable at low temperatures. The transport measurements of these 

samples provided insight that Te dragging was significant, increasing the challenge of 

selectively doping to compensate the p-type background. High-field measurements 

confirmed the presence of a 2DEG in an Al0.2Ga0.8Sb/GaSb heterojunction through 

observation of Shubnikov-de Haas oscillations. Analysis of the quantum lifetime revealed 

that, unsurprisingly, the mobility is limited by short-range, large-angle scattering. This is 

further confirmed by the transport model concluding that background (3D) impurity 
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scattering limits this structure. This is somewhat unsurprising given the concentration of 

native defects, tellurium complexes and tellurium atoms in the well.  

More detailed conclusions of each chapter will be given below followed by a discussion of 

the future possibilities for this work. 

8.1 Conclusions 

The transport properties of Al0.2Ga0.8Sb/GaSb 2DEG heterojunctions and square quantum 

wells have been investigated. Predictions from Takeda et al. [15] indicate a mobility 

comparable (though improved) to that of GaAs systems should be achievable. This 

prediction was mainly due to the high relative permittivity of 15.7 𝜀0 and low electron 

effective mass of 0.042 𝑚0 in GaSb that led Takeda et al. to suggest that the remote ionised 

impurity scattering (a limiting factor in GaAs) would be reduced in this material. It was 

stated that this relative permittivity coupled with a lower electron effective mass, boded 

well for high mobility AlGaSb/GaSb systems. Though these predictions were made 

following simulations, these considered just the remote ionised impurity scattering 

mechanism at low temperatures as this is the limiting scattering mechanism for 

AlGaAs/GaAs systems. What was not considered in their work was the high concentration 

of native defects in GaSb. These p-type native defects occur irrespective of growth method 

used and are well reported in literature. These defects primarily consist of a gallium atom 

in an antimony site in the lattice (a gallium antisite defect, GaSb), though other defect types 

such as gallium and antimony vacancies (𝑉𝐺𝑎,𝑉𝑆𝑏), and antimony antisites (𝑆𝑏𝐺𝑎) could 

also occur. The native defects are often expressed as unintentional doping and have a p-

type concentration typically between (1016 − 1017) cm−3. These will act as a significant 

scattering mechanism and thus treating the remote ionised impurity scattering rate as the 

only contribution at low temperature is inaccurate in the case of GaSb.  

These defects can in some degree be controlled by growth conditions and thus a growth 

study was completed in order to control and reduce their occurrence. All samples were 

grown via MBE on semi-insulating GaAs substrates with 2.2 μm of GaSb. An IMF was used 

to minimise the strain and therefore the resulting dislocations. The full investigated 

substrate temperature range was (380-520) °C for a V/III ratio of 1.3, where at the 

extremes of this temperature range, samples had a milky, rather than shiny, surface. The 

V/III ratio was also varied to 1.6 and 2.2 at temperatures of 505 °C and 475 °C. These 

samples were electrically measured using the van der Pauw method in combination with 

the Hall effect to deduce the carrier density and the mobility at room temperature, and as 

a function of temperature. Mobility in this case was used as a material quality factor and 
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the bulk scattering mechanisms were not further investigated. An optimum growth 

condition which included a reduction of the p-type concentration was found at a substrate 

temperature of 475 °C and a V/III ratio of 1.3. This resulted in a reduction of the defect 

generated carrier density to a minimum of 5 × 1016 cm−3, and an increase in mobility to 

a peak of 460 cm2/Vs. There did not seem to be a consistent trend with growth 

temperature, but rather a set of optimum conditions, with higher growth temperature 

growth dominated by more GaSb antisite defects, and lower temperature growth 

dominated by multiple defect types.  The presence of these GaSb antisite defects causes 

issues not just in scattering of electrons, but also for donor doping.  

In the case of heterojunctions, doping is used to create the confinement with tellurium 

used as the n-type dopant. The tellurium must not only compensate (neutralise) the 

accepting nature of any p-type defects, but also create the confinement of the electrons 

through band bending. A doping calibration was performed where it was found that low 

doping of Te in GaSb results in further p-type defects, then, as the Te cell temperature was 

increased (and so the doping level increased), the GaSb became n-type at a cell 

temperature of 238 °C, with an electron concentration of 3 × 1016 cm−3. This cell 

temperature would typically result in a carrier concentration of ~10 times this value in 

InSb, the material used to calibrate the doping. The Te is believed to complex with the 

native GaSb antisite defect found in GaSb, creating a triply accepting defect. The inclusion 

of Te will thus initially increase the acceptor concentration before then reducing it 

through compensation, where individual tellurium atoms act as standard donors. The 

stark difference in doping concentrations achieved for a given Te cell temperature 

between InSb to GaSb was found to be a combination of the high defect concentration in 

GaSb, coupled with a low activation energy of Te in GaSb compared to InSb. It was also 

revealed that in any n-GaSb sample, an acceptor concentration of approximately 

1.3 × 1017 cm−3 would likely be present, which is a combination of Te complexes and 

native defects.  The tellurium complexes are dependent on the number of native defects, 

which act as sites for the tellurium to complex with.  

Following this, the temperature dependence of the measured bulk n-type GaSb carrier 

concentration was investigated. An unusual behaviour of a decreasing Hall coefficient 

with decreasing temperature was observed. This behaviour was explained using a model 

by Sagar et al.[10], suggesting that the low-lying L-band in GaSb is populated, giving low 

mobility carriers. As the Hall coefficient is a function of both the mobility and carrier 

density of the two carrier species, when these two carriers are measured this unusual 

effect is observed. If a single carrier is wrongly assumed, a rising carrier density with 
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decreasing temperature is observed. In this case, for these samples, when the temperature 

is reduced, the carriers all reside in the Γ-band and once this occurs, the Hall coefficient 

and carrier concentration are invariant with temperature.  

As there are many defects inherent in n-type GaSb which could affect any intended 

confinement, the band structure of various GaSb/Al0.2Ga0.8Sb heterostructures were 

investigated. To achieve this, the Schrödinger-Poisson solver and the transport model in 

nextnano were used. These together simulated the band structure, wave functions, 

confinement energy, carrier density and the individual scattering mechanisms and 

subsequent mobility across temperature. 

Investigating various doping profiles in the heterojunction structures (i.e. the number of 

doped regions, doping levels, spacers) to achieve confinement, it was found that it would 

require doping in the quantum well region to ensure confinement across temperature. 

The difficulty of achieving confinement was mainly due to the p-type nature of the 

“undoped” region and the alignment of the Fermi level between this region and the doped 

region. The doped well, however, resulted in a drastic drop in predicted mobility due to 

the close proximity of the electron charge carriers and the ionised dopant atoms. Thus, a 

square quantum well structure was also investigated. The square quantum well resolved 

the confinement concerns, however, in these structures there will likely be two occupied 

energy levels, and thus not technically creating a 2DEG. When there are two energy levels 

the electrons will likely scatter between the subbands, further reducing the mobility. The 

transport model revealed that the square quantum wells resulted in the highest predicted 

mobility compared to both the doped and undoped heterojunctions despite the potential 

interface roughness. This is due to well region remaining undoped, as well as the expected 

increase in carrier density from the heterojunction case, causing screening in the impurity 

scattering mechanisms. As each structure had its own advantages and disadvantages, each 

were grown with a subset of then measured.  

After each structure was grown, they were then processed using standard techniques to 

create Hall bar devices as discussed in chapter 4. However, there is no standard 

metallisation recipe for n-GaSb contacts, and initial trials resulted in significantly high 

contact resistances. This sparked a brief study into metallisation recipes. The primary 

focus was to minimise the contact resistance so that devices could be electrically 

measured across temperature, whilst preferably creating an ohmic contact. The recipes 

investigated included In, In/Au, Pd/In/Pd/Au and Au/Ni/Au, where both annealed and 

unannealed contacts were tested.  In each case, annealing improved the resistance by over 
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an order of magnitude, however, all produced non-ohmic contacts to varying degrees. The 

resistance in the low-current region was used as the main comparison between contacts 

as this is the region that would be used in transport measurements. Pd/In/Pd/Au 

4/41/6/100 nm, with an annealing recipe of 300 °C for 10 mins, gave the most ohmic 

contact (the most linear relationship between current and voltage), and the lowest 

resistance at the current required for transport measurements. There was more variation 

with Pd/In/Pd/Au contacts than the next best contact recipe, Au/Ni/Au however. The 

lowest resistance Pd/In/Pd/Au contacts typically had  a contact resistance of ~600 Ω , 

whilst the higher resistance contacts were typically  ~4.8 kΩ, where the variation in 

resistances achieved from this recipe may be due to the sensitivity of the contact 

resistance to the thickness of the Pd blocking layer, or to gold spiking into the 

semiconductor. Both Au/Ni/Au and Pd/In/Pd/Au remained low resistance to 77 K. The 

latter was selected as the contacting recipe of choice as it had the lowest resistance, had 

the least variation with temperature, and achieved the most ohmic contacts.  

Finally, the Al0.2Ga0.8Sb/GaSb structures were measured, utilising the Hall effect to 

investigate the transport properties. The longitudinal and transverse resistances were 

measured against magnetic field and temperature, where two regimes were investigated, 

low-field (up to 2 T) and high-field (up to 14 T).  

The square quantum well structure gave a clear two-carrier result across temperature 

with a high mobility carrier concentration at low temperature of 7.5 × 1011 cm−2, and 

mobility of 9030 cm2/Vs. The transport model revealed that a high background impurity 

concentration (higher than 5.0 × 1017 cm−3) was required to fit the mobility. This would 

indicate that despite the spacer below the well, the Te atoms dragged into the well, 

limiting the mobility of the carriers in the 2DEG with background (3D) charged impurity 

scattering.  

Two carrier fitting of both of the heterojunctions resulted in high-mobility carriers with a 

mobility comparable to the mobility extracted if each sample were assumed single carrier. 

indicating that the conduction in these samples is likely dominated by a single carrier, 

though the curvature of the longitudinal resistance indicates the presences of multi-

carrier behaviour. These two structures had comparable mobilities to each other, 3500 

cm2/Vs and 4100 cm2/Vs for the region with the triangular well doped and undoped 

respectively. From the similarity of these two mobilities, and with the undoped square 

quantum well having a similar spacer below the well, it is assumed the Te also dragged 

into the well in the undoped well sample. When a single carrier is assumed, the resultant 
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low temperature carrier density extracted was 1.2 × 1013 cm−2. When this value was 

input into the transport model, it was clear that the model’s result was unrepresentative 

of the data when reasonable values were used for the scattering mechanisms, and only 

extreme unphysical parameters could fit the data. However, given the high carrier 

densities, inter-subband scattering is likely. 

The doped heterojunction was then measured in the high field regime (up to 14 T), and 

across temperature. Shubnikov-de Haas oscillations were observed up to a temperature 

of 100 K, confirming the presence of a 2DEG. The corresponding quantum Hall plateaus 

were not observed, which is believed to be due to the high carrier density.  

From the SdH oscillations, the carrier density, effective mass and quantum lifetime were 

found to be 7.4 × 1011 cm−2, (0.042 ±  0.001) m0 and (21.6 ±  0.1) fs respectively. This 

carrier density is very comparable to carrier density calculated from the occupancy of 

states, and the effective mass very comparable to literature values. The ratio of quantum 

lifetime to transport lifetime was found to be <3.0. This low ratio indicates that, as 

expected, short-range, large-angle scattering such as background impurity scattering is 

dominant in these samples. However, even with these new parameters, transport 

modelling still indicated that an unknown scattering mechanism was a large contributor 

to the limitation of the mobility across temperature. However, it must be noted that the 

lower limit of the mobility was being investigated (i.e. single carrier assumption) and thus 

the measured mobility may not be a true representative of the mobility of the carriers in 

the 2DEG. 

The initial measurements and analysis of confined Al0.2Ga0.8Sb/GaSb structures show 

promising results with a mobility of 9030 cm2/Vs for the square quantum well sample, 

similar to the early measurements of confined GaAs [14], as described in chapter 1. There 

is still much to be understood about these samples and much to be optimised in future 

samples. The Te dragging is clearly an issue that needs resolution if higher mobility 

devices are going to be achieved. The measured carrier density is also inexplicably higher 

than expected. Further investigations into preventing Te dragging through the well and 

the unexpectedly high carrier concentration that is measured are required. However, 

despite significant concentrations of scattering centres and carrier concentrations, high 

mobility devices are still a possibility, if a solution to Te dragging can be found. 

In short, GaSb/Al0.2Ga0.8Sb structures were investigated, the practical obstacles included 

native p-type defects and an unknown metallisation recipe. Both heterojunctions and 

square quantum well structures were investigated theoretically to ensure confinement 
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with an optimum mobility, and from these possible candidates, three structures were 

chosen to be grown. The structures were grown at a growth temperature and V/III ratio 

of 475 °C and 1.3 respectively, which a growth study showed to be the optimum growth 

conditions investigated. These growth conditions are believed to give a p-type 

concentration of 5 × 1016 cm−3 due to the native defects in GaSb. The structures were 

grown on semi-insulating GaAs at 1 ML/s with an IMF between the GaAs and GaSb. They 

were processed into Hall bars which were contacted with Pd/In/Pd/Au and etched to 

isolation with HF. The longitudinal and transverse resistances of the Hall bars were then 

measured across magnetic field and temperature. Once measured it was discovered that 

the main limitation to the mobility was the Te dragging in the well in combination with 

the native defects. The square quantum well resulted in a mobility and carrier density of 

9030 cm2/Vs and 7.5 × 1011 cm−2 at low temperature (3 K). Shubnikov-de Haas 

oscillations were observed up to 100 K for a doped triangular well structure, from which 

various parameters were extracted. The effective mass was found to be (0.042 ±

 0.001) m0 and the 2DEG carrier density was found to be 7.4 × 1011 cm−2. The quantum 

lifetime to transport lifetime ratio was found to be <3.0 which indicates that short range 

scattering limits the mobility. To achieve higher mobility devices, the doping must be 

prevented from entering the well in following generations of samples.  

 

8.2 Further Work 

There is still much work to be completed on the topic of transport in confined n-GaSb. The 

creation and initial transport and high field measurements of these quantum well 

structures are just the tip of the iceberg; these structures and the analysis of the 

measurements have much room to be developed. Though the metallisation recipe was 

found to result in some measurable devices at low temperature, there was still a 

considerable number of high resistance devices leading to difficulty in measurement. The 

measured carrier density was very high, indicating a disjoint between the simulated 

relationship from doping concentration to carrier concentration and the physical reality. 

The Te was also found to drag through the well, resulting in mobility limited by 

background impurity scattering, and thus dragging should be resolved if high mobility 

devices are to be created. Finally, the Shubnikov-de Haas measurements at high 

temperature prove to be an interesting discovery, particularly when the number of 

scattering centres in GaSb is considered[151].  
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The metallisation recipe investigation could be expanded to include an annealing 

investigation as there is a drastic difference between the unannealed and annealed 

resistances of the Pd/In/Pd/Au recipe. For the work in this thesis, the resistance was only 

required to be sufficiently low to allow devices to be measurable. However, many other 

applications and devices could easily be limited by the still high contact resistances or the 

non-ohmic nature of the contacts. Having a practical solution, where consistently low 

resistance ohmic contacts to n-type GaSb can be realised would therefore be very 

advantageous. To achieve this would require a more thorough and more detailed 

investigation of the metallisation of GaSb, including a variation in annealing time and 

temperature. For example, a set annealing temperature can be defined (e.g. 300 °C) and 

the annealing time can be increased, tracking the nature of the contact after multiple 

exposures. A more detailed analysis would be required to compliment this. An 

understanding of the underlying trends would then include TLM measurements 

specifically to investigate at which annealing temperature or time the contact resistance 

reduces, and whether this is due to gold spiking or the amount on indium that is diffused.  

To understand the relationship between doping and carrier density, another generation 

of samples with similar structures to this work could be produced with reduced doping. 

Preferably, to a point where the structure turns p-type or in the case of heterojunctions 

no confinement, thus defining the limitations of the doping and structures. This will allow 

for more understanding, and thus, more control over the carrier density produced. This 

could be further investigated with a Schrödinger-Poisson model to understand this 

relationship. Alternatively, or as well as, gated structures could be created where the 

carrier density could be reduced as a function of gate bias. This could relate scattering to 

carrier density, though in the current structures, the scattering would still likely be limited 

by the Te in the quantum well. 

Methods to reduce the dragging of Te into the well should also be investigated. In the 

structures in this work a spacer was put in place and the required width of this spacer was 

estimated from the exponential decrease of Te found in InSb. However, the Te dragging 

may be different in GaSb and it may drag further. This could be due to growth temperature 

difference between the two materials. A bulk Al0.2Ga0.8Sb structure could be grown with 

the top 300 nm left undoped, with SIMS then measuring the Te at the surface and the 

characteristics of the dragging in AlGaSb. From this an appropriate spacer can be put in 

place to ensure no Te drags into the well. There could also be an investigation into growth 

rate and whether a reduction in growth rate allows for more Te to be incorporated in each 

layer after the flux has stopped. Other prevention methods could include growing 
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alternating doped and undoped regions under the well, where this may prevent Te 

accumulation on the surface of the structure. It is found that Te drags significantly in GaSb 

the doping could be graded such that the flux is reduced steadily upon the approach to the 

well, allowing more Te to incorporate, again with an undoped spacer beneath the well.   

The initial measurements and analysis of confined Al0.2Ga0.8Sb/GaSb samples showed 

Shubnikov-de Haas oscillations up to 100 K, a unusually high temperature to observe such 

oscillations even given the low effective mass. These oscillations could be investigated 

further focussing on the limitations at high temperature and the relation between 

quantum lifetime and transport lifetime. Simulations of the Landau broadening can be 

achieved using gaussian or Lorentzian fits, allowing for more understanding of the high 

field measurements across a temperature range. This would allow an explanation for the 

appearance these oscillations at high temperature in GaSb or pinpoint an area of further 

investigation. Further work could be achieved to produce many multi carrier fits to better 

extract transport properties, where the measurements for these fits would be taken to 

higher fields.  

Transport measurement of confined n-GaSb is still a relatively unexplored field, and thus 

there are many directions that could be explored, all aiding towards mapping the electrical 

nature of confined n-GaSb. 
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Appendix A: Growth Rate Conversion 

Calculations 

This appendix expands on the brief description of growth rates given in Chapter 3, 

describing the understanding between the conversion from a calibrated growth rate on 

one material, to an expected growth rate in another. 

When growing III-V semiconductors, it is the growth of the group III element that controls 

the growth rate, and so in the case of GaAs or GaSb, this is controlled by the gallium. The 

group III growth rate is then controlled via the cell temperature, controlling the elemental 

flux on to the substrate. To relate this cell temperature to a growth rate, repeated growth 

trials are performed on a calibration material (in the case of gallium, this is calibrated on 

GaAs), where for a given cell temperature, the number of oscillations in the intensity of 

the RHEED pattern over a given time are counted. Each oscillation in intensity 

corresponds to the growth of a single monolayer, and so by dividing the number of 

oscillations observed by the length of time grown for, a growth rate in ML/s can be 

determined. As this calibration is performed on GaAs, if the growth rate for (e.g.) GaSb is 

desired at the same gallium cell temperature, a conversion must be performed. This 

appendix describes the theory behind this conversion.12 

To understand the derivation of this conversion, a simple starting point is to consider the 

flux of atoms arriving at the surface of the sample per unit area per second, 𝑛𝑎. This will 

be dependent on the temperature of the cell (in this case the gallium cell), and not 

dependent on the crystal material being grown. For a surface of a given area, 𝐴, there will 

be a fixed number of lattice sites which these incoming atoms can bond to and incorporate 

into the lattice, where each of these sites is spaced at the material dependant lattice 

constant, 𝑎0, apart. The density of sites per m2 is then given by 𝑎0
−2. For GaSb, these lattice 

sites will be spaced further apart than in GaAs, reducing this number. This spacing not 

only affects the number of sites in the given area, but will also affect how fast the material 

will grow as the monolayer thickness is increased. This reduction in sites (proportional to 

(𝑎𝐺𝑎𝐴𝑠 𝑎𝐺𝑎𝑆𝑏⁄ )2) means that the constant flux of incoming atoms will fill these sites at the 

equivalent proportionally increased rate, i.e. (𝑎𝐺𝑎𝑆𝑏 𝑎𝐺𝑎𝐴𝑠⁄ )2. Therefore, if a flux of 𝑛𝑎 

corresponds to a certain monolayer growth rate of GaAs per second, 𝑅GaAs, found by 

dividing 𝑛𝑎 by the density of sites such that 

 
12 Strain is neglected here, where an epilayer may be strained to match the substrate grown on. 
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𝑅GaAs =
𝑛𝑎

𝑎GaAs
−2  , 

then in GaSb, this monolayer growth rate will now be given by  

𝑅GaSb =
𝑛𝑎

𝑎GaSb
−2 = 𝑅𝐺𝑎𝐴𝑠

𝑎GaAs
−2

𝑎GaSb
−2 = 𝑅GaAs (

𝑎GaSb
𝑎GaAs

)
2

, 

or more generally, 

𝑅𝐴 = 𝑅𝐵 (
𝑎𝐴
𝑎𝐵
)
2

. 

Further, this increase in lattice constant will not just affect the density of sites in the 

growth plane, but will also increase the monolayer spacing in the growth direction. This 

increase in spacing increases the growth rate, measured in μm per hour, by the ratio of 

the lattice constants 𝑎GaSb 𝑎GaAs⁄ ,  giving the conversion of the thickness grown per unit 

time, 𝑡, from GaAs to GaSb as  

𝑡GaSb = 𝑡GaA𝑠 (
𝑎GaSb
𝑎GaAs

)
3

, 

or again more generally, 

𝑡𝐴 = 𝑡𝐵 (
𝑎𝐴
𝑎𝐵
)
3

 . 

Understanding these simple conversions allows for the possibility of precisely 

determining growth rates for many material systems whilst only having to perform the 

calibration for a small subset of base elements. 

 


