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Abstract—This work focuses on the beamforming design for downlink multiple-input single-output (MISO) nonorthogonal multiple access (NOMA) systems. The beamforming vectors are designed by solving a total transmission power minimization (TPM) problem with quality-of-service (QoS) constraints. In order to solve the proposed nonconvex optimization problem, we provide an efficient method using semidefinite relaxation. For the special case with two users, we further show that the optimal beamforming can be equivalently transferred into a convex optimization problem and easily solved via standard optimization tools. In addition, the optimal beamforming is characterized in a closed form and equivalently transferred into a convex optimization problem and further show that the original nonconvex TPM problem can be equivalently transferred into a convex optimization problem and easily solved via standard optimization tools. In addition, the optimal beamforming is characterized in a closed form and thus achieves the same performance as dirty-paper coding (DPC). In the simulation, we show that our proposed optimal NOMA beamforming outperforms OMA schemes and can even achieve the same performance as DPC. Our solutions dramatically simplify the problem of beamforming design in the downlink MISO NOMA systems and improve the system performance.

Index Terms—Nonorthogonal multiple access, transmission power minimization, multiple-input single-output, quasi-degradation, quality-of-service

I. INTRODUCTION

The beyond fifth generation (B5G) wireless networks impose high data rate requirements with the exponential growth of data traffic for wireless communication [1]. A lot of potential technologies, e.g., massive multiple-input multiple-output (MIMO) [2], small cells [3], and device to device communication [4], [5] are introduced to the B5G communication systems to deal with the demand of enormous data traffic. Particularly, being able to provide the flexibility and degrees of freedom to achieve higher spectral efficiency, multiantenna transmission has been widely regarded as the key technology for the upcoming B5G communication systems.

In conventional multiantenna systems, e.g., [6], [7], orthogonal multiple access (OMA) schemes are often exploited. In these OMA techniques, the resources (time, frequency, or code) are allocated to each user exclusively and hence multiuser interference can be avoided. However, the limited spectral resources cannot be fully exploited by using these traditional resource allocation strategies.

Zero-forcing beamforming (ZFBF) is another widely used downlink precoding scheme. The ZFBF scheme uses the spatial degrees of freedom for interference avoidance [8], [9]. Specifically, in ZFBF strategy, the users transmit data in the null space of other users’ channels and hence the multi-user interference is mitigated. Nevertheless, the ZFBF strategy is efficient only in cases where the BS has no less antennas than the receivers. In addition, dirty-paper coding (DPC) is also widely used in the literature. Suppose the transmitter has perfect channel state information, some works, e.g., [10], [11], showed that the capacity region can be achieved by using DPC. However, practically, considering the prohibitively high complexity, the scheme of DPC is difficult to be implemented.

To overcome the shortcomings of OMA, ZF or DPC, nonorthogonal multiple access (NOMA) was proposed, which can efficiently use the limited spectral resources [12], [13]. Specifically, in the NOMA systems, multiple users are able to share the same resources (time, frequency, code, or spatial). In the literature, there are a lot of works focusing on the technology of NOMA. For example, in [14], in order to achieve low latency for IoT, the authors applied NOMA in short-packet communication. [15] determined the optimal power allocation and redundancy rate to maximize the secrecy rate for the strong user in NOMA systems.

Since its lower complexity than DPC, NOMA based multi-antenna transmission has attracted a lot of research interests. In [16], the authors described that NOMA based MIMO technologies have significant potential in improving spectral efficiency. [17] proposed a MIMO NOMA framework, where both of the downlink and uplink transmissions were studied. The authors in [18] studied the joint design of beamforming and power allocation for multi-cell multiuser MIMO NOMA. The authors in [19] studied a new secrecy beamforming scheme for multi-input single-output (MISO) NOMA systems. [20] also focused on secure performance of MISO NOMA and a novel beamforming design by using the optimal power allocation was proposed.

Because of the nonorthogonality of users, resource allocation is a key problem in the NOMA systems, which is challenging to solve [21], [22]. Nevertheless, in [23], the authors exhibited that single-input single-output (SISO) NOMA...
systems outperform conventional SISO OMA systems in terms of spectral efficiency, fairness, and energy efficiency. However, most existing works on NOMA resource allocation focused on SISO NOMA systems but the results cannot be directly applied to MISO NOMA systems. In fact, the resource allocation problem for MISO NOMA systems is a joint beamforming and power optimization problem. Compared to the SISO NOMA systems, the resource allocation for MISO NOMA systems is more difficult to solve.

In the literature, some works investigated the resource allocation problem in the downlink MISO NOMA systems. Specifically, [24] studied the NOMA beamforming design for maximizing all the strong users’ sum rate. The NOMA beamforming design for maximizing the sum rate of all users was studied in [25]–[27]. For example, [25] investigated the beamforming design for sum rate maximization with quality of service (QoS) constraints. By employing the method of successive convex approximation (SCA), a suboptimal solution for this formulated optimization problem was obtained in [25]. In addition, in [25], the optimality of this obtained solution compared to the upper bound, DPC, is still unknown. However, in this work, we not only provide the closed form optimal solution but also proves that MISO NOMA can achieve the same performance as DPC.

It is worthy pointing out that energy consuming is another important performance of wireless communication systems. In this work, we investigate the design of NOMA beamforming for minimizing total transmission power with each user’s QoS constraint. There are some relative works also focusing on beamforming design for minimizing total transmission power with QoS constraints in the MISO NOMA systems. In [28], the authors exploited the SCA method to solve the formulated optimization problem and provided the suboptimal solution. In [29], the authors only considered the special case with two users and proposed an iterative algorithm to find the beamforming solution, which is suboptimal and complex. [30] investigated the beamforming design for multiple users case, where the users are classified into multiple groups. However, in each group, the authors considered only two users and found the optimal beamforming via search algorithm with high complexity.

In addition, also for minimizing total transmission power with QoS constraints in the MISO NOMA systems, [11], [31] found the optimal beamforming vectors by studying the dual problem of the formulated optimization problem. The beamforming vectors were even shown in closed form with quasi-degradation condition. However, both of the works considered limited number of users, i.e., two users (in one group). To the best of our knowledge, there is no work providing the optimal beamforming solution for multiple users case.

In this paper, we study the optimal beamforming solution for minimizing transmission power of all the users with QoS constraints in the MISO NOMA systems. The contributions are summarized as follows:

- By exploiting semidefinite relaxation (SDR), we provide an efficient method to solve the formulated nonconvex problem.
- We introduce the concept of quasi-degradation for multiple users case, which is used to identify the gap between the optimal performance of NOMA and that of DPC.
- Then, with quasi-degradation condition, we characterize the optimal beamforming solution to the formulated optimization problem in closed form, which is proven to achieve the same performance as DPC.
- Moreover, we provide the channel conditions to be quasi-degraded for multiple users.
- In the special case with two users, we equivalently transform the original nonconvex problem into a convex one, which can be efficiently solved by using semidefinite programming (SDP).
- Furthermore, for two users case, we provide the closed form beamforming solution, which is proved to achieve the same performance as DPC. Compared with [11], [31], we derive an alternative and easier way to achieve the optimal closed form beamforming.

The rest of the paper is organized as follows. Section II describes the MISO NOMA system model and the formulated problem. Section III provides the solution to the formulated problem and investigates the optimal MISO NOMA beamforming with quasi-degradation condition. Section IV studies the optimal beamforming in the special case of two users. The performance of the proposed beamforming solution is shown in Section V via simulation. Finally, Section VI concludes this paper.

**Notations:** We respectively use lower case letters and boldface capital to denote vectors and matrices. $a^H$ denotes the Hermitian transpose vector $a$; $A \succeq 0$ indicates that $A$ is a positive semidefinite matrix; Rank$(A)$ and Tr$(A)$ are respectively the rank and trace of matrix $A$; $|\cdot|$ and $\|\cdot\|$ respectively denote the absolute value of a complex scalar and the Euclidean vector norm; $I_N$ denotes the set of complex numbers; $I_N$ is the $N \times N$ identity matrix.

**II. SYSTEM MODEL AND PROBLEM FORMULATION**

We consider a downlink NOMA system in which a base station (BS) with $T$ antennas serves $N$ single-antenna users. $s_i$ is the message to be received by user $i$ (UE$_i$) with $E[|s_i|^2] = 1$ and $w_i \in \mathbb{C}^T$ be UE$_i$’s complex beamforming vector. In the NOMA systems, the BS transmits the superposition coding and hence each UE$_k$ receives the signal

$$y_k = \sum_{i=1}^{N} h_i^H w_i s_i + n_k, \quad k = 1, \cdots, N,$$

where $h_k = d_k^{-\alpha} g_k \in \mathbb{C}^T$ (column vector) contains the channel coefficients from the BS to UE$_k$, $d_k$ is the distance between UE$_k$ and the BS, $\alpha$ is the exponent of path loss, $g_k$ follows a Rayleigh distribution, and $n_k \sim \mathcal{CN}(0, \sigma^2)$ is the additive white Gaussian noise (AWGN).

In NOMA systems, each user employs successive interference cancellation (SIC) to decode their own signals. Without
loss of generality, the order of users’ channel gains is given by
\[
\| \mathbf{h}_1 \|_2 > \| \mathbf{h}_2 \|_2 > \cdots > \| \mathbf{h}_N \|_2 ,
\]
i.e., UE_1 and UE_N are respectively the strongest and weakest users. In the SISO NOMA systems, the optimal signal decoding order is same as the ascending order of the channel gains. However, in the MISO NOMA systems, it is difficult to know the optimal decoding order. Actually, the optimal decoding order is determined by the product of channel gain and beamforming vector [32]. Note that, in this paper, our focus is not the optimal decoding order and we still assume the decoding order as the ascending order of the channel gains. This also reduces the complexity of beamforming design. Therefore, UE_k can decode signals of UE_n for n > k and remove them from its own signal, but treats the signals from UE_n for n < k as interference. The achievable rate of UE_k for k = 1, 2, ⋅⋅⋅ , N using SIC is therefore
\[
R_k = \log \left( 1 + \min_{n \in \{1, \cdots , k\}} \text{SINR}_{n,k} \right) ,
\]
where
\[
\text{SINR}_{n,k} = \frac{\| \mathbf{h}_n^H \mathbf{w}_k \|^2}{\sum_{j=1}^{k-1} \| \mathbf{h}_n^H \mathbf{w}_j \|^2 + \sigma^2} ,
\]
denotes the signal interference noise ratio (SINR) of UE_n to decode UE_k for k = 1, ⋅⋅⋅ , N, n = 1, ⋅⋅⋅ , k.

The performance of the MISO NOMA scheme relies on the design of beamforming vectors. In this work, we investigate the optimization of beamforming vectors for NOMA systems and assume that the perfect channel state information (CSI) is available at all nodes. We consider the total BS transmission power minimization (TPM) problem subject to guaranteeing the target rate for each user, which is formulated as follows
\[
P_{\text{NOMA}} = \min_{\{ \mathbf{w}_k \}} \sum_{k=1}^{N} \| \mathbf{w}_k \|_2^2 ,
\]
s.t. \( R_k \geq R_k^{\text{min}} , k = 1, 2, \cdots , N ,
\]
where \( R_k^{\text{min}} \) represents the QoS threshold of UE_k. The similar problems have been studied in [11], [28]–[31], whereas the optimal beamforming was only found for limited number of users, i.e., two users, but it is unknown for the general multiple users case.

In fact, the optimization of beamforming vectors for TPM is a difficult nonconvex problem. To the best of the authors’ knowledge, the optimal beamforming for TPM for multiple users (more than two users) has not been achieved in the existing literature. In this paper, we first exploit the SDR to find the solution to (5). Then, we focus on the quasi-degradation condition, which was firstly defined in [11] for two users and used to describe the gap between the optimal performance of NOMA and that of DPC. For multiple users, we investigate the optimal beamforming when the channels of users are quasi-degraded. In addition, in the special case with two users, compared to [11], we provide an alternative way to obtain the optimal beamforming. Specifically, we transfer the original nonconvex problem into an equivalent problem, which is convex and can be solved easily via SDP. Furthermore, we characterize the optimal beamforming in closed form with the quasi-degradation condition. Our results will dramatically simplify the problem of beamforming design in the downlink MISO NOMA systems and improve the system performance.

III. BEAMFORMING DESIGN FOR TPM

In this section, we study beamforming design for minimizing transmission power with multiple users. The similar problems have also been considered in [11], [28]–[31], while [11], [29]–[31] only considered the special case with two users and in [28], the authors proposed the suboptimal beamforming via successive approximations. The TPM problem, in problem (5), is indeed a nonconvex problem, which is difficult to find its solution. In this section, we firstly find the solution using semidefinite relaxation (SDR). Then, we will provide the optimal beamforming vectors in closed form for the cases where the channels of users are quasi-degraded. The definition of quasi-degradation was firstly proposed in [11] for two users.

In this work, we further introduce this concept for multiple users.

A. Beamforming design via SDR

Here, we will use the SDR approach to solve problem (5). Firstly, we introduce the following variable transformation: \( Q_k = \mathbf{w}_k \mathbf{w}_k^H \). Therefore,
\[
\text{SINR}_{n,k} = \frac{\| \mathbf{h}_n^H \mathbf{Q}_k \mathbf{h}_n \|^2}{\sum_{j=1}^{k-1} \| \mathbf{h}_n^H \mathbf{Q}_j \mathbf{h}_n \|^2 + \sigma^2} ,
\]
for \( k = 1, \cdots , N , n = 1, \cdots , k \). With \( A_k^{\text{min}} = 2R_k^{\text{min}} - 1 \), the original TPM problem (5) is rewritten as
\[
\min_{\{ Q_k \geq 0 \}} \sum_{k=1}^{N} \text{Tr} (Q_k) ,
\]
s.t. \( h_n^H Q_k h_n - A_k^{\text{min}} \left( \sum_{j=1}^{k-1} h_n^H Q_j h_n + \sigma^2 \right) \geq 0 , \]
\( k = 1, \cdots , N , n = 1, \cdots , k \),
\( \text{Rank} (Q_k) \leq 1 , k = 1, \cdots , N . \)

Problem (8) is still a nonconvex problem due to the rank constraints (10). We first consider the optimization problem (8) without the rank constraints (10), i.e.,
\[
\min_{\{ Q_k \geq 0 \}} \sum_{k=1}^{N} \text{Tr} (Q_k) ,
\]
s.t. \( h_n^H Q_k h_n - A_k^{\text{min}} \left( \sum_{j=1}^{k-1} h_n^H Q_j h_n + \sigma^2 \right) \geq 0 , \]
\( k = 1, \cdots , N , n = 1, \cdots , k \).

One can easily find that problem (11) is a standard SDP, which is efficiently solved by using convex optimization techniques, e.g., CVX. However, the solution to problem (11) cannot always satisfy the rank constraint (10). In general, if we obtain a set of rank-one matrix solutions to the relaxed problem...
in (11), then these matrices are also the optimal solutions to problem (8). Otherwise, we can use the randomization technique [33] to produce a set of rank-one solutions. After obtaining the solution: \( \{Q_k\}_{k=1}^{N} \), the beamforming vectors can be obtained by using the singular value decomposition (SVD) of \( Q_k \).

B. The optimal beamforming in closed form with quasi-degraded channels

In this subsection, the closed form beamforming solution is characterized when the channels of users are quasi-degraded. The definition of quasi-degradation was firstly proposed in [11], [31] for the special case with two users. In this paper, we will apply this concept to the general multiple users case in the downlink MISO NOMA systems.

In order to introduce the definition of quasi-degradation for multiple users, we propose the DPC transmission scheme. Above all, in order to describe DPC scheme, a encoding order \( (N,\cdots,1) \) is assumed at the BS, which is consistent with the NOMA decoding order. Specifically, for UE\(_k\), the BS first encodes the information intended to UE\(_l\) for \( l > k \), and then encodes the information intended to UE\(_k\) by pre-subtracting the information of UE\(_l\) for \( l = k + 1, \cdots, N \). Therefore, the achievable rate of UE\(_k\) is:

\[
C_k = \log\left(1 + \frac{h_k^H w_k w_k^H h_k}{\sigma^2 + \sum_{j=1}^{k-1} h_j^H w_j w_j^H h_j}\right),
\]

and the problem of beamforming design for TPM with QoS constraint is formulated as

\[
P_{\text{DPC}} = \min_{\{w_k\}} \sum_{k=1}^{N} \|w_k\|^2,
\]

s.t. \( C_k \geq P^\text{min}_k \), \( k = 1, \cdots, N \). (15)

The QoS constraints, (15), is in fact:

\[
\sum_{j=1}^{k-1} \frac{1}{\sigma^2} h_j^H w_j w_j^H h_j + 1 \leq \frac{1}{\sigma^2 A^\text{min}_k} h_k^H w_k h_k, \quad k = 1, \cdots, N.
\]

The optimal solution to problem (14) is obtained by using Lemma 1 and Proposition 1 presented in the following.

In general, the optimal solution to problem (5) is difficult to obtain. Here, however, by introducing the following definition, we can provide the optimal beamforming in closed form.

Definition 1. Assume a decoding order \( (N,\cdots,1) \) of NOMA and a encoding order \( (N,\cdots,1) \) of DPC, then the broadcast channels \( \{h_k\}_{k=1}^{N} \) are quasi-degraded with respect to the target QoS thresholds \( \{P^\text{min}_k\}_{k=1}^{N} \) if and only if the minimum total transmission power of MISO NOMA is equal to that of MISO DPC, i.e., \( P_{\text{NOMA}} = P_{\text{DPC}} \).

Remark 1. It has been shown in [10] that the capacity region can be achieved by using DPC and hence DPC is commonly used as a benchmark. Definition 1 is used to identify the gap between the optimal performance of NOMA and that of DPC. Specifically, if the channels of users are quasi-degraded, the optimal performance achieved by NOMA is same as DPC.

In order to obtain the closed form beamforming with quasi-degraded channels in the MISO NOMA systems, we introduce the following Lemma.

Lemma 1. If \( \{w^*_{\text{NOMA}}\}_{k=1}^{N} \) is the optimal solution to problem (5), and the broadcast channels \( \{h_k\}_{k=1}^{N} \) are quasi-degraded, there exists the optimal solution \( \{w^*_{\text{DPC}}\}_{k=1}^{N} \) to problem (14), such that

\[
\{w^*_{\text{DPC}}\}_{k=1}^{N} = \{w^*_{\text{NOMA}}\}_{k=1}^{N}.
\]

Proof. Please refer to Appendix A.

According to Lemma 1, with quasi-degradation condition, the optimal solution to (5) can be obtained by solving the problem (14). Therefore, we can focus on solving problem (14).

However, problem (14) is also nonconvex and can not be directly solved. In order to characterize the hidden convexity of problem (14), we present the following Lemma.

Lemma 2. The inner product of \( \{h_k^H w_k\}_{k=1}^{N} \) can be transferred to a real value without loss of optimality in (14).

Proof. Please refer to Appendix B.

Using Lemma 2, we then find out the hidden convexity of problem (14) in the following Proposition.

Proposition 1. The problem (14) can be written as

\[
\min_{\{w_k\}} \sum_{k=1}^{N} \|w_k\|^2,
\]

s.t. \( \sum_{k=1}^{N} \frac{1}{\sigma^2 A^\text{min}_k} h_k^H w_k h_k + 1 \leq \frac{1}{\sigma^4} \sum_{j=1}^{k-1} h_j^H w_j w_j^H h_j, \quad k = 1, \cdots, N, \) (19)

where \( A^\text{min}_k = 2P^\text{min}_k - 1, k = 1, \cdots, N \) and (18) is a convex optimization problem.

Proof. Please refer to Appendix C.

Corollary 1. The convex form of problem (18) has the same Lagrangian as the original form of problem (14).

Proof. Please refer to Appendix D.
Proposition 2. Suppose that the channels of users are quasi-degraded, then the optimal solution to problem (5) is \( \mathbf{w}^*_k = \sqrt{p_k} \tilde{\mathbf{w}}_k, k = 1, \ldots, N, \) where

\[
\tilde{\mathbf{w}}_k = \frac{\left( I_T + \sum_{j=k+1}^{N} \lambda_j \mathbf{h}_j^H \mathbf{h}_k \right)^{-1}}{\left( I_T + \sum_{j=k+1}^{N} \lambda_j \mathbf{h}_j^H \mathbf{h}_j \right) - 1} \mathbf{h}_k
\]

is the normalized directions for UE \( k \) with

\[
\lambda_k = \frac{\sigma^2 A^\min_k}{\mathbf{h}_k^H \left( I_T + \sum_{j=k+1}^{N} \lambda_j \mathbf{h}_j^H \mathbf{h}_j \right)^{-1} \mathbf{h}_k}, \quad k = 1, \ldots, N - 1,
\]

\[
\lambda_N = \frac{\sigma^2 A^\min_N}{\mathbf{h}_N^H \mathbf{h}_N},
\]

and

\[
p_k = \frac{A^\min_k \sigma^2}{\mathbf{h}_k^H \tilde{\mathbf{w}}_k \tilde{\mathbf{w}}_k^H \mathbf{h}_k},
\]

\[
p_k = \frac{A^\min_k \mathbf{h}_k^H \left( \sum_{j=1}^{k-1} p_j \tilde{\mathbf{w}}_j \tilde{\mathbf{w}}_j^H \right) \mathbf{h}_k + A^\min_k \sigma^2}{\mathbf{h}_k^H \tilde{\mathbf{w}}_k \tilde{\mathbf{w}}_k^H \mathbf{h}_k},
\]

\[
k = 2, \ldots, N,
\]

are the optimal transmit powers.

Proof. Please refer to Appendix E.

Corollary 2. Given \( \|\mathbf{h}_1\|_2 > \cdots > \|\mathbf{h}_N\|_2 \), the optimal transmit powers always satisfy \( p_1 \leq \cdots \leq p_N \) if

\[
C1 : A^\min_{k+1} + A^\min_{k+1} N^\min_k \geq A^\min_k.
\]

Proof. Please refer to Appendix F.

Therefore, for multiple users, when the channels are quasi-degraded, the optimal beamforming for TPM can be characterized by Proposition 2. In addition, Corollary 2 shows that, with reasonable value of QoS thresholds, the optimal allocated power to the weak users is higher. This contributes into fairness of resource allocation in the MISO NOMA systems.

With the optimal beamforming proposed in Proposition 2, Proposition 3 provides an explicit necessary and sufficient condition for quasi-degraded channels with multiple users. Compared to [11], [31], where the quasi-degradation condition was for two users, we provide the quasi-degradation condition for multiple users.

Proposition 3. The broadcast channels \( \{\mathbf{h}_k\}_{k=1}^N \) are quasi-degraded with respect to \( \{A^\min_k\}_{k=1}^N \), if and only if

\[
C2 : \mathbf{h}_n^H \mathbf{w}_k^H \mathbf{w}_k^H \mathbf{h}_n - A^\min_k \left( \sum_{j=1}^{k-1} \mathbf{h}_n^H \mathbf{w}_j^H \mathbf{w}_j^H \mathbf{h}_n + \sigma^2 \right) \geq 0
\]

for \( k = 2, \ldots, N, n = 1, \ldots, k - 1, \)

where \( \mathbf{w}_k^* \) is given in Proposition 2.

Proof. Please refer to Appendix G.

With perfect CSI available at the transmitter, it has been shown that the best performance can be achieved by using DPC [10], [11]. However, DPC is hard to be used practically in communication systems. Proposition 3 shows that, with the quasi-degradation condition, the proposed downlink NOMA transmission scheme can simultaneously yield performance of the performance region of MISO system.

In the general case of multiple users in the downlink MISO NOMA systems, since the number of constraints is very large, we only provide the optimal beamforming when the channels are quasi-degraded. In the following section, we the optimal solution for a system with two users is provided.

IV. OPTIMAL BEAMFORMING FOR TPM WITH TWO USERS

In this section, we focus on the special case that there are two users performing NOMA in a MISO system. Note that the additional complexity of SIC is proportional to the number of users. Therefore, the case with two users is often adopted in some works [11], [29]. In this case, the TPM problem is

\[
\min_{\{w_1, w_2\}} \|w_1\|^2 + \|w_2\|^2,
\]

s.t. \( R_1 \geq R^1_{\min}, R_2 \geq R^2_{\min} \),

where

\[
R_1 = \log \left( 1 + \frac{\mathbf{h}_1^H \mathbf{w}_1 \mathbf{w}_1^H \mathbf{h}_1}{\sigma^2} \right),
\]

\[
R_2 = \min \{ \log (1 + \text{SINR}_{1,2}), \log (1 + \text{SINR}_{2,2}) \},
\]

and

\[
\text{SINR}_{1,2} = \frac{\mathbf{h}_1^H \mathbf{w}_2 \mathbf{w}_2^H \mathbf{h}_1}{\sigma^2 + \mathbf{h}_1^H \mathbf{w}_1 \mathbf{w}_1^H \mathbf{h}_1}, \quad \text{SINR}_{2,2} = \frac{\mathbf{h}_2^H \mathbf{w}_2 \mathbf{w}_2^H \mathbf{h}_2}{\sigma^2 + \mathbf{h}_2^H \mathbf{w}_1 \mathbf{w}_1^H \mathbf{h}_2}.
\]

This problem was also studied in [11], [29]–[31], however, [29], [30] only gave the suboptimal solution. In this section, we provide the optimal beamforming solution, which is also characterized in closed form. In addition, compared with [11], [31], we directly deal with the original optimization problem instead of the dual problem and propose an alternative approach to solve (27).

A. Optimal beamforming via SDR

Although the original TPM problem (27) is nonconvex, we obtain its optimal solution by considering its equivalent problem using variable transformation: \( Q_k = \mathbf{w}_k \mathbf{w}_k^H, k = 1, 2 \).
Setting $A_k^{\min} = 2R_k^{\min} - 1$, $k = 1, 2$, the original problem (27), is transferred into
\[
\min_{\{Q_1 \succeq 0, Q_2 \succeq 0\}} \text{Tr} (Q_1 + Q_2),
\]
\[
\text{s.t. } A_1^{\min} \sigma^2 - h_1^H Q_1 h_1 \leq 0, \tag{34}
\]
\[
\frac{1}{\sigma^2} h_1^H Q_1 h_1 - \frac{1}{\sigma^2 A_2^{\min}} h_1^H Q_2 h_1 + 1 \leq 0, \tag{35}
\]
\[
\frac{1}{\sigma^2} h_2^H Q_1 h_2 - \frac{1}{\sigma^2 A_2^{\min}} h_2^H Q_2 h_2 + 1 \leq 0, \tag{36}
\]
\[
\text{Rank}(Q_k) \leq 1, k = 1, 2, \tag{37}
\]
which is also a nonconvex problem because of the rank constraint in (37). Here, we set aside the rank constraints, the SDR of problem (33) is
\[
\min_{\{Q_1 \succeq 0, Q_2 \succeq 0\}} \text{Tr} (Q_1 + Q_2), \tag{38}
\]
\[
\text{s.t. } A_1^{\min} \sigma^2 - h_1^H Q_1 h_1 \leq 0, \tag{39}
\]
\[
\frac{1}{\sigma^2} h_1^H Q_1 h_1 - \frac{1}{\sigma^2 A_2^{\min}} h_1^H Q_2 h_1 + 1 \leq 0, \tag{40}
\]
\[
\frac{1}{\sigma^2} h_2^H Q_1 h_2 - \frac{1}{\sigma^2 A_2^{\min}} h_2^H Q_2 h_2 + 1 \leq 0. \tag{41}
\]
Note that problem (38) is a standard SDP. Hence, we can find the optimal solution to (38) by using convex optimization tools and software such as CVX. Furthermore, we will prove that (33) without the rank constraints is tight.

**Proposition 4.** Without rank constraints (37), the optimal solution to problem (38) always satisfies $\text{Rank}(Q_k) = 1, k = 1, 2$.

**Proof.** Please refer to Appendix H.

Proposition 4 shows that the rank relaxation is always tight and the optimal solution to problem (38) is same as (33). Therefore, the optimal solution to the original problem (27) or (33) can be achieved by solving a convex problem. Specifically, one can first achieve the optimal $\{Q_1^*, Q_2^*\}$ to problem (38) by using, e.g., the tool of CVX. Then, using the SVD of $Q_k, k = 1, 2$, one can easily obtain the optimal beamforming solution for TPM.

**B. Optimal beamforming in closed form with quasi-degraded channels**

In the following Proposition, the optimal beamforming vectors are obtained in closed form.

**Proposition 5.** The optimal solution to problem (27) is
\[
w_1^* = \begin{bmatrix}\frac{A_1^{\min} \sigma^2}{h_1^H \tilde{w}_1} & \tilde{w}_1 \end{bmatrix}, \tag{42}
\]
\[
w_2^* = \begin{bmatrix}\frac{A_1^{\min} h_1^H \tilde{w}_1 \tilde{w}_1^H h_1 + A_2^{\min} \sigma^2}{h_1^H \tilde{w}_1} & \tilde{w}_1 \end{bmatrix} A_2^{\min} \sigma^2 h_2.
\]

**Proof.** Please refer to Appendix K.

**Remark 2.** The same as the quasi-degradation condition proposed in Proposition 3 if the number of users is two. In the other words, in the special case with two users, the optimal closed form solution to (27) can be achieved if and only if the users’ channels are quasi-degraded.

In addition, to elaborate another important insight, condition C3 is rewritten as
\[
\|h_1\|^2 \geq f(\theta), \tag{45}
\]
antenna users are distributed uniformly within the circle and link MISO NOMA systems. In our simulation, the single-beamforming solution to the TPM problem in the downlink for multiple-users case, the QoS threshold of user \( g \) satisfy condition C3.

Furthermore, if the two users do not have the same channel gain between the two user should be large enough to achieve. Furthermore, if the two users do not have the same direction, condition C3 will be satisfied, i.e., the optimal beamforming proposed in Proposition 5 can be achieved. Furthermore, if the two users do not have the same channel direction, to achieve the optimal beamforming, the channel gain between the two user should be large enough to satisfy condition C3.

V. SIMULATION RESULTS

In this section, we show the performance of our proposed beamforming solution to the TPM problem in the downlink MISO NOMA systems. In our simulation, the single-antenna users are distributed uniformly within the circle and the radius of the circle is 50 meters around the BS. The channel coefficient follows an i.i.d. Gaussian distribution as \( g_k \sim CN(0, I) \) for \( k = 1, \ldots, N \) and the exponent of path loss is \( \alpha = 3 \). The noise power is \( \sigma^2 = 0.0001 \). In addition, for multiple-users case, the QoS threshold of user \( n \) is given as \( R_{\text{min}}^{\text{n}} = (0.2 + 0.01(n - 1)) \text{bps/Hz} \). For two-users case, the QoS thresholds of user 1 and user 2 are respectively set as \( R_{\text{min}}^{\text{1}} = 1 \text{bps/Hz} \) and \( R_{\text{min}}^{\text{2}} = 1.2 \text{bps/Hz} \). In the simulations, we compare the proposed beamforming design, i.e., the beamforming using SDR method and the optimal beamforming in closed form, with the OFDMA scheme and the two widely used schemes, including DPC and the regularized ZF [34].

Fig. 2 depicts the total transmission power of MISO NOMA systems versus the number of users with different numbers of antennas, i.e., \( T = 10 \) and \( T = 20 \). It is seen that the proposed beamforming using SDR in the downlink MISO NOMA systems slightly results in a performance loss compared to the optimal DPC scheme. Compared with ZF and OFDMA schemes, MISO NOMA beamforming yields a significant performance gain, particularly when the number of users is large and the number of antennas is small.

In Fig. 3, we focus on the situation where the channels of users are quasi-degraded. In this figure, the number of antennas is \( T = 10 \). As expected, the optimal beamforming proposed in this paper indeed achieves better performance than the SDR method in which the SDR method solves the optimization problem by omitting the rank constraint, which induces the suboptimal solution. Furthermore, it is easy to find that our proposed optimal beamforming solution achieves the same performance as DPC, which means with quasi-degradation condition, the downlink MISO NOMA scheme is able to achieve the best performance of MISO systems. In addition, there are similar phenomenons as in Fig. 2 that NOMA scheme can bring better performance than the existing ZF and OFDMA schemes, especially when the number of users is large.

Fig. 4 shows the total transmission power versus the number
of antennas. In this figure, the channels are assumed to be quasi-degraded and the number of users is $N = 6$. One can observe the similar phenomena as in Fig. 3 that NOMA outperforms OFDMA and ZF scheme, the proposed optimal beamforming lead to lower power than the SDR method and the MISO NOMA scheme can achieve the same performance as DPC. In addition, with the increasing of the number of antennas, the gap between the NOMA scheme and the conventional scheme, i.e., the OFDMA and ZF, will increase.

Fig. 5 displays the total transmission power versus the number of antennas in the special case with two users. In this figure, the channels of these two users are assumed to be quasi-degraded. Different from Fig. 3 and Fig. 4, the proposed beamforming using SDR is also optimal and achieves the same performance as the proposed optimal beamforming in closed form and the DPC scheme. This is because, in the scenario where the number of users is $N = 2$, the rank relaxation is always tight. Therefore, in the special case with two users, the optimal beamforming can be obtained either using SDR method or using our proposed optimal beamforming in closed form.

In Fig. 6, we depict the impact of QoS thresholds for the two-users MISO NOMA case. In this figure, the QoS threshold of user 1 is given as $R^\text{min}_1 = 1$ bps/Hz while the QoS threshold of user 2, i.e., $R^\text{min}_2$, ranges from 0.4 bps/Hz to 1.2 bps/Hz. As expected, NOMA always outperforms ZF and OFDMA whenever $R^\text{min}_1 \geq R^\text{min}_2$ or $R^\text{min}_1 < R^\text{min}_2$. In addition, one can easily find out that the gap between NOMA and ZF or OFDMA becomes larger when user 2’s QoS threshold increases.

VI. CONCLUSION

In this paper, in order to obtain the minimum transmission power of all users, we optimized the beamforming vectors in the downlink multi-users MISO NOMA systems. Specifically, we first provided the beamforming via SDR method. Then, we introduced the definition of quasi-degradation for multiple users and characterized the optimal beamforming in closed form with quasi-degradation condition. In addition, in the special case with two users, we showed that the original nonconvex TPM problem could be solved via transferring into an equivalent convex problem and the optimal beamforming was also characterized in closed form with quasi-degradation condition.

APPENDIX

A. Proof of Lemma 1

Let $C_N$ and $C_D$ respectively denote the feasible region of the optimization problem (5) and (14). It is easy to find that $C_N \subseteq C_D$. Therefore, the optimal solution to (5) is also a feasible solution to (14). According to the definition of quasi-degradation in Definition 1, we have $P_{NOMA} = P_{DPC}$, which means $\{w_k^{NOMA}\}_k^{N}$ can achieve the optimal value of (14). Therefore, $\{w_k^{NOMA}\}_k^{N}$ is also the optimal solution to (14), i.e., $\{w_k^{DPC}\}_k^{N} = \{w_k^{NOMA}\}_k^{N}$.

B. Proof of Lemma 2

Note that, adding an arbitrary phase rotation to the beamforming vectors has no effect to the rate of UE$_k$. In other words, if $\{w_k\}$ is optimal, so is $\{w_k e^{j\theta_k}\}$ [35], [36]. Without loss of optimality, we apply this phase ambiguity to rotate the beamforming vectors such that the inner product $\{h_k^H w_k\}_k^{N}$ are real valued and positive.

C. Proof of Proposition 1

Since the cost function $\sum_{k=1}^{N} ||w_k||^2_2$ in (14) is a convex function, the non-convexity lies in the QoS constraints. To find out the hidden convexity of the QoS constraints, we use a method from [8]. First, according to Lemma 2, we can add an arbitrary phase rotation to the beamforming vectors without affecting the rate of UE$_k$, i.e., if $\{w_k\}$ is optimal, so is $\{w_k e^{j\theta_k}\}$. Without loss of optimality, we rotate the phase such that the inner product $h_k^H w_k$ is real valued and positive, implying $\sqrt{h_k^H w_k}^2 = h_k^H w_k$ for $k = 1, \cdots, N$.

Hence, we may take square root of the constraints (16) in (14) and then the constraints become second-order cone
programming constraints [8], [35], [36], which is in fact convex. Therefore, the TPM problem can be equivalently rewritten as (18), which is convex.

D. Proof of Corollary 1
The Lagrangian of problem (18) is given by
\[
L = \sum_{k=1}^{N} \frac{\|w_k\|^2}{2} + \mu_k \left( \sqrt{\frac{1}{\sigma^2} \sum_{j=1}^{k-1} h_j^H w_j h_j} + 1 - \frac{1}{\sigma \sqrt{A_{k\min}^H}} h_k^H w_k \right),
\]
where \(\mu_k\) for \(k = 1, \cdots, N\) are the Lagrangian multipliers. Let
\[
t_k = \sqrt{\frac{1}{\sigma^2} \sum_{j=1}^{k-1} h_j^H w_j h_j} + 1 - \frac{1}{\sigma A_{k\min}^H} h_k^H w_k,
\]
then (48) can be rewritten as
\[
L = \sum_{k=1}^{N} \frac{\|w_k\|^2}{2} + \frac{\mu_k}{t_k} \left( \sum_{j=1}^{k-1} \frac{1}{\sigma^2} h_j^H w_j h_j + 1 - \frac{1}{\sigma A_{k\min}^H} h_k^H w_k w_k^H h_k \right).
\]
Note that \(t_k\) for \(k = 1, \cdots, N\) are strictly positive, hence we can change the optimization variable to \(\lambda_k = \mu_k/t_k, k = 1, \cdots, N\). Under this change of variables, the Lagrangian of the convex form of problem (18) is then exactly the same as the Lagrangian of the original form of problem (14).

E. Proof of Proposition 2
The Lagrangian of (14) is given by
\[
L = \sum_{k=1}^{N} \frac{\|w_k\|^2}{2} + \lambda_k \left( \sum_{j=1}^{k-1} \frac{1}{\sigma^2} h_j^H w_j h_j + 1 - \frac{1}{\sigma A_{k\min}^H} h_k^H w_k w_k^H h_k \right),
\]
where \(\lambda_k \geq 0\) for \(k = 1, \cdots, N\) are the Lagrangian multipliers. The corresponding Karush-Kuhn-Tucker (KKT) conditions are:
\[
\frac{\partial L}{\partial w_k} = w_k + \sum_{j=k+1}^{N} \frac{\lambda_j}{\sigma^2} h_j h_j^H w_k - \frac{\lambda_k}{\sigma A_{k\min}^H} h_k^H w_k = 0,
\]
\[
\lambda_k \left( \sum_{j=1}^{k-1} \frac{1}{\sigma^2} h_j^H w_j h_j + 1 - \frac{1}{\sigma A_{k\min}^H} h_k^H w_k w_k^H h_k \right) = 0.
\]
From (52), we obtain,
\[
w_k = \left( I_T + \sum_{j=k+1}^{N} \frac{\lambda_j}{\sigma^2} h_j h_j^H \right)^{-1} h_k - \frac{\lambda_k}{\sigma A_{k\min}^H} h_k^H w_k. \tag{54}
\]
Here, according to Lemma 2, \(\frac{\lambda_k}{\sigma A_{k\min}^H} h_k^H w_k\) can be a scalar value and hence the optimal beamforming for UE \(k\) is parallel to \(\left( I_T + \sum_{j=k+1}^{N} \frac{\lambda_j}{\sigma^2} h_j h_j^H \right)^{-1} h_k\), i.e., the optimal beamforming for UE \(k\) can be given as
\[
w_k = \sqrt{p_k w_k}, \tag{55}
\]
where \(\hat{w}_k\) denotes the uniformed beamforming direction for UE \(k\) and given as
\[
\hat{w}_k = \left( I_T + \sum_{j=k+1}^{N} \frac{\lambda_j}{\sigma^2} h_j h_j^H \right)^{-1} h_k, \tag{56}
\]
Here, the Lagrangian multipliers \(\lambda_k\) for \(k = 1, \cdots, N\) is obtained from (54), i.e.,
\[
\left( I_T + \sum_{j=k+1}^{N} \frac{\lambda_j}{\sigma^2} h_j h_j^H \right)^{-1} h_k - \frac{\lambda_k}{\sigma A_{k\min}^H} h_k^H w_k = I_T. \tag{57}
\]
The Lagrangian multipliers \(\lambda_k\) for \(k = 1, \cdots, N\) is then given as in (21). In addition, in (55), \(p_k\) denotes the optimal power allocated to UE \(k\), which can be obtained from (53) with \(\lambda_k > 0\), i.e.,
\[
\sum_{j=1}^{k-1} \frac{1}{\sigma^2} h_j^H w_j h_j + 1 - \frac{1}{\sigma A_{k\min}^H} h_k^H w_k w_k^H h_k = 0, \tag{58}
\]
implying
\[
p_1 h_1^H \hat{w}_1 \hat{w}_1^H h_1 - A_{1\min}^H \sigma^2 = 0, \tag{59}
\]
\[
A_{k\min}^H \left( \sum_{j=1}^{k-1} p_j h_j^H \hat{w}_j \hat{w}_j^H h_k + \sigma^2 \right) - p_k h_k^H \hat{w}_k \hat{w}_k^H h_k = 0, \tag{60}
\]
\(k = 2, \cdots, N\).
Therefore the optimal powers are obtained as in (23).

F. Proof of Corollary 2
According to Proposition 2, the optimal transmit powers are given in (23), hence, for \(k = 2, \cdots, N\), we have
\[
p_k h_k^H \hat{w}_k \hat{w}_k^H h_k = A_{k\min}^H h_k^H \left( \sum_{j=1}^{k-1} p_j \hat{w}_j \hat{w}_j^H h_j \right) h_k + A_{k\min}^H \sigma^2, \tag{61}
\]
therefore
\[
p_k \hat{w}_k \hat{w}_k^H h_k = A_{k\min}^H \sum_{j=1}^{k-1} p_j \hat{w}_j \hat{w}_j^H h_j = A_{k\min}^H \sigma^2 h_k^H h_k I_T. \tag{62}
\]
Since \(\hat{w}_k\) for \(k = 1, \cdots, N\), are normalized vectors, i.e.,
\[
\text{Tr} \left( \hat{w}_k \hat{w}_k^H \right) = \hat{w}_k \hat{w}_k^H = 1,
\]
then
\[
\frac{p_k}{A_{k_1}^{\min}} - \sum_{j=1}^{k-1} p_j = \frac{\sigma^2}{h_k^H h_k}, \tag{63}
\]
which implies
\[
\frac{p_{k+1}}{A_{k+1}^{\min}} - \sum_{j=1}^{k} p_j = \frac{\sigma^2}{h_{k+1}^H h_{k+1}}. \tag{64}
\]
Subtracting (63) from (64) yields
\[
\frac{1}{A_{k+1}^{\min}} (p_{k+1} + B) = \left( \frac{1}{A_k^{\min}} + 1 \right) (p_k + B), \tag{65}
\]
where
\[
B = \frac{\sigma^2 (h_k^H h_k - h_{k+1}^H h_{k+1}) A_{k+1}^{\min} A_{k}^{\min}}{h_k^H h_k h_{k+1}^H h_{k+1}} (A_{k+1}^{\min} A_{k}^{\min} + A_{k+1}^{\min} A_{k}^{\min}) > 0. \tag{66}
\]
Given condition C1 is satisfied, one can write
\[
\frac{p_{k+1} + B}{p_k + B} = \frac{A_{k+1}^{\min} A_{k}^{\min} + A_{k+1}^{\min} A_{k}^{\min}}{A_k^{\min}} \geq 1. \tag{67}
\]
Since \( B > 0 \), we always have \( p_{k+1} > p_k \) as in condition C1.

G. Proof of Proposition 3

First, we prove the sufficiency of the condition. According to Proposition 2, we provide the optimal solution to (14). Here, if condition C2 is satisfied, one can easily find that the optimal solution, \( w_k^* \), for \( k = 1, \ldots, N \), in Proposition 2 is also a solution to problem (5). Therefore, according to Definition 1, the broadcast channels, \( \{ h_k \}_{k=1}^N \), are quasi-degraded.

To prove the necessity of the condition, if the broadcast channels \( \{ h_k \}_{k=1}^N \) are quasi-degraded with respect to \( \{ A_{k}^{\min} \}_{k=1}^N \) according to Definition 1 and Proposition 2, the proposed beamforming is the optimal solution to (5). Therefore, the proposed beamforming should satisfy the constraints in (5), which then implies condition C2 and completes the proof.

H. Proof of Proposition 4

It is shown in [37] that there exists an optimal solution \( \{ Q_1^*, Q_2^* \} \) of the SDR problem (38) such that
\[
\text{rank}^2 (Q_1^*) + \text{rank}^2 (Q_2^*) \leq 3. \tag{68}
\]
We also note that, in order to meet the positive QoS constraints, \( Q_k^* \neq 0 \), i.e., \( \text{rank} (Q_k^*) \geq 1, k = 1, 2 \). Therefore, there must exist an optimal solution such that \( \text{rank} (Q_1^*) = \text{rank} (Q_2^*) = 1 \).

I. Proof of Proposition 5

The Lagrangian of the convex problem (38) is
\[
L = \text{Tr} (Q_1 + Q_2) + \lambda_1 \left( 1 - \frac{1}{\sigma^2 A_{1}^{\min}} h_1^H Q_1 h_1 \right) + \lambda_2 \left( \frac{1}{\sigma^2} h_2^H Q_1 h_1 - \frac{1}{\sigma^2 A_{2}^{\min}} h_2^H Q_2 h_2 + 1 \right) + \lambda_3 \left( \frac{1}{\sigma^2} h_2^H Q_2 h_2 - \frac{1}{\sigma^2 A_{2}^{\min}} h_2^H Q_2 h_2 + 1 \right) - \text{Tr} (\Upsilon_1 Q_1 + \Upsilon_2 Q_2), \tag{69}
\]
where \( \lambda_i \geq 0, l = 1, \ldots, 3 \), and \( \Upsilon_k \geq 0, k = 1, 2 \), are the Lagrangian multipliers. Applying KKT conditions of (38) yields
\[
\frac{\partial L}{\partial Q_1} = I - \lambda_1 h_1 h_1^H + \frac{\lambda_2}{\sigma^2} h_1 h_1^H h_2 + \frac{\lambda_3}{\sigma^2} h_2 h_2^H \sigma^2 - \Upsilon_1 = 0, \tag{70}
\]
\[
\frac{\partial L}{\partial Q_2} = I - \frac{\lambda_2}{\sigma^2 A_{2}^{\min}} h_1 h_1^H - \frac{\lambda_3}{\sigma^2 A_{2}^{\min}} h_2 h_2^H - \Upsilon_2 = 0, \tag{71}
\]
\[
\lambda_1 \left( 1 - \frac{1}{\sigma^2 A_{1}^{\min}} h_1^H Q_1 h_1 \right) = 0, \tag{72}
\]
\[
\lambda_2 \left( \frac{1}{\sigma^2} h_2^H Q_1 h_1 - \frac{1}{\sigma^2 A_{2}^{\min}} h_2^H Q_2 h_2 + 1 \right) = 0, \tag{73}
\]
\[
\lambda_3 \left( \frac{1}{\sigma^2} h_2^H Q_2 h_2 - \frac{1}{\sigma^2 A_{2}^{\min}} h_2^H Q_2 h_2 + 1 \right) = 0. \tag{74}
\]
Multiplying both sides of equation (70), and (71), by \( Q_1 \), and \( Q_2 \), respectively, we obtain
\[
Q_1 - \lambda_1 h_1 h_1^H Q_1 + \frac{\lambda_2}{\sigma^2} h_1 h_1^H Q_1 + \frac{\lambda_3}{\sigma^2} h_2 h_2^H Q_1 = 0, \tag{76}
\]
\[
Q_2 - \frac{\lambda_2}{\sigma^2 A_{2}^{\min}} h_1 h_1^H Q_2 - \frac{\lambda_3}{\sigma^2 A_{2}^{\min}} h_2 h_2^H Q_2 = 0. \tag{77}
\]
Since the SDR problem in (38) is always tight, it is easy to have \( Q_k = w_k^* w_k^H, k = 1, 2 \). Therefore, (76), (77), and the KKT conditions, i.e., (72) to (74), are reduced to
\[
w_1 w_1^H - \lambda_1 h_1 h_1^H w_1 w_1^H + \frac{\lambda_2}{\sigma^2} h_1 h_1^H w_1 w_1^H + \frac{\lambda_3}{\sigma^2} h_2 h_2^H w_1 w_1^H = 0, \tag{78}
\]
\[
w_2 w_2^H - \frac{\lambda_2}{\sigma^2 A_{2}^{\min}} h_1 h_1^H w_2 w_2^H - \frac{\lambda_3}{\sigma^2 A_{2}^{\min}} h_2 h_2^H w_2 w_2^H = 0. \tag{79}
\]
\[
\lambda_1 \left( A_{1}^{\min} \sigma^2 - h_1^H w_1 w_1^H h_1 \right) = 0, \tag{80}
\]
\[
\lambda_2 \left( \frac{1}{\sigma^2} h_1^H w_1 w_1^H h_1 + 1 - \frac{1}{\sigma^2 A_{2}^{\min}} h_1^H w_2 w_2^H h_1 \right) = 0, \tag{81}
\]
\[
\lambda_3 \left( \frac{1}{\sigma^2} h_2^H w_1 w_1^H h_2 + 1 - \frac{1}{\sigma^2 A_{2}^{\min}} h_2^H w_2 w_2^H h_2 \right) = 0. \tag{82}
\]
Furthermore, from (78) and (79), with \( w_k \neq 0 \) for \( k = 1, 2 \), we have
\[
w_1 - \lambda_1 h_1 h_1^H w_1 + \frac{\lambda_2}{\sigma^2} h_1 h_1^H w_1 + \frac{\lambda_3}{\sigma^2} h_2 h_2^H w_1 = 0, \tag{83}
\]
\[
w_2 - \frac{\lambda_2}{\sigma^2 A_{\text{min}}^2} h_1 h_1^H w_2 - \frac{\lambda_3}{\sigma^2 A_{\text{min}}^2} h_2 h_2^H w_2 = 0. \tag{84}
\]
It is also seen in (83) and (84) that \( \lambda_1 > 0 \) and \( \lambda_2 = 0 \), \( \lambda_3 = 0 \) are not possible. Therefore, three cases are possible, i.e., \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 > 0; \lambda_1 > 0, \lambda_2 = 0, \lambda_3 > 0; \) and \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 = 0 \).

1) The case of \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 > 0 \): Using (81) and (82), we have
\[
\frac{1}{\sigma^2} h_1^H w_1 h_1^H w_1 + 1 - \frac{1}{\sigma^2 A_{\text{min}}^2} h_2 h_2^H w_2 h_2 = 0, \tag{85}
\]
\[
\frac{1}{\sigma^2} h_2^H w_1 h_1^H w_2 + 1 - \frac{1}{\sigma^2 A_{\text{min}}^2} h_2 h_2^H w_2 h_2 = 0. \tag{86}
\]
However, with \( \|h_1\|_2 > \|h_2\|_2 \), (85) and (86) can not be satisfied simultaneously. This is because, by subtracting (86) from (85), we have
\[
\frac{1}{\sigma^2} h_1^H w_1 h_1^H w_1 + \frac{1}{\sigma^2 A_{\text{min}}^2} h_1^H w_2 h_2^H w_2 h_2 = 0,
\]
\[
\left( \frac{1}{\sigma^2} h_2^H w_1 h_1^H w_2 + 1 - \frac{1}{\sigma^2 A_{\text{min}}^2} h_2 h_2^H w_2 h_2 \right) h_1 = 0.
\]
\[
= \frac{1}{\sigma^2} h_1^H \left( w_1 h_1^H - \frac{1}{A_{\text{min}}^2} w_2 h_2^H h_2 \right) h_1,
\]
\[
= \frac{1}{\sigma^2} h_2^H \left( w_1 h_1^H - \frac{1}{A_{\text{min}}^2} w_2 h_2^H h_2 \right) h_2,
\]
\[
= \frac{1}{\sigma^2} \text{Tr} \left( \left( w_1 h_1^H - \frac{1}{A_{\text{min}}^2} w_2 h_2^H h_2 \right) \left( h_1 h_1^H - h_2 h_2^H \right) \right). \tag{87}
\]
Since \( \|h_1\|_2 > \|h_2\|_2 \), we have \( h_1^H h_1 - h_2 h_2^H h_2 \neq 0 \). In addition, it follows from (85) or (86) that \( w_1 h_1^H - \frac{1}{A_{\text{min}}^2} w_2 h_2^H h_2 \neq 0 \). Hence, (87) can not be equal to zero, i.e., the KKT (81) and (82) can not be satisfied simultaneously. Therefore, the case \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 > 0 \) is not possible.

2) The case of \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 = 0 \): Using (83) and (84), we have
\[
w_1 - \lambda_1 h_1 h_1^H w_1 + \frac{\lambda_2}{\sigma^2} h_1 h_1^H w_1 = 0, \tag{88}
\]
\[
w_2 - \frac{\lambda_2}{\sigma^2 A_{\text{min}}^2} h_1 h_1^H w_2 = 0, \tag{89}
\]
therefore
\[
w_1 = \left( I_T + \frac{\lambda_2}{\sigma^2} h_1 h_1^H \right)^{-1} h_1 \lambda_1 h_1^H w_1, \tag{90}
\]
\[
w_2 = h_1 \frac{\lambda_2}{\sigma^2 A_{\text{min}}^2} h_1^H h_2. \tag{91}
\]
Here, according to Lemma 2, \( \lambda_1 h_1^H w_1 \) and \( \frac{\lambda_2}{\sigma^2 A_{\text{min}}^2} h_1^H h_2 \) can be both scalars. Hence, (90) and (91) show that the optimal \( w_1 \) and \( w_2 \) must be respectively parallel to \( \left( I_T + \frac{\lambda_2}{\sigma^2} h_1 h_1^H \right)^{-1} h_1 \), and \( h_1 \). In the other words, the optimal beamforming vectors are \( w_1 = \sqrt{\rho_1} \tilde{w}_1, w_2 = \sqrt{\rho_2} \tilde{w}_2 \), where
\[
\tilde{w}_1 = \frac{\left( I_T + \frac{\lambda_2}{\sigma^2} h_1 h_1^H \right)^{-1} h_1}{\left( I_T + A_{\text{min}}^2 h_1^H h_1 \right)^{-1} h_1}, \tag{92}
\]
\[
\tilde{w}_2 = \frac{h_1}{|h_1|}, \tag{93}
\]
denote the normalized beamforming directions and from (89), the Lagrangian multiplier is given as \( \lambda_2 = \sigma^2 A_{\text{min}}^2 h_1^H h_1 \).

The unknown optimal powers are then obtained by using (80) and (81) with \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 = 0, \) i.e.,
\[
A_{\text{min}}^2 \sigma^2 - p_1 h_1^H \tilde{w}_1 h_1^H h_1 = 0, \tag{94}
\]
\[
\frac{1}{\sigma^2} p_1 h_1^H \tilde{w}_1 h_1^H h_1 + 1 - \frac{1}{\sigma^2 A_{\text{min}}^2} p_2 h_1^H \tilde{w}_2 h_1^H h_1 = 0. \tag{95}
\]
Hence, the optimal powers can be given as
\[
p_1 = \frac{A_{\text{min}}^2}{h_1^H \tilde{w}_1 h_1^H}, \tag{96}
\]
\[
p_2 = \frac{A_{\text{min}}^2 A_2^2 + A_{\text{min}}^2 \sigma^2}{h_1^H \tilde{w}_2 h_1^H}. \tag{97}
\]
However, in this case, i.e., \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 = 0 \), the corresponding optimal beamforming solution fails to hold the constraint (36) in problem (33). Specifically, the normalized beamforming direction for UE1 is
\[
\tilde{w}_1 = \frac{\left( I_T + A_{\text{min}}^2 h_1 h_1^H h_1 \right)^{-1} h_1}{\left( I_T + A_{\text{min}}^2 h_1 h_1^H h_1 \right)^{-1} h_3} = \frac{\lambda h_1}{|h_1|}. \tag{98}
\]
Using the Sherman-Morrison equation, we have
\[
\Lambda = \left( I_T + A_{\text{min}}^2 h_1 h_1^H h_1 \right)^{-1} = I_T - \frac{A_{\text{min}}^2 h_1 h_1^H h_1}{1 + A_{\text{min}}^2}. \tag{99}
\]
Therefore,
\[
= \frac{1}{\sigma^2} h_1^H w_1 h_1^H h_2 + \frac{1}{\sigma^2} h_1^H w_2 h_2^H h_2 \tag{100}
\]
\[
= \frac{p_1}{\sigma^2} h_1^H \tilde{w}_1 h_2 - \frac{p_2}{\sigma^2 A_{\text{min}}^2} h_2^H \tilde{w}_2 h_2 + 1 \tag{101}
\]
\[
= A_{\text{min}}^2 h_1^H \tilde{w}_1 h_2 - (A_{\text{min}}^2 + 1) h_2^H \tilde{w}_2 h_2 + 1 \tag{102}
\]
\[
= A_{\text{min}}^2 h_1^H h_1 h_1^H h_1 - (A_{\text{min}}^2 + 1) h_2^H h_2^H h_2 + 1 \tag{103}
\]
\[
= h_1^H h_1^H h_1 - (A_{\text{min}}^2 + 1) h_2^H h_2^H h_2 + 1 \tag{104}
\]
\[
= 1 - \frac{h_2^H h_2 h_2^H h_2}{h_1^H h_1 h_1^H h_1} > 0, \tag{105}
\]
Therefore, the constraint in (36) is not held. The case \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 = 0 \) is also impossible. Therefore, the only possible case is \( \lambda_1 > 0, \lambda_2 = 0, \lambda_3 > 0 \).

3) The case of \( \lambda_1 > 0, \lambda_2 = 0, \lambda_3 > 0 \): According to (83) and (84), we have

\[
 w_1 - \lambda_1 h_1 h_1^H w_1 + \frac{\lambda_3}{\sigma^2} h_2 h_2^H w_1 = 0,
\]

\[
 w_2 - \frac{\lambda_3}{\sigma^2 A_{\text{min}}^2} h_2 h_2^H w_2 = 0,
\]

therefore,

\[
 w_1 = \left( I_T + \frac{\lambda_3}{\sigma^2} h_2 h_2^H \right)^{-1} h_1 \lambda_1 h_1^H w_1,
\]

\[
 w_2 = h_2 \frac{\lambda_3}{\sigma^2 A_{\text{min}}^2} h_2^H w_2.
\]

According to Lemma 2, \( \lambda_1 h_1^H w_1 \) and \( \frac{\lambda_3}{\sigma^2 A_{\text{min}}^2 h_2^H w_2 \) can be both scalars and the optimal \( w_1 \) and \( w_2 \) must be respectively parallel to \( \left( I_T + \frac{\lambda_3}{\sigma^2} h_2 h_2^H \right)^{-1} h_1 \) and \( h_2 \). In the other words, the optimal beamforming vectors are \( w_1 = \sqrt{p_1} \tilde{w}_1 \), \( w_2 = \sqrt{p_2} \tilde{w}_2 \), where

\[
 \tilde{w}_1 = \left( I_T + \frac{\lambda_3}{\sigma^2} h_2 h_2^H \right)^{-1} h_1,
\]

\[
 \tilde{w}_2 = h_2 \frac{\lambda_3}{\sigma^2 A_{\text{min}}^2} h_2^H w_2.
\]

are the normalized beamforming directions for users with Lagrangian multiplier \( \lambda_3 = \sigma^2 A_{\text{min}}^2 / h_2^H h_2 \), which is obtained from (102). In addition, using (80) and (81) with \( \lambda_1 > 0, \lambda_3 > 0 \), i.e.,

\[
 A_1 \min \sigma^2 - p_1 h_1^H \tilde{w}_1 w_1^H h_1 = 0,
\]

\[
 1/\sigma^2 h_2^H w_1 w_1^H h_2 + 1 - \frac{1}{\sigma^2 A_{\text{min}}^2} h_2^H w_2 w_2^H h_2 = 0,
\]

the optimal transmit powers are given as

\[
 p_1 = \frac{A_1 \min \sigma^2}{h_1^H \tilde{w}_1 \tilde{w}_1^H h_1},
\]

\[
 p_2 = \left( \frac{A_1 \min h_2^H \tilde{w}_2 \tilde{w}_2^H h_2 + h_1^H \tilde{w}_1 \tilde{w}_1^H h_1}{h_1^H \tilde{w}_1 \tilde{w}_1^H h_1} \right) A_1 \min \sigma^2.
\]

Therefore, the optimal beamforming vectors are as in (42), which completes the proof.

\section*{J. Proof of Corollary 3}

It was shown in the proof of Proposition 5 that the optimal beamforming is achieved for \( \lambda_1 > 0, \lambda_2 = 0, \lambda_3 > 0 \). Then, according to the DPC scheme formulated in (14), it is easy to find that the optimal beamforming vectors proposed in (5) achieves the same performance as DPC.

\section*{K. Proof of Proposition 6}

First, we prove sufficiency of the condition. If condition C3 is satisfied, according to the proof of Proposition 5, we find that the relaxed constraint, i.e., (36), can be also satisfied, implying the optimal solution can satisfy all the proposed constraints in problem (27). Therefore, with condition C3, the optimal beamforming proposed in Proposition 5 can be achieved.

To prove the necessity of the condition, we note that in the proof of Proposition 5, only in the case of \( \lambda_1 > 0, \lambda_2 = 0, \lambda_3 > 0 \), we can achieve the optimal solution to (27). In this case, the constraint (36) is relaxed, hence the optimal solution should satisfy this constraint, i.e.,

\[
 1/\sigma^2 h_1^H \tilde{w}_1 w_1^H h_1 + 1 - \frac{1}{\sigma^2 A_{\text{min}}^2} h_2^H w_2 w_2^H h_2 \leq 0,
\]

which is in fact condition C3 if the optimal beamforming vectors proposed in Proposition 5 are substituted.

\section*{REFERENCES}


Yongming Huang (M’10–SM’17) received the B.S. and M.S. degrees from Nanjing University, China, in 2000 and 2003, respectively. In 2007 he received the Ph.D. degree in electrical engineering from Southeast University, Nanjing, China. Since March 2007 he has been a faculty in the School of Information Science and Engineering, Southeast University, China, where he is currently a full professor. During 2008–2009, Dr. Huang was visiting the Signal Processing Lab, Electrical Engineering, Royal Institute of Technology (KTH), Stockholm, Sweden. His current research interests include MIMO wireless communications, millimeter wave wireless communications and Intelligent mobile communications. He has published over 200 peer-reviewed papers, held over 80 invention patents. He submitted around 20 technical contributions to IEEE standards, and was awarded a certificate of appreciation for outstanding contribution to the development of IEEE standard 802.11aj. He has served as an Associate Editor for the IEEE Transactions on Signal Processing, IEEE Wireless Communications Letters, EURASIP Journal on Advances in Signal Processing, and EURASIP Journal on Wireless Communications and Networking, and a guest editor for the IEEE Journal Selected Areas in Communications.
Keivan Navaie (S’00–M’04–SM’10) is with the School of Computing and Communications, Lancaster University, UK. His research seeks innovative inter-disciplinary solutions to address fundamental technical and design challenges in Intelligent Cyber Physical Systems and their integrations into day-to-day life to improve its sustainability and anti-fragility. Keivan’s research covers topics including Distributed Cloud and Edge Computing, Connectivity Resilience in Cyber-Physical Systems and IoT, Applications of Machine Learning and Artificial Intelligence, and Cognitive Communications Networks. He is on the editorial board of the IEEE Comm. Letters, IEEE Comm. Surveys and Tutorials, Trans. on Wireless Communications, and IEEE Access. Keivan is also advocate of evidence-based policy making through his involvement with the EU Environment Agency and EU Parliament as an Independent Scientific Expert. He is a Senior member of IEEE, a Fellow of IET and a Chartered Engineer in the UK.

Zhiguo Ding (S’03–M’05–F’20) received his B.Eng in Electrical Engineering from the Beijing University of Posts and Telecommunications in 2000, and the Ph.D degree in Electrical Engineering from Imperial College London in 2005. From Jul. 2005 to Apr. 2018, he was working in Queen’s University Belfast, Imperial College, Newcastle University and Lancaster University. Since Apr. 2018, he has been with the University of Manchester as a Professor in Communications. From Oct. 2012 to Sept. 2020, he has also been an academic visitor in Princeton University.

Dr Ding’ research interests are 5G networks, game theory, cooperative and energy harvesting networks and statistical signal processing. He is serving as an Area Editor for the IEEE Open Journal of the Communications Society, an Editor for IEEE Transactions on Communications, IEEE Transactions on Vehicular Technology, and Journal of Wireless Communications and Mobile Computing, and was an Editor for IEEE Wireless Communication Letters, IEEE Communication Letters from 2013 to 2016. He received the best paper award in IET ICWMC-2009 and IEEE WCSP-2014, the EU Marie Curie Fellowship 2012-2014, the Top IEEE TVT Editor 2017, IEEE Heinrich Hertz Award 2018, IEEE Jack Neubauer Memorial Award 2018 and IEEE Best Signal Processing Letter Award 2018.

Luxi Yang (M’96) received the M.S. and Ph.D. degree in electrical engineering from the Southeast University, Nanjing, China, in 1990 and 1993, respectively. Since 1993, he has been with the Department of Radio Engineering, Southeast University, where he is currently a full professor of information systems and communications, and the Director of Digital Signal Processing Division. His current research interests include signal processing for wireless communications, MIMO communications, cooperative relaying systems, and statistical signal processing. He has authored or co-authored of two published books and more than 100 journal papers, and holds 30 patents. Prof. Yang received the first and second class prizes of science and technology progress awards of the state education ministry of China in 1998, 2002 and 2014. He is currently a member of Signal Processing Committee of Chinese Institute of Electronics.