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Abstract—The antecedent and consequent parts of a first-order evolving intelligent system (EIS) determine the validity of the learning results and overall system performance. Nonetheless, the state-of-the-art techniques mostly stress on the novelty from the system identification point of view but pay less attention to the optimality of the learned parameters. Using the recently introduced autonomous learning multiple model (ALMMo) system as the implementation basis, this paper introduces a particle swarm-based approach for EIS optimization. The proposed approach is able to simultaneously optimize the antecedent and consequent parameters of ALMMo and effectively enhance the system performance by iteratively searching for optimal solutions in the problem spaces. In addition, the proposed optimization approach does not adversely influence the “one pass” learning ability of ALMMo. Once the optimization process is complete, ALMMo can continue to learn from new data to incorporate unseen data patterns recursively without a full retraining. Experimental studies with a number of real-world benchmark problems validate the proposed concept and general principles. It is also verified that the proposed optimization approach can be applied to other types of EISs with similar operating mechanisms.
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I. INTRODUCTION

Evolving intelligent systems (EISs) [1], [2] are capable of effectively approximately modeling non-stationary problems in real time. In particular, they have been widely used in real-world applications for streaming data processing [3], [4]. EISs self-organize and gradually self-develop their system structure and parameters through “one pass” learning process from data streams. Comparing with neural networks or deep learning, EISs are able to efficiently transform streaming data into knowledge in a human-interpretable form, and they also demonstrate stronger ability of handling imprecisely described data patterns that are distinct from historical data.

One major issue of current EISs comes from the fact that both the antecedent and consequent parts of the system learned from streaming data are often not optimal. This is caused by the “one pass” learning procedure without involving any optimization mechanism, thereby being unable to iteratively search for the optimal solution. In order to address this issue and enhance the performance of EISs, a global searching technique is necessary.

Evolutionary computation (EC) techniques, inspired by biological evolution, are generally applied to global optimization. Particle swarm optimization (PSO) [5], [6] is such a technique that simulates the social behavior of animal flocking, and that has demonstrated strong ability in searching for optimal solutions in a range of problem spaces. Thanks to its conceptual simplicity and high computational efficiency, PSO has gained increasing popularity since its inception and has become one of the main tools for solving real-world optimization problems.

In this paper, a PSO-based approach is proposed for EISs to autonomously attain optimal solutions given imprecisely described problems. Using the recently introduced autonomous learning multiple model (ALMMo) fuzzy system [7] as the underlying implementation, the algorithmic procedure for simultaneously optimizing both the antecedent and consequent parameters of EISs is presented. This optimization process works on data samples collected during the online learning process. It helps significantly boost the performance of EISs in terms of the prediction accuracy owing to PSO’s strong global searching ability. Numerical examples on benchmark problems as well as real-world ones are conducted for verifying the validity and effectiveness of the proposed general concept and principles.

The unique contribution of this paper is reflected by the following aspects.

1) A canonical PSO-based approach for optimizing both antecedent and consequent parts of EISs simultaneously based on historical observations only; and

2) A learning mechanism for the optimized EISs to learn from new observations in a “one pass” manner after optimization to efficiently incorporate new data patterns.

Whilst ALMMo is herein utilized to implement the proposed approach, the underlying techniques are generic and can be applied to other types of EIS with similar operating mechanisms. In addition, more advanced PSO algorithms can be employed to further strengthen the performance.

The remainder of this paper is organized as follows. Section II outlines the background of this study. Section III briefly recalls the learning process of ALMMo. The proposed PSO-based optimization algorithm is described in detail in Section IV. Section V presents numerical examples serving as the proof of the concept. This paper is concluded by Section VI and directions for future work are also given in this section.

II. BACKGROUND

A. EISs

Nowadays, EISs have been widely used for streaming data processing in various application scenarios [4], [8], [9]. EISs
can be implemented in the forms of neuro-fuzzy [10]–[13] or fuzzy rule-based models [14]–[16]. Being an intensively studied area, a number of successful (neuro-) fuzzy models have been introduced, which include, but are not limited to, DENFIS [11], eTS [14], CNFS [12], PENsemble [13], FLEXFIS [16], pClass [15], SAFIS [17], McIT2FIS [18], eT2Class [19], PANGIS [20] and GENESIS [21]. Due to the limited space of this paper, it is practically impossible to cover all the existing zero-order, first-order and higher-order (type-2) EISs and their applications. Interested readers are referred to the recent surveys [1], [2] for more details regarding EISs. This paper is focused on first-order EISs given their popularity and status of being the best developed in the literature.

Current first-order EISs usually employ different operating mechanisms for antecedent (IF) part identification. Widely-used rule evolving schemes include density criterion [14], [22], distance criterion [16] error criterion [17] and statistical contribution criterion [21]. These evolving schemes have different pros and cons, and there exist EISs incorporating several criteria together for better evolving ability and performance [7]. For the consequent parameter learning, the majority of EISs utilize recursive least squares [23] or its extensions, e.g. fuzzily weighted recursive least squares (FWRRLS) [14] and maximum correntropy criterion [12]. There are also EISs that use extended Kalman filter for antecedent and consequent parameter updating [17], but such an optimization algorithm increases the computational burden while performing online learning.

Most of EISs learn from data in a “one pass” manner. They assemble prediction models from data samples coming in a stream form and continuously self-improve the performance by adapting both system structure and parameters based on feedback on their predictions. Existing EISs typically stress on the ability of reacting promptly to the shifts and/or drifts of underlying patterns of the streaming data [24]. This ability is, indeed, of great importance to the success of EISs due to the non-linear, non-stationary nature of data streams in real-world applications [1]. However, it also frequently leads to the poor global prediction accuracy and the so-called “unlearning effect” [25]. Moreover, both antecedent and consequent parameters of EISs often lack optimality due to the fact that the system structure and parameters are usually self-developed in an exploratory manner. The absence of parameter optimization process during the learning process of EISs may result in a significant loss of information carried by training data. As a result, the performance of EISs in terms of prediction accuracy can be further improved to a greater extent once the optimality issue is addressed.

Recently, increasingly more attention has been paid to the optimality and stability analysis of EISs [26]. The stability of the consequent (THEN) part of EISs has been shown [27]. In particular, a local error optimization approach for fuzzy system identification has been proposed in [25]. However, this is, again, a “one pass” approach and it lacks a theoretical proof of optimality. In [28], the optimality of EISs is systematically studied, and two algorithms are introduced for optimizing the antecedent and consequent parts, respectively. Nonetheless, the prediction accuracy is only improved marginally on certain problems after system optimization. This is mainly because the antecedent and consequent parts of the system are optimized separately, based on the use of different criteria [28]. The overall performance of an EIS is decided by both antecedent and consequent parts. To achieve the best global prediction accuracy, the two parts should be optimized as an entirety.

B. PSO

PSO is a population-based, heuristic and evolution algorithm firstly introduced by Kennedy and Eberhart [5], [6]. In PSO, a population of particles cooperate and interact to search for solutions in a certain problem space, by learning from individual best experience and the global best-so-far solution of the entire swarm. Because of its implementational simplicity and high computational efficiency, PSO has become a widely used optimization tool for various research and engineering problems. In the past two decades, a number of variants to the original have been introduced attempting to further improve its performance. Typical variants can be summarized in the following four types: (1) neighborhood topology [29], [30]; (2) parameter control [31], [32]; (3) hybrid methods [33], [34] and (4) novel learning schemes [35], [36]. Since genetic algorithms (GAs) have good exploration ability, genetic learning PSO (GLPSO) has been proposed [37] to strengthen the performance of PSO by generating high-quality exemplars to guide the evolution of the particles [38].

Currently, PSO algorithms have been successfully applied to many problems, e.g., clustering [39], control [40], feature selection and image processing [41], [42]. There also exist a number of approaches that involve PSO for training fuzzy systems [43]–[45] and artificial neural networks [46]. However, such approaches are limited to offline scenarios and require a full retraining if new data patterns occur. Therefore, they are restricted in applications that concern online “data rich” environments.

III. ALMMo* System

In this section, the general architecture and autonomous learning process of the ALMMo system are briefly recalled to make this paper self-contained. Note, however, that the ALMMo used in this paper differs from the original version [7] in the following two aspects:

1) The firing strength of each fuzzy rule is calculated using Gaussian kernel function; and
2) The processed historical data are stored in a data pool instead of being discarded.

Gaussian kernel function is used by most of first-order EISs [12], [25]. Comparing with Cauchy kernel function (which is originally adopted in [7]), Gaussian is more compact and sensitive to outliers and thus, it helps improve the ability of ALMMo system to handle unfamiliar data patterns, enhancing its online learning capability. The historical data saved in the data pool will be used for system parameter optimization. To distinguish the current version from the original, the ALMMo system used herein is denoted as ALMMo*.
A. General Architecture

The structure of ALMMo* is depicted in Fig. 1. The system is composed of \( N \) linear models identified through its inherent learning process. Each linear model is described by a prototype-based fuzzy rule as described in Eqn. (1):

\[
R_i : \text{IF } (x \sim p_i) \text{ THEN } (y_i = \bar{x}^T a_i);
\]

where \( i = 1, 2, ..., N \); \( N \) is the number of linear models (fuzzy rules); \( x = [x_1, x_2, ..., x_M] \in \mathbb{R}^M \) is the input vector of the fuzzy rule; \( \bar{x} = [1, x^T]^T \); \( \mathbb{R}^M \) is an \( M \) dimensional real data space; \( y_i \) is the output of \( R_i \); \( p_i = [p_{i,1}, p_{i,2}, ..., p_{i,M}] \) and \( a_i = [a_{i,0}, a_{i,1}, ..., a_{i,1}] \) are the prototype and consequent parameters, respectively.

The overall ALMMo* system is mathematically modeled by

\[
y = f(x) = \sum_{i=1}^{N} \lambda_i y_i = \sum_{i=1}^{N} \lambda_i \bar{x}^T a_i;
\]

where \( \lambda_i \) is the firing strength of the \( i \)th fuzzy rule, \( R_i \) such that

\[
\lambda_i = \frac{D_i(x)}{\sum_{j=1}^{N} D_j(x)}; \quad (3)
\]

here \( D_i(x) \) represents a Gaussian kernel-based local density of \( x \) calculated within the data cloud, \( C_i \) that is formed around \( p_i \) by nearby data samples resembling Voronoi tessellation [47]:

\[
D_i(x) = e^{-\frac{||x-p_i||^2}{2(x_i-\bar{p_i})^2}}. \quad (4)
\]

In Eqn. (4), \( || \cdot || \) denotes the Euclidean norm; \( \check{p}_i \) and \( \check{X}_i \) are calculated by:

\[
\check{p}_i = \frac{S_i}{S_i + 1} p_i + \frac{1}{S_i + 1} x; \quad (5a)
\]

\[
\check{X}_i = \frac{S_i}{S_i + 1} X_i + \frac{1}{S_i + 1} ||x||^2; \quad (5b)
\]

where \( p_i \) is the prototype of \( R_i \) and \( p_i = \frac{1}{N} \sum_{x \in C_i} x \); \( X_i \) is the mean of squared Euclidean norm of data samples affiliated with \( p_i \) and \( X_i = \frac{1}{N} \sum_{x \in C_i} ||x||^2 \); and \( S_i \) is the cardinality (number of members) of \( C_i \).

Firing strength calculated as per Eqn. (4) allows ALMMo* to react to potential changes in data patterns promptly because it enlarges the role of any new observation, \( x \) by attracting \( p_i \) towards it. This enhances the adaptive ability of the system.

B. Online Learning Process

The online autonomous learning process of ALMMo* is summarized below.

Stage 1. System Initialization

The ALMMo* system is initialized by the first observed data sample, \( x_k \) (\( k = 1 \)). The global meta-parameters of the system, global mean, \( \mu \) and average squared Euclidean norm, \( \chi \) are set as:

\[
\mu \leftarrow x_k; \quad \chi \leftarrow ||x_k||^2. \quad (6)
\]

The first data cloud, \( C_N \) (\( N = 1 \)) is initialized with \( x_k \) as its prototype:

\[
C_N \leftarrow \{x_k\}; \quad p_N \leftarrow x_k; \quad X_N \leftarrow ||x_k||^2; \quad S_N \leftarrow 1; \quad \lambda_N \leftarrow 0; \quad \eta_N \leftarrow 1; \quad I_N \leftarrow k;
\]

where \( \lambda_N \) denotes the accumulated firing strength; \( \eta_N \) is the utility; and \( I_N \) is the time instance at which \( p_N \) is identified.

By initializing the consequent parameters, \( a_N \) and covariance matrix, \( \Theta_N \) using Eqn. (8) and (9),

\[
a_N \leftarrow 0_{(M+1) \times 1}; \quad \Theta_N \leftarrow \Omega_s \mathbf{1}_{(M+1) \times (M+1)}, \quad (8)
\]

the first fuzzy rule within the rule base is established such that:

\[
R_N : \text{IF } (x \sim p_N) \text{ THEN } (y_N = \bar{a}^T a_N), \quad (9)
\]

where \( N = 1 \). Note that \( \Omega_s \) is an externally controlled parameter for covariance matrix initialization, representing the standard for recursive least squares algorithms [48]. The first data sample and the desired output, \( \{x_k, y_k\} \) are then stored in the data pool for future use.

Stage 2. System Output Generation

When a new data sample, \( x_k, k \leftarrow k + 1 \) is observed, the local density, \( D_i(x_k) \) (\( i = 1, 2, ..., N \)) of \( x_k \) at each data cloud, \( C_i \) is firstly calculated using (4). Then, the firing strength, \( \lambda_i (i = 1, 2, ..., N) \) of each fuzzy rule is calculated with respect to Eqn. (3) and the system output \( \hat{y}_k = f(x_k) \) is generated using Eqn. (2).

Stage 3. Global Meta-Parameter Updating

The global mean, \( \mu \) and average squared Euclidean norm, \( \chi \) are updated using Eqn. (10a) and (10b) below, respectively:

\[
\mu \leftarrow \frac{k - 1}{k} \mu + \frac{1}{k} x_k; \quad (10a)
\]

\[
\chi \leftarrow \frac{k - 1}{k} \chi + \frac{1}{k} ||x_k||^2. \quad (10b)
\]

Stage 4. System Structure Updating

In this stage, firstly, the global densities at \( x_k \) and \( \{p\}_N \) are calculated by Eqn. (11) (in a similar form to Eqn. (4)):

\[
D(z) = e^{-\frac{||z - \mu||^2}{2(||z||^2)}}; \quad (11)
\]

where \( z \in \{x_k, p_1, p_2, ..., p_N\} \).

Condition 1 is checked to see whether \( x_k \) has the potential to be a new prototype:

\[
\text{Condition 1: If } (D(x_k) < \min_{i=1,2,...,N} (D(p_i))) \text{ or } (D(x_k) > \max_{i=1,2,...,N} (D(p_i))) \quad (12)
\]

Then \( (x_k \text{ is a new prototype}) \)
If \( D(x_k) \) is greater than the global density calculated with respect to the existing prototypes, \( \{p_1, p_2, \ldots, p_N\} \), it means that \( x_k \) is more representative and has stronger summarization power than other prototypes. On the other hand, if \( D(x_k) \) is smaller than the minimum global density calculated with the prototypes, \( x_k \) stands for a new data pattern that is very different from all the previously identified ones. Therefore, if Condition 1 is met in either case, \( x_k \) becomes a new prototype and initializes a new data cloud.

Once Condition 1 is satisfied, Condition 2 is checked to remove the nearby data cloud whose area of influence heavily overlaps with the new data cloud initialized by \( x_k \):

**Condition 2:** If \( (D_i(x_k) \geq D_o) \)

Then \( (x_k \) is very close to \( p_i) \)

\( (13) \)

where \( D_o = e^{-\frac{1}{2}} \). The rationale behind Condition 2 is that if \( D_i(x_k) \) is larger than \( e^{-\frac{1}{2}} \), the Euclidean distance between \( x_k \) and \( p_i \) is smaller than half of the average distance between any two data samples within \( C_i \). In such case, \( x_k \) and \( p_i \) are very close and therefore, intuitively \( p_i \) should be replaced by \( x_k \) to avoid redundancy [7].

If both Conditions 1 and 2 are met, the nearest data cloud denoted by \( C_{n*} \) regarding \( x_k \) is identified by the following equation:

\[
\begin{align*}
    n^* &= \arg\min_{i=1,2,\ldots,N} \left( ||x_k - p_i|| \right), \\
    \text{and } x_k \text{ is assigned to } C_{n*} \text{ with its meta-parameters updated such that:} \\
    C_{n*} &= C_{n*} \cup \{x_k\}; \quad p_{n*} = \frac{p_{n*} + x_k}{2}; \\
    X_{n*} &= \frac{X_{n*} + ||x_k||^2}{2}; \quad S_{n*} = \left[ \frac{S_{n*} + 1}{2} \right];
\end{align*}
\]

where \( [\cdot] \) denotes the ceiling operation.

If only Condition 1 is met, a new data cloud with \( x_k \) as its prototype is added to the system \( (N \leftarrow N + 1) \) following Eqn. (7) and a new fuzzy rule \( R_N \) is initialized in the same form as Eqn. (9) with the consequent parameters initialized accordingly by Eqn. (16) below:

\[
\begin{align*}
    a_N &\leftarrow \frac{1}{N - 1} \sum_{i=1}^{N-1} a_i; \quad \Theta_{N} \leftarrow \Omega_o \cdot I_{(M+1) \times (M+1)}.
\end{align*}
\]

Otherwise, if Condition 1 is unsatisfied, \( x_k \) is assigned to the nearest data cloud, \( C_{n*} \) with its meta-parameters updated with respect to Eqn. (17):

\[
\begin{align*}
    S_{n*} &= S_{n*} + 1; \quad p_{n*} = \frac{S_{n*} - 1}{S_{n*}} p_{n*} + \frac{1}{S_{n*}} x_k; \\
    X_{n*} &= \frac{S_{n*} - 1}{S_{n*}} X_{n*} + \frac{1}{S_{n*}} ||x_k||^2;
\end{align*}
\]

For the data clouds that do not receive new members at the current processing cycle, their meta-parameters stay the same.

**Stage 5. Rule Base Quality Monitoring**

In this stage, the firing strength of each fuzzy rule, \( \lambda_i \) \( (i = 1, 2, \ldots, N) \) is firstly calculated using Eqn. (3). Then, the accumulated firing strength of each fuzzy rule is updated using Eqn. (18) below:

\[
\begin{align*}
    \Lambda_i &\leftarrow \lambda_i + \bar{\lambda}_i; \quad \bar{\lambda}_i \leftarrow \frac{\lambda_i}{k - I_i}.
\end{align*}
\]

and the corresponding utility is updated by

\[
\eta_i = \frac{\lambda_i}{k - I_i}.
\]

Then, Condition 3 is checked to remove any fuzzy rules and the corresponding data clouds that contribute little to the overall system output:

**Condition 3:** If \( (\eta_i < \eta_o) \)

Then \( (R_i \) and \( C_i \) are removed \)

\( (20) \)

where \( \eta_o \) is another externally defined parameter for fuzzy rule quality monitoring.

If \( R_i \) and \( C_i \) satisfy Condition 3 and are removed from ALMMo*, \( N \leftarrow N - 1 \), and the firing strengths of the remaining fuzzy rules are re-calculated using Eqn. (3).

**Stage 6. Consequent Parameter Updating**

The consequent parameters of the fuzzy rules are updated using the popular FWRLS method as given in [14] \( (i = 1, 2, \ldots, N) \):

\[
\begin{align*}
    \Theta_i &\leftarrow \Theta_i - \frac{\lambda_i \Theta_i x_k x_k^T \Theta_i}{1 + \lambda_i x_k^T \Theta_i x_k}; \quad (21a) \\
    a_i &\leftarrow a_i + \lambda_i \Theta_i (y_k - x_k^T a_i). \quad (21b)
\end{align*}
\]

**Stage 7. Rule Base Updating**

In the final stage of the current processing cycle, all fuzzy rules within the rule base are updated correspondingly with regard to the latest prototypes and consequent parameters, and the current data sample and the corresponding desired output, \( \{x_k, y_k\} \) are stored in the data pool for future use. Then, ALMMo* goes back to Stage 1 ready for the next new data sample. The flowchart of the learning process of ALMMo* is presented in Fig. 2 to support illustration.

![Fig. 2: Flowchart of ALMMo* learning process.](image-url)
system and may deteriorate the system performance if it is set too large or too small. Also, \( \eta_o \) may subtly influence the system structure. A larger value of \( \eta_o \) makes the system remove stale rules faster and vice versa. However, the system performance will deteriorate significantly if \( \eta_o \) is set too large since the system forgets the learned knowledge from historical data rather rapidly. The influence of \( \Omega_o \) and \( \eta_o \) has been analyzed and verified through numerical examples in [7], [28]. The recommended values of \( \Omega_o \) and \( \eta_o \) are 10 and 0.1, respectively.

IV. OPTIMIZING ALMMO* BY PSO

ALMMo* as well as the majority of other first-order type-1 EISs are computationally efficient thanks to the “one pass” type learning process. However, such learning process often leads to the problem that the solution learned from data lacks optimality. This can significantly and adversely influence the overall accuracy of the system. To address this issue, a PSO-based EIS optimization algorithm is proposed here for simultaneously optimizing both the premise and consequent parts of ALMMo*. Without loss of generality, the canonical single-objective PSO algorithm is employed for demonstrating the proposed concept. Nonetheless, if preferred, more advanced PSO algorithms may be used as alternative, (e.g., GLPSO [37], and multi-objective PSO algorithms [49]), but this is beyond the scope of this paper.

The algorithmic procedure of the proposed approach for EIS optimization consists of the following main steps:

Stage 1. Swarm Initialization

Firstly, the swarm \( S' \), which is composed of \( L \) particles \( S' = \{ P_1, P_2, ..., P_L \} \), is initialized, where \( t \) represents the current iteration (\( t \leftarrow 0 \)). Each particle contains a full set of antecedent and consequent parameters of the fuzzy rules identified during the online learning process representing a full solution to the given problem despite that it may not be optimal. As PSO searches the data space in a semi-random manner, the leading particle, \( P_1 \) can be formulated by Eqn. (22) to guarantee that the performance of ALMMo* does not deteriorate after the entire process is completed:

\[
P^t = [p^t_1, a^t_1]_{N \times 2(M+1)+1}, \tag{22}
\]

where \( p^t_1 = [p_1, p_2, ..., p_N]^T \) is the \( N \times M \) dimensional antecedent parameter matrix (prototypes); and \( a^t_1 = [a_1, a_2, ..., a_N]^T \) is the \( N \times (M+1) \) dimensional consequent parameter matrix.

The maximum range that other particles can travel from the position of the leading particle, \( P_1 \) within the searching space \( \mathbb{R}^{N \times 2(M+1)} \), during the initialization stage, is defined by:

\[
Q = [\beta^T, \beta^T, ..., \beta^T]_{N \times 2(M+1)} \tag{23}
\]

where \( \beta = [\beta_1, \beta_2, ..., \beta_{2(M+1)}]_{1 \times 2(M+1)} \) and there is:

\[
\beta_j = \max_{i=1,2,...,N} (P^t_1(i,j)), \tag{24}
\]

with \( P^t_1(i,j) \) denoting the element at the \( i^{th} \) row and \( j^{th} \) column of \( P^t_1 \). The remaining particles are defined as

\[
P^t_i = [p^t_i, a^t_i]^T_{N \times 2(M+1)} = P^t_1 + r^t \circ Q, \tag{25}
\]

where “\( \circ \)” represents Hadamard product; \( r^t \) is \( N \times 2(M+1) \) dimensional random matrix whose elements follow the uniform distribution within the value range of \([-1,1]\). Eqn. (23) defines a local searching range surrounding the leading particle, \( P^t_1 \) and Eqn. (25) scatters other particles randomly in the defined local area. The searching efficiency is thus, significantly improved thanks to the confined searching space.

To evaluate the fitness of \( F(P^t_1) \) \( (i = 1, 2, ..., L) \), the data space needs to be re-partitioned by the use of \( P^t_1 \) as prototypes to attract nearby historical data samples forming Voronoi tessellations using Eqn. (14). This results in \( N \) new data clouds, \( C_i^t \) \( (j = 1, 2, ..., N) \). Subsequently, the meta-parameters of each data cloud, which include cardinality, \( S^t_{i,j} \), mean/prototype, \( p^t_{i,j} \), and average square Euclidean norm \( X^t_{i,j} \), are extracted. With these updated meta-parameters \( \{ (p^t_1), \{X^t_1, \{S^t_1 \}} \) and \( \{a^t_1 \}) \), the fitness of a particle is calculated by the following objective function:

\[
F(P^t_1) = \frac{1}{K} \sum_{k=1}^{K} (y_k - f^t_1(x_k))^2, \tag{26}
\]

where \( f^t_1(x) \) is the mathematical model of ALMMo* same as Eqn. (2) but with the antecedent and consequent parameters derived directly from \( P^t_1 \). This objective function, \( F(P^t_1) \), essentially calculates the root mean square error (RMSE) between the outputs of the ALMMo* system (obtained so far) using historical training data \{\( x_1, x_2, ..., x_K \)} as the inputs and the corresponding desired outputs, namely, \{\( y_1, y_2, ..., y_K \}\}. Therefore, the value of \( F(P^t_1) \) directly reflects the effectiveness of ALMMo* on approximating the given (nonlinear) prediction problem.

Then, the individual best position of each particle, \( P^t_1 \) is set as: \( P^t_1 \leftarrow P^t_1 \) and the global best position, \( G^t \) is selected from the swarm according to the following rule:

\[
G^t \leftarrow P^t_i; \quad i^* = \arg \min_{i=1,2,...,L} (F(P^t_i)). \tag{27}
\]

Stage 2. Particle Updating

In this stage, the algorithm iteratively searches the space for a better solution. The velocity, \( v^t_{i+1} \) of each particle (assuming the \( i^{th} \) one, \( i = 1, 2, ..., L \) \( P^t_i \) is firstly calculated by the following:

\[
v^t_{i+1} = \omega v^t_i + c_1 r_1 \circ (P^t_i - P^t_1) + c_2 r_2 \circ (G^t - P^t_i); \tag{28}
\]

where \( v^0_i = 0_{N \times 2(M+1)} \); \( \omega \) is the inertia weight determining how much the current velocity is preserved; \( c_1 \) and \( c_2 \) are the two acceleration coefficients that determine the relative learning weights of \( P^t_1 \) and \( G^t \); and \( r_1 \) and \( r_2 \) are two randomly generated matrices with the same dimensionality of \( P^t_i \) following uniform distribution with the value range of \([-0,1]\).

To prevent a particle from moving too fast, the following constraint is applied:

\[
\begin{align*}
\begin{cases}
v^t_{i+1}(k,j) &= v^t_j, & \text{if } v^t_{i+1}(k,j) > v^t_j; \\
v^t_{i+1}(k,j) &= -v^t_j, & \text{if } v^t_{i+1}(k,j) < -v^t_j;
\end{cases}
\end{align*}
\tag{29}
\]

\[
\begin{align*}
\begin{cases}
v^t_{i+1}(k,j) &= v^t_j, & \text{if } v^t_{i+1}(k,j) > v^t_j; \\
v^t_{i+1}(k,j) &= -v^t_j, & \text{if } v^t_{i+1}(k,j) < -v^t_j;
\end{cases}
\end{align*}
\tag{29}
\]
where \( v_{i}^{t+1}(k,j) \) denotes the element at the \( k^{th} \) row \( j^{th} \) column of \( v_{i}^{t+1} \); \( v_{ij}^{t} = 0.1 \cdot \beta_{j} \). Then, the particle is updated with the velocity using Eqn. (30):

\[
P_{i}^{t+1} = P_{i}^{t} + v_{i}^{t+1}.
\] (30)

After this, the fitness of the updated particle, \( P_{i}^{t+1} \) is calculated using Eqn. (26), and the following two conditions are examined:

**Condition 4a:** If \( F(P_{i}^{t+1}) < F(P_{b}) \)

Then \( P_{b} \leftarrow P_{i}^{t+1} \) (31a)

**Condition 4b:** If \( F(P_{i}^{t+1}) < F(G_{b}) \)

Then \( G_{b} \leftarrow P_{i}^{t+1} \) (31b)

Then, the next particle \( (i \leftarrow i+1) \) is updated using the same algorithmic procedure (Eqn. (28)-(31)). After all the particles have been updated during the current iteration, the algorithm iterates \( (t \leftarrow t + 1) \) until convergence or a certain predefined maximum iteration number is reached.

**Stage 3. Fuzzy Rule Base Updating**

After the algorithm converges or the maximum iteration number has been reached, the optimization process is completed and the global best position \( G_{b} \) is used to derive the optimal parameter setting \( \{p\}, \{X\}, \{S\} \) and \( \{a\} \), from data by forming data clouds \( \{C\} \) in the data space. Other related meta-parameters, namely, \( \Lambda_{j} \leftarrow 1, \eta_{j} \leftarrow 1, I_{j} \leftarrow K \) and \( \Theta_{j} \leftarrow \Omega_{n}I_{(M+1)\times(M+1)} \) are reset accordingly for each data cloud, \( C_{j} \) \( (j = 1, 2, ..., N) \). The flowchart of the optimization process of the proposed algorithm is presented in Fig. 3.

![Flowchart of PSO-based EIS optimization](Image)

**Fig. 3:** Flowchart of PSO-based EIS optimization.

Note that the optimization process implemented by the proposed algorithm can be triggered at any point of the online learning process. The ALMMo* system after optimization using past data can continuously learn from new observations in a “one pass” manner as normal. Indeed, it can be optimized for multiple times during the entire learning process if computational resources permit. Nonetheless, without losing generality, the proposed optimization algorithm is only executed at the end of the online learning process unless specifically declared otherwise. In summary, **Algorithm 1** presents the pseudocode of the proposed procedure for PSO-based ALMMo* optimization.

**Algorithm 1** PSO-based ALMMo* optimization.

// **ALMMo* online learning process** //

while new observation, \( x_{k} \) is available do

if \( k = 1 \) then

end of the online learning process unless specifically declared

else

generate \( \hat{y}_{k} \) by (2)-(4)

update \( \mu \) and \( \chi \) by (10)

if Condition 1 is satisfied then

if Condition 2 is satisfied then

update \( C_{n} \) by (15)

else

end if

update \( C_{n} \) by (17)

end if

end if

end while

// **PSO-based optimization process** //

\( t \leftarrow 0 \)

initialize \( S \) by (22)-(25)

for \( i = 1 \) to \( L \) do

\( P_{bi} \leftarrow P_{i}^{t} \)

end for

select \( G_{b} \) by (27)

while terminal condition is unsatisfied do

for \( i = 1 \) to \( L \) do

update \( P_{i}^{t} \) to \( P_{i}^{t+1} \) by (28)-(30)

calculate \( F(P_{i}^{t+1}) \) by (26)

if Condition 4a is satisfied then

\( P_{b} \leftarrow P_{i}^{t+1} \)

end if

if Condition 4b is satisfied then

\( G_{b} \leftarrow P_{i}^{t+1} \)

end if

end for

end while

derive \( \{C\} \) from \( G_{b} \)

obtain \( \{p\}, \{X\}, \{S\} \) and \( \{a\} \)

for \( i = 1 \) to \( L \) do

\( \Lambda_{i} \leftarrow 1 \)

\( \eta_{i} \leftarrow 1 \)

\( I_{i} \leftarrow K \)

\( \Theta_{i} \leftarrow \Omega_{n}I_{(M+1)\times(M+1)} \)

update \( R_{i} \) with \( p_{i} \) and \( a_{i} \)

end for
V. COMPUTATIONAL COMPLEXITY ANALYSIS

A. ALMMo*

The computational complexity of each step of ALMMo* is analyzed here. Since the complexity is dynamically changing subject to the system structure of ALMMo* and the similarity between the current observation and the historical ones, for generality, the analysis is conducted at the time instance when the $K^{th}$ new observation is reached.

Stage 1 concerns system initialization only, and the computational complexity is $O(M)$. In addition, for any $K > 1$, this stage is not performed. The system output is produced at stage 2. The complexity for calculating the firing strengths of the $N$ fuzzy rules is $O(MN)$ thanks to the recursive calculation form (Eqn. (4) and (31)). Thus, the complexity of stage 2 is $O(MN)$ as well. Stage 3 is for updating the global meta-parameters ($\mu$ and $\chi$), and its computational complexity is $O(M)$. Stage 4 involves fuzzy rule base updating. The complexity of computing the global density values at $x_K$ and $\{p\}_x$ is $O(M(N + 1))$. The complexity of updating a particular rule or adding a new rule is $O(M)$. Stage 5 is related to fuzzy rule quality monitoring. The most computation costs at this stage take place when calculating the firing strength and thus, the computational complexity of this stage is the same as that of stage 4. Stage 6 requires significantly more computational resources for updating the consequent parameters of fuzzy rules because the FWRLS method needs to update the covariance matrix, see Eqn. (21a). The computational complexity of this stage is $O((M + 1)^2N)$. The final stage updates the existing fuzzy rules with the latest premise and consequent parameters, and its computational complexity is negligible.

Therefore, the maximum computational complexity of each processing cycle of ALMMo* is $O((M + 1)^2N)$, and the overall computational complexity of the entire learning process is $O((M + 1)^2NK)$.

B. Proposed Optimization Algorithm

The computational costs of the proposed optimization algorithm are closely related to the costs of the canonical PSO algorithm. The optimization process involves procedures of initialization, fitness evaluation, and velocity and position updating for each particle. The computational complexity for initializing the swarm is $O((2M + 1)NL)$, where $L$ stands for the number of particles. Fitness evaluation for each particle at each iteration cycle has the computational complexity of $O(MNK)$ due to the particular objective function (Eqn. (26)) used. The complexity of velocity and position updating per particle at each iteration cycle is $O((2M + 1)N)$ as well. Therefore, assuming that the total iteration number is $U$, the overall computational complexity of the optimization process using the proposed algorithm is $O(MNKL)$.

VI. EXPERIMENTAL INVESTIGATION

In this section, numerical examples are performed for validating the proposed concept and general principles. This experimental study on performance evaluation is based on running the proposed approach over a range of problems. These include: five real-world benchmark regression problems, one Mackey-Glass time series prediction problem, one nonlinear system identification problem and three financial data prediction problems.

The optimized ALMMo* system by the proposed approach is renamed as “particle swarm optimized ALMMo*” (PSO-ALMMo*) for clarity. By default, the parameter setting for the PSO algorithm follows the common practice in the literature [37], namely, $\omega = 0.7298$; $c_1 = c_2 = 1.49618$; the population size is 100 and the maximum iteration number is 200. The reported results in this section are obtained after 25 times Monte Carlo experiments. Details of the comparative approaches involved are summarized in Supplementary Table ST.I. Source code of PSO-ALMMo* is available at: https://github.com/Gyx.

A. Regression Problems

Five real-world benchmark regression problems, namely, (1) Auto, (2) Autompg, (3) Triazines, (4) Delta Ailerons and (5) California Housing are herein used for performance evaluation. Details of these are summarized in Supplementary Table ST.II. As with the common practice in the research area, all the input and output attributes are normalized in advance to the range of $[0, 1]$.

During each experiment, ALMMo* firstly learns from the training set on a sample-by-sample basis. It is subsequently optimized by the proposed PSO-based algorithm based on all historically collected training data after the online learning process is finished. The performance of PSO-ALMMo* is evaluated on the basis of the testing sets, and the results are reported in Table I in terms of the average prediction accuracy (RMSE with respect to ground truth) and the number of rules derived, denoted by #(Rules) in the table. The curves of RMSE convergence on the five benchmark problems are given in Fig. 4. The prediction results by ALMMo* and ALMMo are also reported in the same table as the baseline under the same experimental protocol. The self-boosting (SB) algorithm [28], which is specifically designed for optimizing EISs, is also involved in this example to better evaluate the effectiveness of the proposed approach. From Table I it can be seen that the proposed optimization algorithm is able to effectively improve the prediction accuracy of ALMMo* on all five benchmark problems. In particular, for Auto and Autompg datasets, the prediction accuracy of the system after the optimization process is improved for more than 20%, and for Triazines dataset, the performance is improved for more than 50%. Moreover, the proposed PSO-based optimization algorithm outperforms the SB algorithm in four out of five cases.

To demonstrate the importance of using ALMMo* to provide the initial parameters for optimization with PSO, dummy PSO-ALMMo* is employed for comparison. Dummy PSO-ALMMo* keeps the same ALMMo* framework, namely, the same number of fuzzy rules, but uses randomly initialized antecedent and consequent parameters for optimization. The results obtained by dummy PSO-ALMMo* (setting 1) are
reported in Table I. In addition, the same experiments are repeated by varying the number of fuzzy rules of dummy PSO-ALMMo* from 3 to 18 (setting 2), and the results are reported in Supplementary Table ST.III. Based on Table I and Supplementary Table ST.III it can be seen that PSO-ALMMo* offers significantly higher performance than dummy PSO-ALMMo* because the parameters learned by ALMMo* provide a good initialization for PSO and expedite it to converge to high-quality solutions.

The prediction performance of PSO-ALMMo* is further compared with the state-of-the-art approaches under the same experimental protocol. The comparison is also reported in Table I. For Trazines, DENFIS [11] fails because of the high-dimensional input attributes and hence, its result is not reported. As can be seen from the comparison, PSO-ALMMo* is able to achieve very high prediction accuracy on the testing data surpassing or, in the worst case, on par with the state-of-the-art approaches.

Apart from the prediction error, statistical significance of the performance improvement of the proposed approach is analyzed in comparison with alternative approaches, by running the statistical pairwise \( t \)-tests. In this paper, Fisher’s method is employed to combine the \( p \)-values returned from the hypothesis tests on the 25 times Monte Carlo experiments:

\[
X^2 = -2 \sum_{h=1}^{H} \ln(p_h),
\]

where \( p_h \) is the \( p \)-value of the \( h \)-th hypothesis test \((h = 1, 2, \ldots, H)\); \( H = 25 \). The \( X^2 \) values returned from the \( t \)-tests between PSO-ALMMo* and alternatives are presented in Table II, where “Inf” denotes infinite value. Note that the test statistic \( X^2 \) tends to be large when the \( p \)-values are small, which suggests that the null hypotheses are true for every test. If the obtained \( p \)-values from the 25 hypothesis tests are all greater than 0.05, \( X^2 \) is smaller than 149.7866. In addition, pairwise \( t \)-tests are also performed between the ground truth and all approaches, and the returned test statistic \( X^2 \) values are reported in Table II as well. From Table II it can be seen that the predictions made by PSO-ALMMo* are significantly better than most alternatives and are very close to the ground truth.

To compare between the online learning abilities of ALMMo* and ALMMo, the performances of both algorithms are evaluated by following the typical online learning evaluation method, “test-then-train” on a single epoch using the five benchmark problems as well as three other problems (including a nonstationary one) that are involved in the numerical examples to be presented later, and the results are given in Supplementary Table ST.IV. It is noticeable that the online learning performance of ALMMo* system is stronger than ALMMo thanks to the Gaussian kernel function used.

The same five problems are further considered to assess the learning ability of PSO-ALMMo* by breaking the time dependence between training samples. In this investigation, the order of training samples is randomly scrambled, and the statistical performance of the proposed algorithm is reported in Table III in the form of mean \( \pm \) std in terms of prediction RMSE and \#(Rules). From Table III it is shown that PSO-ALMMo* outperforms all other approaches in most cases demonstrating that the proposed optimization approach can, indeed, effectively improve the prediction accuracy of ALMMo*.

Numerical experiments are also conducted to evaluate the continuously learning ability of PSO-ALMMo*. The same experimental protocol as above is employed. However, the proposed optimization algorithm is here executed at the middle of the learning process using the first half of the training set. The statistical results are reported in supplementary Table ST.V. Such results illustrate that unlike other approaches, PSO-ALMMo* can continue to learn from new observations in a “one pass” manner and can successfully follow changing data patterns without a full retraining by autonomously gaining new fuzzy rules and discarding stale rules with trivial contributions to the overall system output.

To further demonstrate the merits and generality of the proposed optimization algorithm, it is applied for optimizing ALMMo [7], AnYa [50] and FCMMS [53] following the same experimental protocol as Table III. The more recently introduced GLPSO algorithm [37] is used for optimizing the EISs under the same framework as described in Section IV. The parameter setting of GLPSO follows the mode of [37], namely, \( \omega = 0.7298 \); \( c_1 = c_2 = 1.49618 \); the population size is 100 and the maximum iteration number is 200. The numerical results are reported in Supplementary Table ST.VI. The results show that the proposed approach can effectively optimize the antecedent and consequent parts of other EISs with similar operating mechanisms, enhancing their prediction performance. Interestingly, such results also reflect the fact that the effectiveness of the proposed optimization approach can be further enhanced by using more advanced PSO variants.

### B. Mackey-Glass Time Series Prediction

The proposed PSO-ALMMo* is, in this subsection, tested on the widely-used chaotic Mackey–Glass time series. The detailed problem description is given in Supplementary Material. The prediction accuracy in terms of nondimensional error index (NDEI) and \#(Rules) obtained by PSO-ALMMo* and alternative prediction approaches are given in Table IV. It can

Fig. 4: Convergence curves of proposed optimization algorithm.
be seen that PSO-ALMMo* is able to produce the second best prediction result amongst all on this dataset (with the RMSE reduced for more than 55% after optimization). Whilst its system complexity is much lower than that of the approach with the best result.

**C. Nonlinear System Identification Problem**

This experiment uses a nonlinear system identification problem as a benchmark for further evaluating the performance of PSO-ALMMo*. The problem description is given in Supplementary Material. The performance of all involved approaches are given in Table V in terms of prediction RMSE and #(Rules). It is clearly shown that PSO-ALMMo* surpasses alternatives by producing the most accurate prediction result (with the RMSE dropping for more than 60% after optimization). In addition, its system complexity is also at the low end among the comparative algorithms. The identified fuzzy rules during online learning process and the optimized rules after the iterative optimization process by the proposed approach are tabulated in Supplementary Tables ST.VII and ST.VIII, respectively, for better demonstration.

**D. Nonstationary Regression Problems**

Nonstationary regression problems are typically more challenging than problems of other types. This is because they usually have much more frequent and intensive changes in the data patterns. Such problems are very useful for evaluating the performance of learning algorithms in complex real-world application scenarios. In this paper, three real-world financial data prediction problems are utilized for numerical examples, details of which are given in Supplementary Material.

In the first numerical example, the popular high-frequency trading problem named QuantQuote second resolution market dataset is considered. The data has been standardized online before conducting experiments. The results by PSO-ALMMo* as well as other competitive prediction approaches are reported in Table VI. As can be seen, PSO-ALMMo* produces the best prediction results in all experiments despite that the prediction accuracy of ALMMo* is below the average. This numerical example serves as a strong proof of the effectiveness of the proposed optimization approach.

The second nonstationary problem used for performance evaluation is named S&P 500 closing price prediction. The data has been normalized to the range of [0,1] in advance [60]. The prediction performance in terms of NDEI and #(Rules) obtained by PSO-ALMMo* for the proposed and alternative fuzzy and neuro-fuzzy approaches are tabulated in Table VII, demonstrating that PSO-ALMMo* outperforms all the comparative approaches on this dataset.

The performance of PSO-ALMMo* is further evaluated on the foreign currency exchange rate prediction problem. Note that foreign currency exchange rates usually do not change drastically in a short time. Thus, there is no significant difference between exchange rates of one day and the next day. The statistical performance, in terms of RMSE and #(Rule), of PSO-ALMMo* is reported in Table V in terms of RMSE and #(Rules), of PSO-ALMMo* is reported in Supplementary Table ST.IX, and the results by other approaches are tabulated in the

---

**TABLE I: PERFORMANCE COMPARISON ON REAL-WORLD BENCHMARK PROBLEMS**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Auto</th>
<th>Autompg</th>
<th>Triazines</th>
<th>Delta Ailerons</th>
<th>California Housing</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ALMMo*</td>
<td>0.0425</td>
<td>0.0694</td>
<td>0.0043</td>
<td>0.0497</td>
<td>0.0711</td>
</tr>
<tr>
<td>ALMMo*</td>
<td>0.0500</td>
<td>0.0858</td>
<td>0.0092</td>
<td>0.0311</td>
<td>0.0791</td>
</tr>
<tr>
<td>Dummy PSO-ALMMo*</td>
<td>0.3902</td>
<td>0.1939</td>
<td>0.7424</td>
<td>0.1004</td>
<td>0.3350</td>
</tr>
<tr>
<td>SB-ALMMo*</td>
<td>0.0457</td>
<td>0.0850</td>
<td>0.0022</td>
<td>0.0506</td>
<td>0.0734</td>
</tr>
<tr>
<td>ALMMo [7]</td>
<td>0.0568</td>
<td>0.0842</td>
<td>0.0078</td>
<td>0.0512</td>
<td>0.0777</td>
</tr>
<tr>
<td>SB-ALMMo [28]</td>
<td>0.0432</td>
<td>0.0934</td>
<td>0.0022</td>
<td>0.0512</td>
<td>0.0771</td>
</tr>
<tr>
<td>DENFIS [11]</td>
<td>0.4516</td>
<td>0.1458</td>
<td>7</td>
<td>7</td>
<td>0.0497</td>
</tr>
<tr>
<td>CEFNS [12]</td>
<td>0.0666</td>
<td>0.0750</td>
<td>0.0452</td>
<td>0.0502</td>
<td>3</td>
</tr>
<tr>
<td>ESAFIS [51]</td>
<td>0.0604</td>
<td>0.0731</td>
<td>0.0331</td>
<td>0.0506</td>
<td>13</td>
</tr>
<tr>
<td>SAFIS [17]</td>
<td>0.1184</td>
<td>0.0993</td>
<td>0.0581</td>
<td>0.0549</td>
<td>14</td>
</tr>
<tr>
<td>AyYa [50]</td>
<td>0.0604</td>
<td>0.0958</td>
<td>0.0224</td>
<td>0.0515</td>
<td>1</td>
</tr>
<tr>
<td>eTS [14]</td>
<td>0.0535</td>
<td>0.0864</td>
<td>0.0179</td>
<td>0.0513</td>
<td>4</td>
</tr>
<tr>
<td>Simpl.eTS [22]</td>
<td>0.0765</td>
<td>0.0765</td>
<td>0.0197</td>
<td>0.0512</td>
<td>4</td>
</tr>
<tr>
<td>MCFIS [52]</td>
<td>0.0689</td>
<td>0.0806</td>
<td>0.0556</td>
<td>0.0509</td>
<td>15</td>
</tr>
<tr>
<td>MCH2FIS [18]</td>
<td>0.0687</td>
<td>0.0806</td>
<td>0.0556</td>
<td>0.0509</td>
<td>15</td>
</tr>
</tbody>
</table>

**TABLE II: p-VALUE IN STATISTICAL PAIRWISE t-TEST ANALYSIS**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Auto</th>
<th>Autompg</th>
<th>Triazines</th>
<th>Delta Ailerons</th>
<th>California Housing</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ALMMo* vs Ground Truth</td>
<td>0.0497</td>
<td>0.0711</td>
<td>0.0311</td>
<td>0.0791</td>
<td>0.0777</td>
</tr>
<tr>
<td></td>
<td>0.0457</td>
<td>0.0734</td>
<td>0.0506</td>
<td>0.0734</td>
<td>0.0777</td>
</tr>
<tr>
<td></td>
<td>0.0432</td>
<td>0.0771</td>
<td>0.0512</td>
<td>0.0771</td>
<td>0.0771</td>
</tr>
<tr>
<td></td>
<td>0.4516</td>
<td>0.0497</td>
<td>11</td>
<td>0.0715</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>0.0666</td>
<td>0.0750</td>
<td>0.0452</td>
<td>0.0502</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0.0604</td>
<td>0.0731</td>
<td>0.0331</td>
<td>0.0506</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>0.1184</td>
<td>0.0993</td>
<td>0.0581</td>
<td>0.0549</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>0.0604</td>
<td>0.0958</td>
<td>0.0224</td>
<td>0.0515</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.0535</td>
<td>0.0864</td>
<td>0.0179</td>
<td>0.0513</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.0765</td>
<td>0.0765</td>
<td>0.0197</td>
<td>0.0512</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.0689</td>
<td>0.0806</td>
<td>0.0556</td>
<td>0.0509</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>0.0687</td>
<td>0.0806</td>
<td>0.0556</td>
<td>0.0509</td>
<td>15</td>
</tr>
</tbody>
</table>
same table for comparison. Despite there being no significant difference between the exchange rates of two consecutive days as aforementioned, the performance of ALMMo* is still improved by the proposed optimization algorithm.

### E. Remarks

Numerical examples presented in this paper demonstrate that the proposed approach can effectively optimize first-order EISs for better performance. In particular, the following remarks are worth noting:

Firstly, the performance of a first-order EIS depends on many different factors, including model size, rule form (e.g., zero-order, first-order), membership function type (e.g., Gaussian, Cauchy, triangular), and inherent learning mechanisms, etc. An EIS may also behave very differently for different problems depending on their nature.

Secondly, PSO, in general, produces better results on the first-order EISs with a smaller model size because of the lower dimensionality of the problem space (see Supplementary Table ST.VI). This is also observed from numerical examples presented in [26], where PSO is employed for zero-order EIS optimization.

### VII. Conclusion

This paper presents a PSO-based approach for first-order EIS optimization. The proposed approach is generic and purely data-driven. It simultaneously optimizes the antecedent and consequent parameters of EISs, learning the optimal models based on historically observed data. Moreover, the proposed approach does not change the underlying operating mechanisms and learning behaviors of EISs. The optimized system model can continuously self-update from new observations in a “one pass” manner without a full retraining. Experimental...
TABLE VI: PERFORMANCE COMPARISON ON QUANTQUOTE DATASET

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>NDEI</th>
<th># (Rules)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ALMMo*</td>
<td>0.3514 ± 0.1756</td>
<td>9.6 ± 2.4</td>
<td></td>
</tr>
<tr>
<td>ALMMo*</td>
<td>0.5983 ± 0.6200</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>SB-ALMMo [28]</td>
<td>0.3361 ± 0.1864</td>
<td>4.8 ± 1.6</td>
<td></td>
</tr>
<tr>
<td>ALMMo [7]</td>
<td>0.3471 ± 0.3974</td>
<td>9.1 ± 2.4</td>
<td></td>
</tr>
<tr>
<td>FCMMIS [53]</td>
<td>0.4142 ± 0.3129</td>
<td>6.2 ± 3.0</td>
<td></td>
</tr>
<tr>
<td>ESAFIS [51]</td>
<td>0.4338 ± 0.2629</td>
<td>5.2 ± 0.9</td>
<td></td>
</tr>
<tr>
<td>SAFIS [17]</td>
<td>0.8337 ± 0.6703</td>
<td>22.2 ± 7.4</td>
<td></td>
</tr>
<tr>
<td>AnYa [50]</td>
<td>0.9509 ± 0.7445</td>
<td>4.5 ± 0.8</td>
<td></td>
</tr>
<tr>
<td>FNN</td>
<td>0.584 ± 0.8356</td>
<td>/</td>
<td></td>
</tr>
<tr>
<td>LSTM [58]</td>
<td>0.3456 ± 0.1662</td>
<td>/</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VII: PERFORMANCE COMPARISON ON S&P 500 DATASET

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>NDEI</th>
<th># (Rules)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ALMMo*</td>
<td>0.5278 ± 0.1963</td>
<td>8.7 ± 1.9</td>
</tr>
<tr>
<td>ALMMo*</td>
<td>1.637 ± 1.0679</td>
<td>/</td>
</tr>
<tr>
<td>SB-ALMMo [28]</td>
<td>0.5482 ± 0.2388</td>
<td>4.5 ± 2.3</td>
</tr>
<tr>
<td>ALMMo [7]</td>
<td>1.2946 ± 1.3765</td>
<td>8.4 ± 2.0</td>
</tr>
<tr>
<td>FCMMIS [53]</td>
<td>0.6099 ± 0.3138</td>
<td>6.0 ± 2.9</td>
</tr>
<tr>
<td>ESAFIS [51]</td>
<td>1.3982 ± 1.4781</td>
<td>25 ± 1.1</td>
</tr>
<tr>
<td>SAFIS [17]</td>
<td>1.9171 ± 1.7789</td>
<td>22.5 ± 18.8</td>
</tr>
<tr>
<td>AnYa [50]</td>
<td>1.0751 ± 0.9620</td>
<td>4.3 ± 0.7</td>
</tr>
<tr>
<td>FNN</td>
<td>0.7968 ± 1.1031</td>
<td>/</td>
</tr>
<tr>
<td>LSTM [58]</td>
<td>0.5329 ± 0.2005</td>
<td>/</td>
</tr>
</tbody>
</table>

investigation with a range of real-world data-based benchmark problems demonstrate that the proposed optimization approach effectively improves the overall performance of EIS.

There are several considerations for further works Firstly, it is interesting to examine and introduce any new mechanism to monitor the quality of identified fuzzy rules during the optimization process. By removing useless fuzzy rules, efficiency can be gained over the computation- and memory- resource required. Secondly, the optimization process is conveniently conducted at the end of the online learning process, it would be very useful to develop certain criteria that can help EIS to self-determine when to carry out system optimization to ensure the high system performance being maintained. Another important direction is to consider alternative EC techniques (e.g., genetic algorithms) for EIS optimization. Different EC techniques have different pros and cons, it may be beneficial to investigate how they perform comparing with the use of PSO.
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