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Abstract—Nowadays, the conventional healthcare domain has
witnessed a paradigm shift towards patient-driven healthcare 4.0
ecosystem. In this direction, healthcare recommender systems
provide ubiquitous healthcare services to the end users even
on the move. However, there are various challenges for the
design of patient driven healthcare recommender systems. Some
of the major challenges are: a) handling huge amount of data
generated by smart devices and sensors, b) dynamic network
management for real-time data transmission, and c) lack of
knowledge gathering and aggregation methods. For these reasons,
in this paper; DLRS: A Deep Learning based Recommender System
using software defined networking (SDN) is designed for smart
healthcare ecosystem. DLSR works in the following phases: a) a
tensor-based dimensionality reduction algorithm is proposed for
removing unwanted dimensions in the acquired data, b) a decision
tree-based classification scheme is presented for categorization
of the patient queries on the basis of different diseases, and
c) a convolutional neural network based system is designed
for providing recommendations about the patient health. On
evaluation, the results obtained prove the superiority of the
proposed scheme in contrast to existing competing schemes.

Index Terms—Deep Learning, Dimensionality Reduction,
Healthcare, Recommender Systems, Software-defined Networks.

I. INTRODUCTION

With the migration of rural population to urban cities, an

optimized usage of existing infrastructure paved the way for

the design of various applications in the smart cities. One of

such application is smart health care, which is essential for

the mankind survival. The basic principle behind the smart

healthcare ecosystem is the usage of smart devices, sensor and

IoT to provide improved health care services at low cost to the

smart city residents readily at any location and time [1]. Since

the doctor-patient ratio in developing countries is very poor,

so, smart healthcare can play a vital role for monitoring patient

health from a remote location through body sensors, which can

transmit the data to the cloud, which doctors can access and

provide prescriptions [2]. These sensors are easily available in

market, which are implantable or wearable and can be used for

remote health monitoring. Some of the IoT based healthcare

devices are based on Arduino and Raspberry Pi.

Nowadays, the healthcare systems transformed to a more

effective patient driven platform known as Healthcare 4.0. This

platform is patient driven concept, which enables personaliza-

tion of patients’ health through recommendations using cloud

computing and IoT [3]. However, the design of Healthcare 4.0

ecosystem has to face various challenges [4] such as interop-

erability, decentralization, real-time capability, service orienta-

tion and many more. any authors have proposed recommender

systems for providing healthcare solutions to the patients. For

instance, Duan et al. [5] proposed a recommender system for

nursing care applications to provide clinical decision support

and nursing education to boost the performance of existing

practices. Thong et al. [6] used fuzzy logic to create a recom-

mender system for medical diagnosis to manage the uncertain

behavior in clinical experiences of the users. In [7], the authors

proposed a framework for personalized clinical prescription

on the basis of information available in the previous medical

records of the users. The authors combined artificial neural

networks with case-based reasoning to improve the efficiency

of recommender systems and to reduce the prediction errors.

In addition to it, the use of clustering algorithms in healthcare

recommender systems has been studied in [8].

However, the major challenges in these recommender sys-

tems still remain the same, i.e., data analytics and data

management. The data in healthcare services is gathered at

a rapid pace which requires a specialized process to handle.

So, a data reduction technique needs to be incorporated

in the existing recommender system which considers only

the important data. Moreover, the advancements in machine

learning and related techniques can be used by the healthcare

recommendation systems to learn the hidden data patterns.

Moreover, the underlying network resources can be optimized

to gather and process the data at a rapid pace which results in

minimum additional delay. Considering all these aspects, this

paper proposes a software defined network (SDN)-enabled and

deep leaning based healthcare recommender system for disease

classification on the basis of gathered data for recommending

the doctor about the treatment of a disease.



A. Contributions

After analysis of the above facts, DLRS: A Deep Learning

based Recommender System using SDN is designed, which

works in following phases.

• A Software defined healthcare ecosystem model compris-

ing of three decoupled planes is designed for seamless

transfer of healthcare data.

• A tensor-based dimensionality reduction is used to re-

move unwanted dimensions from heathcare data.

• A decision tree-based classification is used to categorize

the patient queries based on different diseases.

• A convolutional neural network based system is designed

for providing recommendations about the patient health.

Fig. 1. SDN-based Healthcare scenario

II. SOFTWARE DEFINED HEALTHCARE ECOSYSTEM

Fig. 2 shows an SDN-enabled system model of a smart

healthcare network. The model is divided into three planes:

data, control, and application planes. The users are located at

the perception layer below the data plane. The planes of the

proposed architecture are discussed as below.

• Data Plane: It is also known as infrastructure layer, which

consists of edge switches and the access points (cellular

network). The first step is the data transmission service

where patients data is collected with the help of wireless

body sensors and is transmitted via a wireless link through

secure channel to the cloud server [9].

• Control Plane: The network controller software resides

at the control plane and intelligently handles the traffic

of the cloud server [10]. The control logic executed

by the network controller is initiated by step 2 i.e. the

dimensionality reduction process. With the help of this

process, the high dimensional tensor data is reduced

to a smaller size data by extracting only the relevant

features. Step 3 involves the data classification with the

help of decision tree. Based on the input parameters of

the patient, a decision tree is formed. The root node of

the tree is the most influencing feature of the patient.

The patient sex is the root node of the tree so based on

this input information, the output is stored in the left and

right child node of the tree. Now, the same pattern is

followed like the symptoms of the patient disease, which

is classified and finally stored as the different classes

pattern information at the leaf node. The next step is

the deep learning technique in order to recommend the

doctors for a particular disease classification.

• Application Plane: At the application plane, the multiple

applications are running like data monitoring, risk assess-

ment, doctor recommendation, and feedback. The last step

is the output returned by the deep learning approach. The

output is the list of doctors with their ranking. The patient

have multiple choices for selecting the nearby or remote

doctors based on their rankings. The final output is the

feedback session to which doctor did the patient choose

based on the feedback, the ranking gets updated.

Fig. 2. Recommender system

III. DLRS: THE PROPOSED FRAMEWORK

The proposed framework (DLRS) works in three phases,

which are described in the subsequent subsections. Moreover,

the flow of work in DLRS is depicted in Fig. 2.

A. Phase I: Dimensionality Reduction Scheme

The data generated by smart devices (Dgen) and pa-

tients (Dacq) is represented in tensor form, i.e., as a multi-

dimensional arrays. Generally, tensors are used to represent

the data with higher dimensions and different characteristics.

The representation of an n-order tensor T n is shown below.

T n ∈ Ro1×o2×o3...×on (1)

where, o1, o2,.., on represents the orders of a tensor, which

describe the dimensionality of data characteristics.

The healthcare data is represented in tensorized form as

a cross-product of n number of characteristics with multiple

dimensions, which is depicted as below.

E[a1 ⊗ a2 ⊗ a3 ⊗ ...an] = Ro1×a2×o3..×on (2)

where, a1, a2, ..., an denote different attributes of data (such

as, symptoms, previous disease history, etc), which are inde-

pendent of each other.



Now, Dgen and Dacq are converted into tensor form using

Eqs. (1 and 2), and represented as shown below.

Dgen → T gen, Dacq → T acq (3)

where, T gen and T acq represents sub-tensors for generated and

acquired data, respectively.

After converting the data into tensor form, the next step

is to remove the redundancy in data. So, the sub-tensors

are combined into a unified tensor (T un) using unified data

tensorization operation [11] and T un is represented as below.

f : (Dgen ∪ Dacq) → T gen ∪ T acq (4)

f(p,q) = v

where, p ∈ T gen, q ∈ T acq and u ∈ T un

Now, all the similar characteristics of tensors are combined,

thereby removing all the redundant data values. But, the

complexity of data is still high due to higher dimensionality.

The high complexity can end up in inconsistency in healthcare

recommendations. Therefore, to handle this problem, lower-

order tensor representation could be beneficial. Hence, T un is

converted into lower-order tensors having limited dimensions,

which are essential for healthcare recommendations. An nth

order tensor can be reduced into n matrices using a tensor

unfolding or matricization operation provided in [11]. For any

tensor (T n), the dimensions of unfolded n-order matrix into a

mode-i matrix is shown below.

T n ∈ Roi×(o1×o2×o3...×oi−1×oi+1....×on) (5)

s.t.

oi, 1 ≤ i ≤ n
n
∏

j=1

oj , i 6= j

where, oi and oj represent the number of rows and columns

of each mode-i matrix, respectively.

After performing matrix unfolding operation on T n, an

unfolded mode-i matrix (Mi) is decomposed using singular

value decomposition (SVD). The representation of Mi is

shown below.

Mi = ŮiS̊iV̊
∗
i (6)

where, Ůi, S̊i and V̊ ∗
i denote an orthogonal unitary matrix,

a diagonal matrix and the conjugate transpose of orthogonal

unitary matrix V̊i, respectively.

In Eq. 6, S̊i with non-negative entries, contains i singular

values represented as σi, which are shown below.

S̊i =











σ1 · · · · · · · · · 0
0 σ2 · · · · · · 0
...

...
. . .

...
...

0 · · · · · · σi 0











. (7)

s.t.

σ1 ≥ σ2 ≥ ...... ≥ σi > 0

Following the above SVD process, the rank of S̊i of

each mode-i matrix is approximated to a lower rank (r; s.t.

r ≤ n). This SVD process is applied on each mode-i matrix

incrementally to achieve low rank approximation. Now, the

orthogonal vectors of the truncated orthogonal unitary matrix

are projected on the initial tensor (T un) to obtain a reduced

tensor (T rd). An n-mode product operation is applied by Ůi

to reduce T un. The entire operation is shown as follows.

(T un ×n Ůi)ǫ1ǫ2....ǫk−1ǫkǫk+1....ǫn (8)

where, ǫ1, ǫ2....ǫk−1, ǫk, ǫk+1, ....ǫn are the dimensional at-

tributes of T n.

Now, Eq. 8 could be represent as shown below.

T rd = T un ×n
x=1 Ů

T
n (9)

T rd = T ×1 Ů
T
2 ×2 Ů

T
3 .....×n ŮT

n (10)

Finally, an approximated tensor (T app) can be reconstructed

from T rd, as and when required. The reconstruction process

is shown as below.

T app = T rd ×1 Ů1 ×2 Ů2 ×3 Ů3.......×n Ůn (11)

Algorithm 1 SVD-based dimensionality reduction algorithm

Input: Dgen and Dacq

Output: Tun, T rd and Tapp

1: Input Dgen and Dac

2: Dgen → T gen, Dacq → Tacq

3: Unified tensorization operation → T gen and Tacq

4: Unfolding operation → Tun

5: for (i=1; i ≤ n; i++) do

6: SV D(Mi) → Ůi, S̊i and V̊ ∗

i

7: Extract σi ← S̊i

8: Rank(S̊i) = n
9: while do(1 < r ≤ n)

10: Get (S̊) by pruning the smallest σi

11: Rank(S̊)
12: Reconstruct (Mi) using Eq. (6).

13: Extract Ůi, S̊i, andV̊
∗

i
14: end while
15: Store → Ůi.
16: Perform n-mode product operation of Ůi on Tun.
17: Get T rd using Eq.(10).
18: end for

19: Reconstruct Tapp using Eq.(11).

The above described dimensionality reduction process has

been presented in the form of Algorithm 1, which is elaborated

as ahead. The data acquired from patients or generated by

sensors, i.e., Dgen and Dacq is converted into tensorized

form (T gen and T acq) using Eq. 1. Now, unified tensorization

operation is applied on T gen and T acq. Here, the output

received is a unified tensor, i.e, T un (line 1-3). After this,

unfolding operation is applied on T un. Now, the unfolded

tensor is decomposed using SVD process and three matrices

(Ůi, S̊i and V̊ ∗
i ) are obtained using Eq. 6. From diagonal

matrix (S̊i), σi is extracted. After this, the rank of S̊i is

computed (line 4-8). Now, the smallest σi is pruned to get new

S̊i until the new rank r, which is lower than n is obtained. After

this process, Mi is reconstructed using Eq. 6. The complete

process is repeated till all the new matrices with lower rank

are obtained (line 9-14). Once this process is over, Ůi is stored

and n-mode product operation of Ůi is projected over T un.

Finally, T rd is generated using Eq. 10 (line 15-17). Whenever

required, T app can be reconstructed using Eq. 11 (line 18).



Algorithm 2 Disease Specific Classification Scheme

Input: D: Training dataset, k: Disease attributes, A(k): all attributes of k.
Output: Decision tree(τ{}).

1: procedure FUNCTION

2: root[Tree] = Null;
3: a = 0;
4: extract A(x);
5: if (δ== Null || tuples in δ belongs to same class) then
6: return ι as a leaf node belonging to same class;
7: end if

8: while (A(k) > 1) do

9: Compute ε(D);
10: for (℘ = 1;℘ ≤ A(k);℘++) do

11: Compute ε(D|A), G̃(D,A), G̃rat(D,A);
12: if (G̃rat[D,A] > a) then

13: a← G̃rat[D,A];
14: R{mx} = ℘;
15: end if
16: end for

17: R{mx} = Max(G̃rat(D,A));

18: Build R{mx} as parent node;
19: Ssub ← split S into k decision attributes;
20: for (℘ = 1;℘ ≤ k;℘++) do
21: τk ← (Ssub − R{max})
22: Join τk with the corresponding τ
23: end for

24: end while
25: return τ{};
26: end procedure

IV. PHASE II: DISEASE SPECIFIC CLASSIFICATION

The input data or patient query can relate to different

diseases, which should be classified into various disease spe-

cific categories for improving the accuracy of the recom-

mendations. In this direction, a decision tree based disease

specific classification scheme for incoming healthcare data

is designed, which classifies the data into different queues

on the basis of different diseases. For example, all the data

and queries related to heart disease are added to a single

queue and handled separately by the recommender system.

The incoming healthcare queries are classified according to

different diseases from 1 to k classes defined by a decision tree.

In the first step, the disease specific decision tree is trained with

respect to different disease features. Now, the trained decision

tree is implemented over an SDN controller located at the

control plane. The SDN controller is responsible to identify the

different disease classes. For simplicity, it is considered that

the trained healthcare data D consists of k types of diseases.

Accordingly, the entropy of D is described as follows.

ε(D) = −

k
∑

i=1

℘ilog2℘i (12)

where, ℘1, ℘2,..., ℘k represent the probability of each

disease listed in D.

The uncertainty of information depends directly on the value

of entropy. Therefore, a lower value of entropy means a lower

uncertainty in the information. Now, D is distributed into m

subsets based on the attribute A. Hence, the expected entropy

of x for D is computed as below.

ε(D|A) = −
k
∑

i=1

℘(Di)ε(Di) (13)

Now, the information gain is defined on the basis of the

original entropy and the entropy, which is shown as below.

G̃(D,A) = ε(D)− ε(D|A) (14)

After this, the value of G̃(D,A) is used to calculate the

information gain ratio, which is given as below.

G̃rat(D,A) =
G̃(D,A)

δ(D,A)
(15)

where, δ(D,A) represents the split information of A D, which

is defined as below.

δ = −

j
∑

i=1

℘(Di)log2℘(Di) (16)

On the basis of above defined aspects, the disease specific

classification Algorithm II is designed.

V. CNN MODEL FOR HEALTHCARE

The CNN is a deep learning counterpart of ANN in which

each layer learns from the input neurons (rather than just

adjusting the weights as the case with ANN). Due to their

ability to learn hidden features, CNN’s have already been

used extensively for wide variety of applications such as

image classification, traffic prediction, etc. [12], [13]. The

basic architecture of CNN model for healthcare recommender

system consists of an input layer, an output layer, and multiple

hidden layers in-between. The hidden layers in the CNN model

further consists of various rounds of convolutional and pooling

layers which are finally connected to the fully connected layers

before giving an output. As the healthcare data is in the form of

text and CNN takes vector as an input, therefore, the first step

in CNN processing is to convert the textual data into vector

form. For this purpose, natural language processing is applied

to the healthcare data to represent it in Rd dimensional vector,

where the value of d is taken as 100 [14]. Once the input vector

is created for the initial layer of CNN, this layer passes over

the information to the hidden layers in the group of words.

The advantage of grouping the words together is that they are

locally connected to the hidden layer neurons for a particular

region. This means that the traditional weight parameters used

in the artificial neural networks for different locations are

overlapped; thereby, these neurons share the same amount of

information with much less complexity and connectivity.

In the convolution hidden layer, a mask (also known as

function or kernel) is applied on the group of input words (also

known as receptive field). It should be noted here that the size

of the mask must be same as the size of the receptive field. So,

if we choose 5 words as the size of the group, then the row

vector will consist of 5× 100 = 500 vector values. When this

mask is applied to the receptive field, a weighted output of the

complete receptive field is computed and is given as the output

of the neuron which is later carried over to the pooling hidden

layer. The mask is moved over the input layer one step at a

time to cover all the values in the input vector space. So, if 100

convolution filters are to be applied on the input layer, the mask

M would lie in R100×500 where the size of each receptive field

in 500. For each receptive field, a weighted output is computed



by hidden neuron and this neuron also learns an overall bias

for the respective receptive field. The output of this hidden

neuron at (a, b)th position once the convolution operation is

completed can be mathematically represented as:

O1
ab = σ



B +

n
∑

i=0

n
∑

j=0

w(i,j)α(a+i,b+j)



 (17)

where, σ is the activation function, B is the value of bias,

w(i,j) is the weighted mask of dimension n × n, and α(a,b)

represents the input activation at (a, b)th position.

There are various types of activation function which are used

in this layer such as tanh or the sigmoid function which are

mathematically represented as:

σ = tanh(x) (18)

σ = 1/(1 + exp(−x)) (19)

where, x is an input to the neuron.

However, other functions also exist which have been proved

very useful in the past for the deep networks; one of which is

the rectified linear unit (ReLU) which is given by:

σ = max(0, a) (20)

This function is the popular choice in deep learning archi-

tectures because it is very easy to implement and the training

time with gradient descent is much less in this as compared

to the tanh or sigmoid functions. Thus, ReLU is used as the

activation function in the convolution layer to extract an output

from the input layer. The output of this layer is also called as

a feature map. Once the convolution operation is completed,

the output is passed to the hidden pooling layer (which is

immediate to the convolution layer) to further simplify the

output. In general, it creates a condensed feature vector of

different feature maps resulting from the convolution layer.

To perform the task of pooling, max-pooling is used in the

proposed scheme. In max-pooling, the maximum value of the

complete region is given as an output. The output of 1-max

pooling can be mathematically depicted as:

O2
b = max

1≤a≤n
O1

ab (21)

The advantage of max-pooling is that sometimes the role of

each word in the data is not equal and max-pooling helps

in choosing the words that play an important role.Another

advantage of performing the pooling operation is that it makes

the feature map less prone to small input variations and reduces

number of parameters that are required in the later stages.

Then, the convolution and pooling layers are repeated in many

stages and in the last stage, the complete network becomes

fully connected. Thus, at the last stage, every neuron at the

end of pooling layer is connected to every neuron in the output

layer. This is mathematically represented as:

O3 = w3O2 +B3 (22)

where, w3 is the corresponding weight vector of the neurons

and B3 is the bias.

Once the CNN model is created using the training dataset,

it is able to learn the hidden features in the data and is able to

provide the recommendations based on the learned features.

VI. RESULTS AND DISCUSSIONS

A case study for healthcare system comprising of 100

patients, 100 sensors, 20 doctors is considered to evaluate

the proposed scheme. The set of 20 doctors consists of 4

general physicians, 3 neurosurgeons, 3 heart specialists, 2 skin

specialist, 2 dermatologist, 2 pediatricians, 2 gynecologists

and 2 orthopedicians, which are geo-located in a smart city

environment. The network topology using SDN (Openflow

protocol) is designed in Mininet emulator [15]. The smart sen-

sors are deployed to monitor heart-beat rate, body temperature,

oxygen levels, and blood pressure. The evaluation parameters

considered for evaluation purposes are discussed as below.

• Dimensionality reduction ratio (ϕ) is defined as the ratio

of non-zero value ratio between T rd and Ůi to the non-

zero values of the T un, which is shown as below.

ϕ =
nz(T rd) +

∑n

i=1 nz(Ůi)

nz(T un)
(23)

• Network latency (t-) is the delay experienced for the trans-

mission of healthcare data from patient or sensor to the

SDN controller, where recommender systems operates. t-

is defined as below.

t- = t-pr + t-q + t-t + t-pg +  (24)

where, t-pr, t-q, t-t, t-pg and  represents processing, queuing,

transmission, propagation delays and jitter.

• Root mean squared error (RMSE): It is defined as below.

RMSE =

√

√

√

√

1

N

N
∑

t=1

(Dpr −Dac)2 (25)

where, Dpr and Dac are the predicted and actual classes

of diseases and n is the number of predictions.

• Mean absolute percentage error (MAPE): It is defined as:

MAPE =
1

N

N
∑

t=1

∣

∣

∣

∣

Dpr −Dac

Dpr

∣

∣

∣

∣

× 100 (26)

A. Evaluation Results

The data acquired from patients and sensors is converted

into sub-tensors, which are combined to form a T un by the

application of unified data tensorization operation. Now, SVD

scheme is applied on the T un followed by extraction of

singular values, which are pruned to obtain T rd. This reduced

tensor is an approximate representation of T un having all

the essential dimensions of healthcare data. After evaluation

of the case study, it is evident that the proposed framework

achieves higher approximation ratio in contrast to principal

component analysis algorithm. Fig. 3 shows the approximation

ratio achieved for the proposed framework. Similarly, the

reduction ratio achieved for the input data is also higher in

contrast to the existing variant. Fig. 3 shows the reduction ratio

achieved for the proposed framework. Here, an approximation

ratio decreases from 98.2% to 88.7% in line with the reduction

ratio depreciation from 87.2% to 11%. After analysis of these

results, it is evident that higher level of originality is sustained

for a higher reduction.



Fig. 3. Reduction and approximation ratios Fig. 4. Accuracy Fig. 5. Latency

TABLE I
ERROR FOR DIFFERENT TECHNIQUES

Technique RMSE MAPE

Random forest 0.619 7.46 %

Decision tree 0.424 4.64 %

After the data is reduced, it is classified by constructing

a disease specific decision tree. Once the disease data is

classified, the RMSE and MAPE are computed for the Dpr and

Dac. Table I shows the values of RMSE and MAPE obtained

for the proposed scheme. The results obtained show the

superiority of the proposed scheme in contrast to other variants

of its category. Finally, the healthcare data is provided to CNN

model as an input, which uses convolution and pooling layers

to learn the hidden patterns. Once, the healthcare profiles

are extracted, then they are used to provide recommendation

to the patients. After this process is complete, the patients

provide the feedback for the recommendations received by

them. Fig. 4 shows the evaluation results obtained for the

DLRS framework. In the end, it is necessary to evaluate the

latency for transmitting the healthcare data over SDN-enabled

framework. Fig. 5 shows the overall latency incurred, which

is lower in contrast to the conventional networks.

VII. CONCLUSION

In this paper, DLRS: a deep learning based recommender

system for SDN-enabled healthcare ecosystem is designed. The

major goal of DLSR is to provide a patient driven healthcare

recommender systems, which tackles challenges such as; 1)

handling huge amount of data generated by smart devices and

sensors, 2) dynamic network management for real-time data

transmission, and 3) lack of knowledge gathering and aggre-

gation methods. Initially, the data generated be various sensors

and queries entered by patients are collected and converted

into tensorized form. After tensorization, the dimensionality

reduction approach is applied on the data to obtain reduced

data, which consists of less but valuable dimensions. After

this step, the reduced data is classified using disease specific

decision tree scheme. Finally, this data is provided to CNN

model, which is responsible to provide the recommendations

to patients. The proposed scheme is evaluated using a case

study on the basis of various performance metrics such as-

dimensionality reduction ratio, approximation ratio, accuracy,

RMSE, MAPE and latency. The results obtained depict the

superiority of the proposed framework in comparison to the

existing schemes of its category.
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