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Abstract. Assessing redox conditions in soil and groundwater is challenging because redox 19 

reactions are oxygen sensitive, hence, destructive sampling methods may provide contact 20 

with air and influence the redox state. Furthermore, commonly used redox potential sensors 21 

provide only point measurements and are prone to error. This paper assesses whether 22 

combining electrical resistivity (ER) and self-potential (SP) measurements can allow the 23 

mapping of zones affected by anaerobic degradation. We use ER imaging because anaerobic 24 

degradation can release iron and manganese ions, which decreases pore water resistivity, and 25 

produces gas, which increases resistivity. Also, electrochemical differences between 26 

anaerobic and aerobic zones may create an electron flow, forming a self-potential anomaly. 27 

In this laboratory study, with four sand tanks with constant water table heights, time-lapse ER 28 

and SP mapped changes in electrical/electron flow properties due to organic contaminant 29 

(propylene glycol) degradation. Sampled pore water mapped degradation and water 30 

chemistry. When iron and manganese oxides were available, degradation reduced resistivity, 31 

because of cation release in pore water. When iron and manganese oxides were unavailable, 32 

resistivity increased, plausibly from methane production, which reduced water saturation. To 33 

bypass the reactions producing methane and release of metallic cations, a metal pipe was 34 

installed in the sand tanks between anaerobic and aerobic zones. The degradation creates an 35 

electron surplus at the anaerobic degradation site. The metal pipe allowed electron flow from 36 

the anaerobic degradation site to the oxygen-rich near surface. The electrical current sent 37 

through the metal pipe formed an SP anomaly observable on the surface of the sand tank. 38 

Time-lapse ER demonstrates potential for mapping degradation zones under anaerobic 39 

conditions. When an electrical conductor bridges the anaerobic zone with the near surface, 40 

the electron flow causes an SP anomaly on the surface. However, electrochemical differences 41 

between anaerobic and aerobic zones alone produced no SP signal. Despite their limitations, 42 

ER and SP are promising tools for monitoring redox sensitive conditions in unsaturated sandy 43 

soils but should not be used in isolation. 44 

Keywords. redox; resistivity; self-potential; organic contaminant; geobattery; degradation 45 
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1. Introduction 46 

In order to protect groundwater from degradable contaminants originating from the 47 

surface, one must be able to locate the contamination and identify the degradation processes. 48 

This requires the monitoring of contaminants and understanding of processes in the 49 

unsaturated zone. Several contaminants can be treated by actively releasing them on the 50 

surface for on-site treatment in the unsaturated zone (EPA, 2003). That has been 51 

implemented for sewage (Molle et al., 2005; Bekele et al., 2011; Petitjean et al., 2016; Gao et 52 

al., 2019), landfill leachate (Pi and Jang, 2006; Beaven and Knox, 2018) and airports in cold 53 

climates which uses large amounts of degradable de-icing chemicals (French and van der 54 

Zee, 2013). Conventional soil water sampling can suffer from low spatial sensitivity in 55 

heterogeneous environments. Moreover, manual sampling in sites such as airports is difficult 56 

because the most affected areas, next to the runways, are inaccessible for safety reasons. 57 

Although the fate of de-icing chemicals at airport sites have been studied for more than 20 58 

years (French et al., 2001; Jaesche et al., 2006; Nitschke et al., 1996; Murphy et al., 2014) it 59 

is still a concern worldwide (US EPA, 2018; Canadian EPA, 2018).  60 

At Oslo airport, Gardermoen, Norway, the degradable de-icing chemical propylene 61 

glycol (PG) is released along the runway every winter (100 to 200 tons per year, Wejden and 62 

Øvstedal, 2006). The infiltration of the contaminant is high during snowmelt at spring, then 63 

several months of no or little vertical transport follows, when infiltration is balanced by 64 

evapotranspiration (French et al., 1999). This provides extra time for the degradation process, 65 

and requires a different experimental setup than conventional flow through systems which are 66 

used to study steady state flow conditions in the saturated zone.  67 

Even though PG is an easily degradable contaminant, the total oxygen demand for 68 

complete degradation is high (Sezgin and Tonuk, 2013). Oxygen is the most efficient electron 69 

acceptor for organic degradation, and often assumed readily available in the unsaturated zone. 70 

However, field experiments have revealed that reduced iron and manganese appeared in the 71 

groundwater, showing that anaerobic conditions can prevail in the unsaturated zone (French 72 

et al., 2001; Lissner et al., 2013). Long-term consequence of such inputs and continued 73 

microbial degradation may finally lead to depletion of iron and manganese stocks in airport 74 

subsoils and aquifers, thus resulting in a growing threat of developing methanogenic 75 

conditions (Jaesche et al., 2006). Better systems for monitoring and improved contaminants 76 

degradations are issues of highest priority at Oslo airport. There is no active monitoring of the 77 
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unsaturated zone at this site, only the groundwater is monitored (Pers. com. K. Grotthing, 78 

Oslo airport, 2019). 79 

Monitoring degradation processes that involve both aerobic and anaerobic reactions is 80 

a challenge. Redox reactions are seldom at equilibrium in groundwater (Lindberg and 81 

Runnells, 1984). The risk with destructive sampling is that oxygen becomes available while 82 

drilling or digging in order to sample, hence biasing measurements. Traditional in situ redox 83 

potential (Eh) measurements with a platinum electrode and a reference electrode can be 84 

difficult to perform (Nyquist and Corry, 2002), because most probes (like combined 85 

Oxidation-Reduction Probes, ORP) are designed for water, not soil measurement, and/or the 86 

reference electrodes tend to leak (Fernandez et al., 2015). Furthermore, they only provide 87 

point measurements and thus are limited in heterogeneous environments. Lindberg and 88 

Runnells (1984) recommend abandoning measuring Eh to predict the equilibrium of redox 89 

reactions in normal groundwater because of their poor reliability. Instead, they suggest 90 

measuring redox sensitive species, for example oxygen, nitrate, iron, manganese, sulfides and 91 

methane to assess redox conditions. Production or depletion of these redox sensitive species 92 

changes the soil electrical properties. The soil electrical resistivity depends on soil texture, 93 

temperature, water content and water composition. When the three first conditions are 94 

constant over time, changes in resistivity reveal changes in water composition, such as ion 95 

release or removal, or gas release; both are possible consequences of degradation under 96 

anaerobic conditions.  97 

Electrical resistivity (ER) imaging is an established geophysical technique for 98 

mapping 2D and 3D spatial variation in subsurface electrical resistivity. ER imaging permits 99 

a preliminary assessment of an area’s hydrogeological make-up (e.g. Binley, 2015) due to the 100 

variability of soil physical properties (e.g. Waxman and Smits, 1968). In particular, ER is a 101 

powerful tool for investigating pore fluid properties, for example, mapping seawater intrusion 102 

(e.g., Nowroozi et al., 1999). Time-lapse ER imaging monitors changes in pore space 103 

electrical conductivity over time (water content, ion content and temperature). For example, 104 

Gasperikova et al. (2012) used a time-lapse approach to follow a nitrate plume. Similarly, 105 

Depountis et al. (2001) used a small-scale ER setup to monitor the migration of a salt plume, 106 

and Wehrer et al. (2013) investigated the transport of de-icing chemicals in a laboratory sand 107 

tank, both in unsaturated conditions. French et al. (2002), and French and Binley (2004) used 108 

time-lapse ER to monitor infiltration patterns and salt transport in an unsaturated sandy soil 109 

during snowmelt. Time-lapse ER has also been used to estimate methane and carbon dioxide 110 
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emission rates in landfills (Georgaki et al, 2008). Godio and Naldi, (2003) developed, with 111 

ER, a qualitative image of soil mineralisation, due to hydrocarbon degradation. 112 

Electrodiffusion, the passive transport of charged particles like ions, can be caused by 113 

anaerobic degradation near the interface between saturated and unsaturated zone, with 114 

resulting ion gradients between anaerobic and aerobic environments (Naudet et al., 2003; 115 

Maineult et al., 2006 and Arora et al., 2007). This is linked to the geobattery concept (Bigalke 116 

and Grabner, 1997) further developed by Revil et al (2009; 2010). A geobattery is a 117 

subsurface battery that generates current because of chemical reactions in the soil and pore 118 

water occurring at the battery’s poles. Naudet et al. (2003) used anomalies in the subsurface 119 

natural voltage, the self-potential (SP), to map geochemical conditions adjacent to a landfill 120 

site, and proposed iron (II) gradients as an explanation for the SP anomalies. Later studies 121 

document similar SP signals occurring where centimetre long cable bacteria transport 122 

electrons vertically between oxygen rich and anaerobic zones in lake sediments (Pfeffer et al., 123 

2012; Risgaard-Petersen et al., 2014). Rittgers et al. (2013) documented thoroughly, both 124 

experimentally and theoretically, how the source of current flow in a rusting metal object, 125 

linking the anaerobic and the aerobic zones, could be localized by a combination of time-126 

lapse SP and a single measurement of electrical conductivity. Revil et al. (2015) shows the 127 

same current flow phenomena in a metal pipe bridging aerobic and anaerobic zones where 128 

degradation of an organic solute occurs, hence creating an artificial biogeobattery. However, 129 

Revil et al. (2015) did not consider time-lapse monitoring of the groundwater chemistry; 130 

furthermore, their study was based on only one tank experiment.  131 

The work in this paper advances the preliminary study of Revil et al. (2015) by 132 

combining time lapse 3D ER imaging and 2D SP measurements. The first objective was to 133 

use geophysical methods to locate the contaminants and provide indirect information about 134 

the degradation process. The second objective was to examine whether the current flow in a 135 

metal pipe crossing the contaminated volume (as in Rittgers et al, 2013, Revil et al.; 2015) 136 

will affect the redox sensitive elements iron and manganese. In addition to the geophysical 137 

measurements, groundwater chemistry was monitored with water samples taken both in the 138 

saturated and unsaturated zone. This work compares a situation with and without a metal 139 

object (geobattery effect) as well as with and without contaminant (in contrast to only 140 

rusting) and uses four comparative tanks.  141 

2. Materials and methods 142 
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First, we explain the general set-up of the experimental design, then we describe 143 

further method details in specific sub-sections.  144 

Four laboratory tanks were constructed (Figure 1) and instrumented. One tank, 145 

labelled “Moreppen”, contained a mixed natural sand (1.8% organic matter, 20 g/kg iron and 146 

0.7 g/kg manganese) from a glacial till deposit, sampled from the topsoil (1 metre) at 147 

Moreppen, near Oslo airport (location discussed in French et al., 2001; French et al, 2002; 148 

French and Binley 2004). This soil was chosen due to the large number of background studies 149 

at the site, and it’s relevance for the specific problem of de-icing contamination at Oslo 150 

airport. The other three tanks contained washed, sieved sand from Spone quarry (no organic 151 

matter, 8 g/kg iron and 0.1 g/kg manganese), another glacial deposit near Oslo. Tanks 152 

labelled “Spone 1” and “Spone 2” were replicates; the tank labelled “Control” had no PG. 153 

Iron and manganese measured in sand samples after acid digestion and analysis with 154 

microwave plasma –atomic emission spectrometry (MS-AES) 4200 Agilent. 155 

 156 

Figure 1. 3D sketch of tank set up with its important elements: natural degradation (ND) and 157 

electron bridge (EB) sides, water table level (light blue), PG and tracer location (red points), 158 

metal pipe (grey), 288 stainless steel electrodes (black dots) for 10,164 ER measurements and 159 

six water samplers (dark blue) 5cm above and below the injection points.  160 

A metal pipe was installed as an electron bridge between aerobic and anaerobic zones 161 

(Figure 2), as developed by Fernandez (2018). To compare the electron bridge effect on PG 162 

degradation with background conditions (same soil type, temperature, depth), the tanks were 163 
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divided into two sections. A PG and conservative tracer (NaBr) solution were added at a 164 

specified location in each side in Spone1, Spone 2 and Moreppen tanks near the established 165 

water table: at one side with natural PG degradation (ND) and the other side with a metal 166 

pipe installed above PG injection point (Figure 1). The metal pipe served as an electron 167 

bridge by facilitating access to electron acceptors (oxygen) for the degradation process, hence 168 

influencing the PG degradation process, following the theory of Revil et al. (2015). 169 

 170 

Figure 2. Electron bridge principle. A metal pipe transports surplus electrons from the 171 

degradation site, oxygen poor due to saturated conditions, to the oxygen rich zone near the 172 

surface. The electrical conductor lets electrons circulate from the organic compound 173 

biodegradation, the anode, to where O2 is widely available as an electron acceptor, the 174 

cathode. The electrons bridge becomes the easiest degradation path when there is a 175 

compound to degrade with a high oxygen demand in an environment poorly supplied. 176 

Three methods monitored the degradation, dispersion and geochemical changes. 177 

1) Time-lapse 3D ER to follow changes in electrical properties caused by release of 178 

reduced iron and manganese ions or gas (CO2 and methane). 179 
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2) Surface SP measurements to monitor changes in the electrical field caused by redox 180 

electron exchange. 181 

3) Water samples to monitor changes in pore fluid chemistry. 182 

 183 

2.1. Tank setup method 184 

The experiment was conducted in four open glass tanks with inner dimension 98 x 48 185 

x 50cm. Stainless steel ER electrodes were mounted on opaque PVC plates (0.5cm thick), 186 

placed about 1cm from the glass walls. The 1cm space allowed electrode wires to run outside 187 

the plates inner box (inner dimension 94 x 44 x 35cm). The inner box geometry can be seen 188 

in Figure 1, with its important elements: water table, ER electrodes, metal pipe (electron 189 

bridge), contaminant (PG) and water sampler locations. The reference point (X=0cm, 190 

Y=0cm, Z=0cm) was given at the inner box top left corner as indicated in Figure 1. The sand 191 

surface was left exposed for SP electrodes, which required a direct, but temporary, contact, to 192 

avoid reactions between the electrodes and the sand. For ER measurements, an electrode row 193 

was pushed into the sand in the positions indicated (Figure 1), then removed after 194 

measurements. The positions were fixed by slots in the inner PVC box for the mobile 195 

electrode row. A PVC plate placed on the tanks top limited evaporation when no geophysical 196 

measurements were taken. 197 

After the permanent equipment installation, the tanks were filled with water followed 198 

by sand. First, 40L of tap water (Table 1 for characteristics) was poured into the tank. The 199 

same water was later used to maintain the water table. Water chemistry was analysed 200 

regularly throughout the experimental period. To replace evaporated water and maintain the 201 

water table at Z=-15cm, a small perforated plastic tube was placed in each tank corner (X= 202 

94cm, Y=0cm). Water added to the well entered at the tank bottom into the saturated zone. 203 

The well was a clear PVC cylinder with 4cm inner diameter. 204 

Table 1. Chemical characteristics of the water used to fill the tanks.  205 

Characteristics Tank water 

pH 7.65 

EC 202 µS.cm-1 

Temperature 20°C (room temperature) 

Iron 0.021 mg.L.1 



9 
 

 206 

 207 

 208 

 209 

 210 

 211 

After adding water, sand was sprinkled into the tank to avoid trapped air pockets in 212 

the saturated zone. The Moreppen sand (French et al., 2001) had never been exposed to PG, 213 

had little clay, and was poorly sorted. Roots and centimetre size pebbles were retained to stay 214 

close to field conditions. The Spone sand was well sorted, and contained no clay, pebbles or 215 

plant roots. The even capillary fringe in the Spone sand compared to the irregular one in the 216 

Moreppen sand reflected the contrast in heterogeneity between the two systems. A 10cm (o.d. 217 

4cm and i.d. 3.7cm) long iron pipe, was vertically installed above the water table at Z=-15 to 218 

-5 cm. To avoid a symmetric bias, it was situated two-thirds along the long side of the tank, at 219 

X=67cm, Y=22cm (Figure 1). More sand was carefully added until Z=0cm was reached. 220 

Finally, the water table was raised to Z=-15cm through the water well, to compensate for 221 

capillary rise. This means that one end of the metal pipe was at the elevation of the water 222 

table. 223 

2.2. PG injection 224 

A 100 mL solution of 100 g.L-1 degradable PG and 1.86 g.L-1 NaBr (a non-reactive 225 

tracer, Levy and Chambers, 1987) was injected with a syringe in two locations in three of the 226 

tanks (Moreppen, Spone 1 and Spone 2). The solutes were added near the electron bridge 227 

metal pipe (X=67cm, Y=22cm, Z=-15cm, hereafter called EB site) and at the natural 228 

degradation site where there was no metal pipe (X=27cm, Y=22cm, Z=-15cm, hereafter 229 

called ND site). Soon after the contaminant injection, initial ER and SP measurement were 230 

taken; these were repeated once a week for five weeks, together with pore water sampling. To 231 

account for background variability over time and corrosion effect of the electrodes or the 232 

metal pipe, the Control tank with Spone sand was set up without contaminant.  233 

2.3. Geophysical monitoring methods 234 

2.3.1. ER survey 235 

Manganese 0.0089 mg.L.1 

Bromide <Limit of detection (0.01mg.L-1) 
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Electrical resistivity is measured with two current and two potential electrodes 236 

(Samouelian et al., 2005; Binley, 2015). The dipole-dipole array, with good sensitivity to 237 

lateral variability (Sasaki, 1992; Dahlin and Zhou, 2004), was used in this case. In each tank, 238 

288 stainless steel screws (to limit corrosion) electrodes were installed for ER measurements. 239 

The screw heads on the outer side of the PVC plates were sealed with silicon paste to avoid 240 

current escaping through the sand filled gap between the PVC plates and the tank glass walls. 241 

The electrodes length was 3.5cm (Figure 1). As shown in Figure 1, three vertical rows of 8 242 

electrodes, were placed on opposite sides of the short and long sides of the tanks at Y =12cm, 243 

Y=22cm and Y=32cm, and at X=27cm, X=47cm and X=67cm. The laboratory conditions 244 

were stable with 20.5°C ±1°C average temperature and 34% ±5% humidity, monitored with a 245 

Netatmo indoor weather station. 246 

To monitor changes in electrical conductivity, time-lapse ER measurements were 247 

performed with this 3D setup (Figure 1). The surface was lightly sprayed with water before 248 

each measurement to decrease the contact resistance of the surface electrodes. The dipole 249 

(electrode pair) separation was 12 cm and 38 cm. The transfer resistance for each 250 

measurement was computed as the ration of measured potential (V) and injected current (A). 251 

A Syscal Pro (Iris Instruments) was used to measure such values, which allows up to 10 252 

simultaneous voltage measurements per current injection. A current ensuring constant voltage 253 

measurement of >25V was injected during a 1s cycle, with an average of 6 stacks per 254 

measurement. Each of the 5,082 measurements was taken twice, with normal and reciprocal 255 

configurations, for error checking (e.g. Slater et al., 2000; Koestel et al., 2008, LaBrecque et 256 

al., 2008; Binley, 2015). 257 

The average value between normal and reciprocal transfer resistances was used for 258 

inversions while the difference in these measurements was used to calculate the measurement 259 

error (Edata). Only measurements with both normal/reciprocal error below 5%, were 260 

considered reliable, and therefore used in analysis. The normal versus reciprocal error 261 

analysis showed that only 3% of the data had an error larger than 5%. Moreover, less than 1% 262 

of the data had a deviation between the stacks (repeatability error) above 5%. 263 

For ER modelling (data inversion) a tetrahedral finite element mesh was developed. 264 

To assess the forward modelling (discretisation) error a higher resolution (finer) mesh was 265 

also created. The two meshes typical element sizes were 3cm (20,812 nodes) and 1cm 266 

(493,173 nodes), respectively. Both the “1cm” and “3cm” models were given 100Ω 267 
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homogenous resistivity. Forward model calculations comparison for a uniform tank 268 

resistivity allowed a modelling error estimate (Emod). This was combined with the 269 

measurement error (Edata) to give an individual error (Err) to each measurement for the 270 

inversion. 271 

��� = 	�����
	 + �����

	       (1) 272 

We inverted ER data as both as independent datasets giving absolute resistivity and 273 

with a time-lapse approach using ratio inversions, with the R3t inversion code (version 1.8, 274 

http://www.es.lancs.ac.uk/people/amb/Freeware/R3t/R3t.htm, 2018). To distinguish the two 275 

inversion types, we refer to the absolute resistivity inversion as “regular” inversion and the 276 

time-lapse approach as “ratio” inversion. 277 

The ratio inversion approach (e.g. Binley et al., 2015) transforms the data before 278 

inversion by taking the ratio of transfer resistances collected at later time steps relative to the 279 

initial dataset. The ratio datasets can then be inverted to recover relative changes (e.g. 280 

Cassiani et al, 2006). 281 

    
 = 
�
��

��
      (2) 282 

where 
 is the ratio transfer resistance, 
� is the transfer resistance given by the homogenous 283 

resistivity forward model (100Ω.m in this case), 
� 
is the transfer resistance before the 284 

injection and 
�  
is the transfer resistance at time t (t=0 corresponds to tracer solution 285 

injection). Inversion of 
 in equation (2) produces a resistivity ������ representing changes 286 

from the reference (100Ω.m) conditions. 287 

In this laboratory experiment, the following mechanisms may cause changes in 288 

resistivity where the contaminant and tracer were added: 289 

- PG degradation may cause increased concentrations of iron (Fe2+) and manganese 290 

(Mn2+) in pore water (Table 2). Increase ionic concentration in pore water reduces resistivity.  291 

- PG degradation may cause methane production (Table 2). Water content will 292 

decrease where gas is formed, this will increase resistivity. 293 

- The tracer NaBr is a salt that dissolves in Na+ and Br- in pore water. The increase in 294 

ionic concentration of pore water can reduce resistivity. 295 



12 
 

- Plume movement caused by diffusion and density flow (as no other fluxes are 296 

expected), should also be reflected in changes in resistivity. 297 

Table 2. Complete degradation steps of PG (C3H8O2) depending on electron acceptor 298 

availability. 299 

 Reactants  Products 

  Electron acceptor   Specific species 

a. C3H8O2(L) + 4 O2(g) => 3 CO2(g) +  4 H2O(L)  

b. C3H8O2(L) + 
��
�

 H+
(aq) + 

��
�

 NO3
-
(aq) => 3 CO2(g) + 

	�
�

 

H2O(L) 

+   
�
�
 N2(g) 

c. C3H8O2(L) + 16 H+
(aq) + 8 MnO2(s) => 3 CO2(g) + 12 

H2O(L) 

+   8 Mn2+
(aq) 

d. C3H8O2(L) + 32 H+
(aq) + 8 Fe2O3(s) => 3 CO2(g) + 20 

H2O(L) 

+ 16 Fe2+
(aq) 

e. C3H8O2(L) +   2 H+
(aq) + 2 SO4

2-
(aq) => 3 CO2(g) +   4 

H2O(L) 

+   2 HS-
(aq) 

f. C3H8O2(L)  =>    CO2(g) +   2 CH4(g) 

 300 

2.3.2. Spatial moment analysis on ER data 301 

Spatial moment analysis gives robust measurements of irregular plume movement 302 

using solute mass or concentrations (Freyberg, 1986; Naff, 1990; French et al., 1999, 2001). 303 

It is also used to analyse time-lapse ER inversions to recover water content from vertical flow 304 

in the vadose zone (e.g. Binley et al., 2002). Oware and Mosey (2014) simulated surface ER 305 

measurements to follow the horizontal migration of solute with spatial moment analysis in a 306 

modelled soil system. Here, we used changes in electrical resistivity occurring around the PG 307 

contamination (increasing or decreasing resistivity with respect to the surroundings), to 308 

calculate spatial moments. Because of noise effects near the tank boundaries, spatial moment 309 

calculations were based on a subset of the inversion mesh equivalent of a vertically aligned 310 

cylindrical volume (5 cm radius) around the injection points. The analysis quantifies the total 311 

changes (zeroth moment), vertical movement (first moment) and dispersion (second 312 

moment). Depending on the evolution of resistivity changes in the ratio inversion, we wish to 313 
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quantify increased resistivity (more resistive anomalies) or decreased resistivity (more 314 

conductive anomalies). 315 

For resistive anomalies (increased resistivity) we transformed the inverted model: 316 

   �(�, �, �,  ) = ������(�, �, �,  ) − 100   (3.1) 317 

For conductive anomalies (decreased resistivity), we used: 318 

�(�, �, �,  ) = %
&'(�)*(+,,,-,�)

− 1 = �′(�, �, �,  )   (3.2) 319 

with / the homogeneous resistivity used for the forward model, here 100Ω.m. 320 

The zeroth moment of the resistive or conductive changes is: 321 

0���( ) = 1 �(�, �, �,  )2�2�2�34
54      (4) 322 

where �(�, �, �,  ) represents the change for a conductive or resistive plume distribution field 323 

and x, y and z are the spatial co-ordinates. The vertical centre of changes, �6, is found by the 324 

first moment about the origin normalised by the total changes, the zeroth moment: 325 

0���( ) = 1 �(�, �, �,  )�2�34
54      (5) 326 

�6 = 7��8

7���
       (6) 327 

 328 

The vertical spread was quantified by the second spatial moment: 329 

0��	( ) = 1 9(�, �, �,  )(� − �:)	2�
34
54 ,    (7) 330 

which can be normalised by the zeroth moment to give the plume variance ;--
	 :  331 

;--
	 = 7<��=

7���
      (8) 332 

2.3.3. Self-potential survey material and method 333 

Measuring SP does not require a current source, unlike ER. SP electrodes measure 334 

non-equilibrium thermodynamic processes in the subsurface (Jardani and Revil, 2013). Maps 335 

of SP signals reveal electrical field perturbation caused by electrical current. The electrical 336 

current causes an SP anomaly, measurable in volts, that contrasts with the neutral value (0V) 337 

where the electrical field is undisturbed. In absence of flowing water, SP anomalies are 338 
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primarily caused by electrochemical reactions, such as redox reactions (Jardani and Revil, 339 

2013). However, Rittgers et al. (2013) demonstrated that an electron conductor must link 340 

areas with significantly different redox potentials to form an observable SP anomaly. More 341 

specifically, Rittgers et al. (2013) proved that the electrochemical-driven electron flow 342 

creating the SP anomaly only appears when the electrical conductor link the oxygen poor and 343 

oxygen rich zones. 344 

For self-potential data acquisition, two Petiau Pb/PbCl non-polarising electrodes 345 

(Petiau, 2000) were used for all surveys. The electrodes were connected to a voltmeter (Fluke 346 

289) giving the SP value in mV. For SP measurements, we followed the procedure described 347 

by Rittgers et al. (2013). A roving electrode had fixed positions on the sand tank surface 348 

(Figure 3). A reference electrode was placed in the corner (X=0, Y=0, Z=0), as far as possible 349 

from where the electrical conductor was expected to form an SP anomaly (Figure 3) during 350 

PG degradation. Point values were interpolated using kriging with a linear variogram (Surfer, 351 

version 12.8.1009).  352 

 353 

Figure 3. Top view of a tank’s surface showing SP measurement points locations as black 354 

dots. The reference electrode is the grey dot near location (X=0, Y=0). The grey stars 355 

represent the location above the contamination points (Figure 1). The black circle marks the 356 

metal pipe (Figure 1). 357 

2.4. Water samples 358 

Rhizon Flex (Rhizoshphere, 10 cm long, o.d. 0.25cm) were used to sample pore water 359 

at six locations. Sampling locations were placed, above and below PG locations and in the 360 

middle (initially uncontaminated part) of the tank (At: Y=22cm, X= 27 (ND), 47 and 67 (EB) 361 

cm, and Z= -10 and -20 cm, see Figure 1). The sampler filter had a mean pore diameter of 362 
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0.15µm, so the extracted water was particles-free. Each filter was attached to a PVC tubing, 363 

closed at the other end by a Luer lock. The Luer lock was connected to a 10mL syringe to 364 

create a negative pressure for water extraction. The water sampler was free of metal parts to 365 

avoid contamination. 366 

Pore water was sampled once a week to limit disturbance around water samplers and 367 

to ensure that the total sampled volume was negligible compared to the total water volume in 368 

the tank. The samples (7mL per location) were analysed for electrical conductivity (EC), pH, 369 

PG, iron, manganese and bromide. 2 mL samples required for PG analysis were stored frozen 370 

until analysed by a gas chromatograph using a flame ionisation detector (GC-FID) with a 371 

detection limit 0.2 mg.L-1. Water samples were analysed according to standards on an Agilent 372 

8800 Inductively Coupled Plasma Mass Spectrometry (ICP-MS) for iron, manganese and 373 

bromide. Respective detection limits were 0.014mg.L-1, 0.002mg.L-1 and 0,037mg.L-1. Prior 374 

to analysis, hydrochloridric acid (HCl 37%) was added, ensuring any precipitates dissolved. 375 

There was no standard control for Br- in water, so an independent control sample was made 376 

with 10g/L NaBr salt. 377 

3. Results 378 

3.1. Geophysical monitoring 379 

3.1.1. ER survey 380 

“Regular” (non time-lapse) ER datasets inversions revealed a resistivity distribution 381 

consistent with the metal pipe and water table location in the tanks. Little changes were 382 

observed over time (for example week 1 and 3, Figure 4) from inversion of individual 383 

datasets. The lower halves of the tanks were more conductive than the upper parts, due to the 384 

contrast between saturated and unsaturated sand. The unsaturated-saturated zone contrast in 385 

resistivity was more significant in the Moreppen tank compared to the Spone tank. This result 386 

is surprising since the capillary fringe of the heterogeneous Moreppen sand was higher and 387 

more irregular than the well sorted Spone sand. The location of the metal pipes fitted well 388 

with the lower resistivity observed in all the tanks, except in Spone 1, week 1, where it was 389 

shifted towards the centre. 390 
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 391 

Figure 4. Vertical cross-sections of 3D resistivity regular inversion of the: Moreppen tank, a. 392 

and b. week 1 and 3, Spone 1 tank, c. and d., Spone 2 tank, e. and f., and Control tank, g. and 393 

h. Location of the water table and the metal pipe (Fig 1) indicated in black.  394 

The time-lapse inversions (using the ratio inversion approach discussed above) 395 

showed resistivity anomalies developing around PG injections over time (Figure 5). In the 396 

Moreppen tank, resistivity dropped at both PG degradation sites. The low resistivity plumes 397 

spread downwards and horizontally near the tank bottom. The Spone tanks (illustrated by 398 

Spone 1 in Figure 5b) displayed a different pattern at the natural degradation sites compared 399 

to Moreppen sand. While resistivity was reduced in the Moreppen sand, resistivity increased 400 

in the natural degradation side of the Spone tanks. It peaked on week 1, before slowly 401 

returning to background conditions, as shown for example with the cross-sections on week 3 402 

and 5. In the Control tank, the metal pipe was invisible with the ratio inversion because its 403 

resistivity stayed stable over time, as expected in absence of degradation. A slightly more 404 

resistive zone appeared in the capillary fringe, while the surface became less resistive. Shifts 405 

in water content most likely explain these slight changes.  406 
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 407 

Figure 5. Vertical cross-sections of the 3D resistivity ratio inversion from the 408 

contamination day to week 5: a. Moreppen tank, b. Spone 1 tank and c. Control tank. Water 409 

table and metal pipe locations (Figure 1) are in light grey. Initial contamination points are 410 

indicated in yellow (Figure 1). A resistivity ratio of 100 means no change, values higher than 411 

100 (red), indicates increased resistivity, values lower than 100, (blue), indicates decreased 412 

resistivity compare to the background. 413 

3.1.2 Spatial moment analysis on ER data 414 

There was a significant increase in the total resistivity changes, calculated from time-415 

lapse ER inversions (see section 2.3.2) around PG affected volumes in both sides of the 416 

Moreppen sand (Figure 6a) and in the Spone sand, where no metal pipe was present (Figure 417 

6b). In the Moreppen sand, the main increase occurred between weeks 2-3.5 on both sides of 418 

the tank (metal pipe and natural degradation), which coincided with almost complete PG 419 

degradation as seen from the normalised PG concentration on the secondary Y-axis (Figure 420 

6a). The zeroth moment at the natural degradation side was always slightly higher than on the 421 

metal pipe side. After week 4, the zeroth moment stabilised. At the metal pipe side of the 422 
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Spone sand, there was no visible plume development; hence, no spatial moment analysis was 423 

carried out on this side of the tank. However, a resistive plume appeared on the natural 424 

degradation side. According to the zeroth moment calculations, the resistive plume peaked on 425 

week 2 (Figure7b). The zeroth moment dropped as PG concentrations in the soil water 426 

approaches the detection limit, shown on the secondary Y-axis. 427 

 428 

Figure 6. Evolution the zeroth moment (black) of a. conductive anomalies in Moreppen tank 429 

and b. a resistive anomaly in Spone 1 tank (ND side), shown together with the respective 430 

evolution of normalised PG concentrations (brown) in the saturated zone  431 

In the Moreppen tank, the first moment, which indicated the vertical movement of the 432 

resistivity changes, moved downwards from the injection point at -15cm to -25cm in week 1 433 

(Figure 7a and b). The conductive plume vertical spread is shown as ± one standard 434 

deviation, found by taking the 2nd spatial moment square root. The standard deviation 435 

remained stable (8 cm) during the experiment at the natural degradation side, while it 436 
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increased from 9cm on week 1 to 23cm on week 6 at the electron bridge side (Figure 7). In 437 

the Spone tank, the resistive plume moved upwards from Z=-25cm on week 1 to Z=-5cm in 438 

week 4. (Figure 7c). In contrast to the Moreppen tank, the standard deviation was largest on 439 

week 1 (25cm), then dropped before week 2 to disappear slowly over the rest of the 440 

experiment (0.3cm on week 6). 441 

 442 

Figure 7. Evolution of the first moment within one standard deviation (estimated 443 

from the 2nd moment) of the plume distribution in a. Moreppen tank, ND side (Figure 5a), b. 444 

Moreppen tank, EB side (Figure 5a), and c. Spone 1 tank, ND side (Figure 5b). 445 
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3.1.3. SP surface maps 446 

The SP surface maps delineated areas sensitive to electron flow (Figure 8), mostly 447 

above the metal pipe, as expected. A week after the PG injection, the SP signal was similar to 448 

the background measurement (taken before the injection). In all the tanks containing PG, a 449 

negative anomaly appeared above the metal pipe during the second week. The anomaly was 450 

the strongest on the third week, and then decreased. At the same time, the SP signal in the 451 

Control tank remained around 0mV throughout the experiment, except for a slight negative 452 

anomaly above the metal pipe on the last week. The SP signal was much stronger in 453 

Moreppen sand than in Spone sand, and had a larger spatial extent: about 10cm radially 454 

around the metal pipe. 455 

 456 

Figure 8. Surface maps of self-potential signal from the tanks starting one week after 457 

contamination for: a. Moreppen, b. Spone 1, c. Spone 2 and d. Control tanks. The black dots 458 

show measurement points on the surface as indicated in Figure 3. For each tank, the natural 459 

degradation (ND) side and the electron bridge (EB) side are indicated on the column top. 460 

The negative SP anomalies evolved differently above the metal bar between the two 461 

sands (Figure 8). Spone 1 and Spone 2 followed the same patterns, though Spone 1 anomaly 462 

was slightly larger, peaking at -49mV for Spone 1 and -25mV for Spone 2. Spone 1 followed 463 

the same trend observed by Revil et al. (2015) in a similar set up, where the anomaly reached 464 

-34mV at the end of their experiment. In the Moreppen sand, the anomaly reached -183mV in 465 

the third week (Figure 9), before returning to background conditions. 466 
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 467 

Figure 9. Evolution of SP signal, in mV, on the tanks’ surface above the metal pipe. 468 

3.2. Pore water samples  469 

The electrical conductivity in the pore water remained constant in the Spone 1, 2 and 470 

Control tanks throughout the experiment, and was similar to the tap water used to fill the tank 471 

(Figure 10 and Table 1). The same trend was observed in the unsaturated region of the 472 

Moreppen tank. In the saturated zone of the Moreppen tank, however, the electrical 473 

conductivity peaked on week 3 at the natural degradation side, nearly 300 µS.cm-1 higher 474 

than below the metal pipe (Figure 10). At the same time, the tracer concentration was the 475 

same at both locations (1.9 mg.L-1, Figure 11), while iron and manganese concentrations also 476 

peaked (Figure 12). 477 

 478 

Figure 10. Electrical conductivity in the four tanks: a. Moreppen, b. Control, c. Spone 1 and 479 

d. Spone 2. Water samplers locations in Figure 1.  480 
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Both PG and tracer concentrations were normalised by their respective initial 481 

concentrations. The normalised bromide concentration slightly decreased in the Moreppen 482 

sand (Figure 11a and b) and remained constant in the Spone sand (Figure 11c and d). In the 483 

Moreppen tank saturated zone, the normalised PG concentration followed the tracer up to 484 

week 2, and then decreased abruptly (Figure 11a and b). The same trend was observed in the 485 

Spone tank saturated zone (Figure 11c and d). In both sands, the decrease in PG 486 

concentration seemed unaffected by the metal pipe. The PG concentrations were below the 487 

detection limit (0.2mg.L-1) in the saturated zone after week 4, and in the unsaturated zone 488 

throughout the experiment. 489 

 490 

Figure 11. Normalised concentrations of PG and bromide tracer in the saturated zone for a. 491 

Moreppen tank, natural degradation (ND), b. Moreppen tank near the electron bridge, c. 492 

Spone 1 and 2 tanks, (ND) and d. Spone 1 and 2 tanks, (EB). After week 4, PG 493 

concentrations were under the detection limit. Water samplers locations in Figure 1. 494 

Analysis of the water samples showed that iron and manganese concentrations were 495 

lower in the Spone sands ([Fe]max=1.7mg.L-1 and [Mn]max=1.2mg.L-1) than the Moreppen 496 

sand (up to [Fe]max= 280mg.L-1, [Mn]max=100mg.L-1) (Figure13). This reflects the initial 497 

difference of solid iron and manganese in the two sands. Pore water concentrations in the 498 

saturated zone of the natural degradation side of the Moreppen tank changed throughout the 499 

experiment, whereas they remained stable in the Control, Spone 1 and 2 tanks, and also in the 500 

unsaturated zone and below the metal bar in the Moreppen tank. As PG was undetected and 501 

iron and manganese concentrations remained stable in the Moreppen tank middle 502 
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([Fe]=110mg.L-1, [Mn]=65mg.L-1), they define background values. At the natural 503 

degradation site, both iron and manganese concentrations increased during the first weeks, 504 

and peaked accordingly at 280 mg.L-1 and 100 mg.L-1 around week 3 in the saturated zone. 505 

While manganese returned to its background level afterwards, the iron concentration 506 

remained at 200 mg.L-1 until week 6. 507 

 508 

Figure 12. a. Iron and b. manganese concentrations in Moreppen tank. Black lines show 509 

concentrations in the saturated zone, grey the unsaturated zone. Water sampler locations in 510 

Figure 1. 511 

4. Discussion 512 

In all the tanks, water samples confirmed that the normalised PG and tracer 513 

concentrations ratio (Figure 11) decreased, which shows PG degradation (see e.g. French et 514 

al., 2001). PG is water-soluble and retardation is negligible (French et al., 2001), therefore the 515 

concentration changes due to dilution were expected to be the same for PG and the non-516 

reactive tracer. While both dilution and degradation decreased PG concentration, only 517 
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dilution affected the tracer. Both ER and SP revealed anomalies around the zones affected by 518 

the PG degradation process. 519 

4.1. Moreppen sand, natural degradation 520 

At the Moreppen natural degradation side, the reduced resistivity, as shown with the 521 

ER ratio inversions (Figure 5a), visually correlates with the increased electrical conductivity 522 

and increased iron and manganese concentrations measured in the water samples in the 523 

saturated portion of the tank (Figs. 10a and 12). The same was observed by Oldenborger et al. 524 

(2007), and is a clear indication that degradation was anaerobic. 525 

Despite a clear contrast in Fe2+ and Mn2+ concentrations (Figure 12) between the 526 

saturated and capillary zones, the SP signal (Figure 8a) was unmeasurable in the Moreppen 527 

tank. The absence of SP signal despite a strong redox gradient in soil rich in metallic oxide 528 

and sulfides suggests that a physical electron bridge is necessary to observe a SP anomaly, 529 

which would help to refine the interpretation of SP mapping in field studies such as, for 530 

example, Abbas at al. (2017).  531 

After peaking at week 3 the water samples showed decreasing iron and manganese 532 

concentrations (Figure 12), while the sum of total conductivity changes (zeroth moment), 533 

based on ER data analysis, remained stable (Figure 6a). The reason could be that the water 534 

samples only represented a small volume around the sampling points, while the total changes 535 

(zeroth moment) accounted for a cylindrical volume of the affected soil. Hence, we suggest 536 

that iron and manganese may have moved out of the water sampling zone. The trend shown 537 

by the ER data analysis in Figure 6 is probably more representative of iron and manganese 538 

ions relative changes in the volume of interest than the results derived from the concentration 539 

taken at the sampling points. 540 

4.2 Spone sand, natural degradation 541 

In contrast to the Moreppen tank, in the Spone natural degradation side, the ER ratio 542 

inversions show an increase in resistivity from week 1 (Figure 5a, 8c). This occurs in the 543 

saturated zone (12cm below the water table) as shown with the first moment (Figure 7c). 544 

Considering the redox state at the same depth in Moreppen sand (Figure 12 and Table 2), PG 545 

degradation likely occurred under anaerobic conditions in the Spone sand. 546 

In contrast to the Moreppen sand, the pore water electrical conductivity of the Spone 547 

sand remained constant (Figure 10), coinciding with low iron and manganese concentrations 548 
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(not shown as values remained similar to background values (Table 1). This was likely the 549 

result of lower iron and manganese oxides in this soil: lack of available electron acceptors in 550 

the Spone sand quickly created methanogenic conditions (Table 2). We hypothesise that 551 

methane release created a resistive plume in the saturated zone as observed with the ratio 552 

inversions (Figure 5b). The resistivity increased since gas production reduced the water 553 

content. The resistive plume behaviour was also consistent with a gas and in similar to the 554 

field experiment with methane bubbling by Steelman et al. (2017). The gas formation 555 

resistive plume started deep where PG was present but oxygen concentration was most likely 556 

the lowest (12cm below the water table), became larger and more pronounced on week 2 557 

(Figure 5b and 7b). Then the plume moved upwards above the water table and disappeared as 558 

the gas escaped through the tank surface by week 6 (Figure 5b and 8c). The ratio resistivity 559 

peak also matched with the complete PG degradation measured in the water samples (Figure 560 

6b).  561 

Depending on redox state, PG degradation produces both methane (CH4, Table 2) and 562 

carbon dioxide (CO2, Table 2). Carbon dioxide (CO2) is the final product of all redox PG 563 

degradation steps (Table 2), but since the water solubility is about one hundred times higher 564 

for CO2 (2g.kg-1, room temperature) than for methane (0.025g.kg-1, room temperature), the 565 

pore space saturation was unaffected. Hence, no resistivity increase would be observed due to 566 

CO2 release, but it would be observed with methane formation. A distinct smell during the 567 

tank dismantling suggested strong reductive conditions at the depth the resistive plume was 568 

observed with ER (-20cm, Figure 7c). Methane formation is typically observed at 569 

contaminated sites such as landfill sites with anaerobic organic wastes degradation (Basu et 570 

al., 2013). Also airports, such as Oslo airport, have observed methane formation due to high 571 

load of degradable de-icing chemicals. This is expected when alternative electron acceptors 572 

such as iron and manganese are exhausted (Appello and Postma, 2010). At Oslo airport, 573 

methane has been observed in groundwater monitoring wells near zones highly affected by 574 

de-icing chemicals where iron and manganese are exhausted (A.N. Fikse, personal 575 

communication, March 10, 2017). However, it was surprising that methane apparently 576 

formed so soon after the PG injection, even though the Spone sand was relatively poor in iron 577 

and manganese. 578 

4.3. Moreppen sand, electron bridge effect 579 



26 
 

 The SP anomaly appearing after PG injection near the Moreppen tank metal pipe (EB 580 

side), indicated electron flow, (Figure 8a) consistent with observations of Revil et al. (2015).  581 

The reduced resistivity observed with the ER ratio inversions around the pipe (Figure 582 

5a) remained constant from week 2 and unnoticeable in the pore water electrical conductivity, 583 

contrary to the natural degradation side (Figure 10a). Several reasons could explain why the 584 

resistivity decrease observed with ER in the electron bridge side was not apparent in the 585 

water analysis. One possible explanation is that the ER changes were associated with a 586 

different sampling volume than the water samples. While the resistivity averaged over a 587 

volume of several cm3, water samples could, depending on the soil pore structure, sample 588 

preferentially connecting pore spaces/channels that were smaller than the ER method 589 

resolution. Even though the water sampler was 10 cm long, smoothing out concentration 590 

differences, factors such as preferential flow paths and variable contact between soil sampler 591 

and the sand were plausible due to soil heterogeneities, as noted in the Moreppen sand.  592 

The conductivity increase in the ER data is unexplainable by the release of iron and 593 

manganese ions according to the analysis of water samples (Figure 12). From the difference 594 

in water samples between the natural degradation and electron bridge sites, we believe that 595 

electrons produced by the degradation process were transported to electron acceptors near the 596 

surface through the electron bridge, and this prevented iron and manganese release in the 597 

saturated zone near the metal pipe. Iron concentrations remained at the initial concentration 598 

and manganese concentrations were even lower than observed in the middle of the tank 599 

(Figure 12) between ND and EB sites. The plausible explanation for high and constant iron 600 

and manganese concentrations throughout the experiment in the middle of the Moreppen tank  601 

(Figure 1) is that naturally organic materials, such as roots, were degrading. The lower than 602 

baseline manganese concentrations (Figure 12) suggested that the electron bridge was not 603 

only affecting PG degradation, but also other organic matter degradation subject to the same 604 

redox state. 605 

It appears that the electron bridge (Figure 2) facilitated manganese oxidation, by 606 

providing electron flow in the conductor (metal pipe in this case) and completing the 607 

geobattery circuit (Linde and Revil, 2007). This explains why the electron bridge was still 608 

active in week 5 (Figure 8a), when PG was below the detection limit (Figure 11b), and why 609 

the manganese concentration was half that at the other locations at the same time. 610 

4.4 Spone sand, electron bridge effect 611 
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As in the Moreppen tank, the SP anomaly shows that the metal pipe acted as an 612 

electron bridge. While the metal pipe in the Moreppen tank prevented iron and manganese, 613 

release, in the Spone sand, the electron bridge prevented the resistive plume appearance in the 614 

saturated zone (Figure 5b). The SP anomaly above the electron bridge was similar to the one 615 

reported by Revil et al. (2015) (Figure 9) with similar conditions. The signal was weaker in 616 

the Spone sand (-49mV, Figure 8b and c) than in the Moreppen sand (-183mV), seemingly 617 

because a thicker capillary fringe makes a stronger SP signal (Rittgers et al., 2013). The 618 

Moreppen sand was poorly sorted and the capillary fringe visibly larger than in the Spone 619 

sand. 620 

The decreased resistivity observed by ER (Figure 5b), like in the Moreppen tank, fits 621 

well with the SP anomaly around the electron bridge (Figure 8b), as it would be cause the 622 

geobattery cathode half reaction (Figure 2 and Table 2a). However, it was not evident in the 623 

collected water (Figure 10c) possibly because the nearest water sampler was too far away.  624 

5. Conclusion 625 

Both SP and ER methods responded to the organic degradation, showing a clear 626 

contrast between the three PG tanks and the control tank. The reducing zone formation 627 

caused by natural organic degradation was delineated with ER, while SP contrasts were 628 

insignificant. Only where an added electron bridge, a metal pipe, connected the aerobic with 629 

reductive zones, was a SP signal observed. 630 

First, when the degradation depleted oxygen, iron and manganese release increased 631 

the water phase electrical conductivity sufficiently to be measured by ER imaging, as 632 

confirmed in the oxide-rich Moreppen sand. In this sand, electrical conductivity increased, 633 

and iron and manganese concentrations were measured in the water phase due to anaerobic 634 

degradation. In the Spone sand tank, which had lower oxide content, the results indicate that 635 

the ER signal was more sensitive to methane release. This implies that even more reducing 636 

conditions prevailed when iron or manganese oxides were unavailable.  637 

Second, an electron transport between anaerobic degradation sites and zones with 638 

high oxygen levels caused an electron flow that created an SP anomaly in the three sites 639 

where PG was added near the metal pipe. At these locations the electrons supplied by the 640 

active degradation sites (anode part) are transported to the zones with high oxygen levels 641 

(cathode part) through the metal pipe (geobattery concept) creating an SP anomaly. 642 

Moreover, the electron bridge activity prevented, to some extent, iron or manganese cation 643 
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release in an oxide rich sand and methane production that would have formed otherwise when 644 

oxides are unavailable. 645 

Overall, the experiments showed that both ER and SP are promising tools for 646 

monitoring redox sensitive conditions in a sandy soil near saturation but that they should not 647 

be used in isolation. The soil chemical properties may determine whether resistivity will 648 

increase or decrease hence soil properties should be characterised properly. Conclusions from 649 

these experiments are valid for a static (no flow) situations and for relatively homogenous 650 

soil environments: further studies are required for field conditions under steady or transient 651 

hydraulic conditions.  652 
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