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Abstract

This thesis concerns a robotic platform that is being used for research into assisted

tele–operation for common nuclear decommissioning tasks, such as remote handling

and pipe cutting. The machine consists of dual, seven–function, hydraulically actu-

ated HYDROLEK manipulators mounted (in prior research) on a mobile BROKK

base unit. Whilst the original system was operated by remote control, the present

thesis focusses on the development of a visual servoing system, in which the user

selects the object of interest from an on–screen image, whilst the computer control

system determines and implements via feedback control the required position and

orientation of the manipulators.

Novel research contributions are made in three main areas: (i) the development

of a detailed mechanistic model of the system; (ii) the development and preliminary

testing in the laboratory of the new assisted–teleoperation user interface; and (iii) the

development of improved control systems for joint angle set point tracking, and their

systematic, quantitative comparison via simulation and experiment. The mechanistic

model builds on previous work, while the main novelty in this thesis relates to the

hydraulic component of the model, and the development and evaluation of a multi–
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objective genetic algorithm framework to identify the unknown parameter values.

To improve on the joystick direct teleoperation currently used as standard in the

nuclear industry, which is slow and requires extensive operator training, the pro-

posed assisted–teleoperation makes use of a camera mounted on the robot. Focussing

on pipe cutting as an example, the new system ensures that one manipulator auto-

matically grasps the user–selected pipe, and appropriately positions the second for

a cutting operation. Initial laboratory testing (using a plastic pipe) shows the ef-

ficacy of the approach for positioning the manipulators, and suggests that for both

experienced and inexperienced users, the task is completed significantly faster than

via tele-operation. Finally, classical industrial, fuzzy logic, and novel state dependent

parameter approaches to control are developed and compared, with the aim being to

determine a relatively simple controller that yields good performance for the hydraulic

manipulators. An improved, more structured method of dealing with the dead–zone

characteristics is developed and implemented, replacing the rather ad hoc approach

that had been utilised in previous research for the same machine.
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Chapter 1

Introduction

The research behind this thesis is motivated by the demand for robotic solutions to

the nuclear decommissioning challenge in the UK and beyond. The thesis makes

contributions in three main areas: physically–based and data–driven modelling for

hydraulically–actuated manipulators (as commonly utilised on nuclear sites); an in-

vestigation into ‘low–level’ feedback control of the joint angle for such manipulators;

and, in regard to the ‘higher–level’ control problem, assisted teleoperation for common

decommissioning tasks, such as remote handling and pipe cutting.

To bring focus, the algorithms in this study are designed and implemented in the

laboratory for a dual–arm mobile robotic platform previously developed at Lancaster

University [1–4]. This takes the form of a Brokk–40 demolition robot with caterpillar

tracks, to which two seven–function HydroLek–7W robotic manipulators have been

attached, as shown in Figure 1.1. The unit is electrically powered, with an on-board

hydraulic pump to power the caterpillar tracks and, by means of hydraulic pistons,

the manipulators.

1
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Figure 1.1: Brokk–HydroLek platform used for experimental work.

The platform has some similarity to the Hitachi system [5,6] which consists of two

hydraulic manipulators on a tracked vehicle. However, the latter is teleoperated with

a rather complex user interface that arises from the many cameras and sensors on the

Hitachi, as well as from the teleoperated control system. By contrast, the assisted

teleoperation system developed in this thesis is designed to keep the user engaged and

in control at all times, whilst being as straightforward as possible to implement, and

with minimal sensor requirements.

It should be noted that the research project behind this Engineering Department

PhD studentship1 was designed with a practical focus throughout, and was explicitly

based on the Brokk–Hydrolek robotic platform, with all the experimental results

1Lancaster University funded PhD studentship, awarded in the context of external industry

funded bursaries. Hence, the author is also grateful to the Nuclear Decommissioning Authority

and the National Nuclear Laboratory, for their support of research into this robotic platform.
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conducted in a (non–radioactive) laboratory setting. In this regard, the present author

was the lead researcher for operation of the system during the project, responsible

for its operation in a wide range of experiments, including e.g. calibration, sourcing

replacement parts and National Instruments (NI) Labview software coding.

1.1 Research Context

Robotics for the nuclear industry is a large and very active area of research, recently

attracting a lot of attention internationally due to the increasing demands for nuclear

decommissioning. Many nuclear power stations around the world are approaching

the end of their working life, or being shut down early due to policy change or safety

concerns, such as in Japan following the Fukushima disaster in 2011.

The UK has a long track record of research in robotics for the nuclear industry,

with recent projects such as the RoMaNs (Robotic Manipulator for Nuclear Sort and

Segregation) funded as part of an EU Horizon 2020 project, and led by the University

of Birmingham. Similarly, at the time of writing, two new research Hubs have been

announced for nuclear robotics, funded through the Engineering and Physical Sciences

Research Council (EPSRC) and industrial partners. The first, a National Centre

for Nuclear Robotics, led by the university of Birmingham and consisting of eight

UK Universities, aims to bring together expertise from across the UK and globally

for research into robots for extreme environments. The second is the Robotics and

Artificial Intelligence for Nuclear, RAIN, led by Manchester University and consisting

of seven UK universities and the UKAEA’s (UK Atomic Energy Authority) RACE
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(Remote Applications in Challenging Environments) centre, as well as international

partners from Japan, Italy and the US. Lancaster University is involved in both of

these Hubs. There are also numerous other projects being carried out at different

Universities both independently and working with industry partners, such as the

National Nuclear Laboratory (NNL).

It is clear that robotics for the nuclear industry is a key research area that will

be growing over the next few years. Therefore motivation for the present thesis is to

contribute research towards the development of modular and general purpose robotic

systems that can be used in different situations for different tasks. In this regard,

the Brokk–Hydrolek platform is an ideal test bed for demonstrating new solutions,

since it is a mobile platform capable of using two hydraulic arms cooperatively or

independently to perform a range of tasks.

Chapter 2 of the thesis discusses the nuclear decommissioning challenge in more

detail, and addresses the use of robots in the nuclear industry. This is followed in

Chapter 3 with information about the Brokk–Hydrolek system, and past research into

the control of this machine. Hence, for brevity, these discussions and citations to the

literature are not repeated here. However, it is clear that a major aim in the sector is

to make nuclear robotic systems more flexible, such that they can carry out a variety of

tasks in different locations and situations. This would make decommissioning cheaper,

easier and safer, as it would reduce the number of people having to enter high risk

areas, and reduce the time taken to complete decommissioning tasks.
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1.2 Research Objectives

The overall objectives of the research are summarised as follows:

1. To develop a comprehensive mechanistic model of the robotic platform. In con-

trast to earlier control model orientated research using the same machine [7,8],

this new nonlinear, simulation model aims to capture the complex mechanistic

interactions between various mechanical, hydraulic and electrical components of

the Brokk-Hydrolek. Some preliminary results in relation to modelling the me-

chanical components are discussed in reference [9]. However, important changes

and additions to the model are reported in this thesis, including an entirely new

hydraulic sub system.

2. To estimate the unknown parameters of the mechanistic model, through the use

of evolutionary algorithms, ensuring that realistic parameter values are utilised

and that the model output matches the experimental data. A multi-objective

genetic algorithm approach is selected for this research because of the nonlinear

and non-convex nature of the problem. Note that the prior work alluded to

above [9, 10] did not consider the parameter estimation problem.

3. To develop an assisted teleoperation interface to replace the current industry

standard joystick operation, with the aim of reducing operator workload and

improving task performance. The case study selected for this research is remote

pipe cutting, a very common task in the nuclear sector. Since research into

e.g. laser cutting is beyond the scope of the present project, the focus here is
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the control system and user–interface for positioning the manipulators, and the

simulation of cutting using a plastic pipe in a laboratory setting.

4. To develop, implement and systematically evaluate various feedback control

algorithms. Here, the aim is to optimise set point tracking of the nonlinear

hydraulically actuated manipulator joints. As discussed in more detail in sec-

tion 1.3 below, research into Objective 4 was in part motivated by preliminary

testing of the assisted teleoperation system, which highlighted the need for im-

proved control. This research aims to build on references [7, 8], in which the

new contributions here include the design of fuzzy logic control systems, the

use of an Inverse Dead–Zone (IDZ) control element, and the implementation of

the control systems to both manipulators (references [7, 8] considered resolved

motion for a maximum of three joints of one manipulator).

1.3 Thesis Structure

This introductory Chapter 1 provides a brief overview of the project. A detailed liter-

ature review covering nuclear decommissioning and robotics is provided in Chapter 2,

whilst Chapter 3 gives details on the robotic platform and discusses previous work

using the system. On the basis of such previous work, it is clear that simple linear

PID algorithms are not sufficient to accurately control the non-linear hydraulic ma-

nipulators, so more advanced control systems are needed. Furthermore, within the

nuclear industry, solutions have to be proven to work via simulation and subsequently

by laboratory demonstration before even being considered for implementation. These
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two factors provide strong motivation for development of a detailed model that ac-

curately represents all aspects of the system, which can be used for simulation work

and advanced controller development.

Hence, Chapter 4 of the thesis focusses on the development of a comprehensive

mechanistic model that includes all the hydraulic, electric and mechanical aspects of

the system. The model aims to capture all the physical aspects of the manipulators

and not just the kinematics as used previously. In general terms, the model can be

used for advanced controller design, as the nonlinearities of the hydraulic system and

mechanical interactions are captured, and also allows for simulation studies of how

the manipulators move for specific inputs. Finally, the model will provide a graphical

representation of the manipulators based on CAD models.

In parallel to this, a novel user interface is developed, utilising assisted teleop-

eration techniques. This is a design level, falling between full autonomy and tele-

operation, in which a human operator gives high level commands such as selecting

target objects, but the low-level control aspects are handled automatically. For the

demonstrator system proposed in this thesis, which initially focuses on pipe cutting

as an example of the generic concept, the operator selects a target pipe and cut lo-

cation from an on–screen image, and the system calculates the joint angles necessary

to position the manipulators at these targets, and subsequently moves them to grasp

and cut the pipe. The development and testing of the assisted teleoperation interface

is discussed in Chapter 5.

Initial testing of the new user interface identified a need for improved control to

allow for successful completion of the low-level tasks. The interface creates target
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set points that an existing industrial controller couldn’t reliably or consistently reach

in a usable manner; for example, there may be considerable oscillation around the

set point. Such experiments also identified that a big challenge is the dead-zone

that exists in the hydraulic actuators, meaning that small inputs did not cause any

movement. Considering these two issues, and because the mechanistic model was still

under development, other controller options were investigated.

In this regard, Chapter 6 focusses on identifying the dead-zone region through

a series of open-loop experiments. From these open–loop data, a State-Dependent

Parameter (SDP) model was estimated and used to model each joint separately. One

aspect of the new SDP controller, in contrast to earlier work [7, 8], is the use of

an IDZ control element, implemented to deal with the dead-zone in a systematic

way and to allow the use of underlying linear non-minimal state space control design

methods [11]. This process provides a systematic procedure for tuning the parameters

of the controller in the event of any changes to the system, for example oil pressure

changes or future changes to the hardware. Fuzzy logic controllers are also considered,

with these novel controller developments, discussed in Chapters 6 and 7.

Whilst Chapter 6 considers the simulation model response of individual joints,

Chapter 7 evaluates the control systems on the hardware platform, for individual

joints and for resolved motion of the manipulators in combination with the new as-

sisted teleoperation interface from Chapter 5. This research aims to identify the best

controller for the pipe cutting case study application example. Finally, Chapter 8

presents the overall conclusions of the thesis and makes recommendations for future

work.
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1.4 Publications Arising

The following peer reviewed international conference and journal articles have arisen

from the research presented in this thesis:

• A genetic algorithm approach for parameter optimization of a 7–DOF

robotic manipulator, West, C., Montazeri, A., Monk, S. D. & Taylor, C.

J., 8th IFAC Conference on Manufacturing Modelling, Management and Con-

trol, Troyes, France, June 2016. Appears in: IFAC–PapersOnLine. 49, 12, pp.

1261–1266 DOI: 10.1016/j.ifacol.2016.07.688. Conference article discussing pre-

liminary parameter estimation results for the mechanistic model from Chapter 4,

using a standard (not multi-objective) genetic algorithm.

• Dynamic modeling and parameter estimation of a hydraulic robot

manipulator using a multi–objective genetic algorithm, Montazeri, A.,

West, C., Monk, S. D. & Taylor, C. J., International Journal of Control, 90, 4,

pp. 661–683, 2017. DOI: 10.1080/00207179.2016.1230231. Journal article sum-

marising key results from Chapter 4, including development of the mechanistic

model and the multi-objective genetic algorithm for parameter estimation.

• A new approach to improve the parameter estimation accuracy in

robotic manipulators using a multi–objective output error identifica-

tion technique, West, C., Montazeri, A., Monk, S. D., Duda, D. & Taylor,

C. J., 26th IEEE International Symposium on Robot and Human Interactive

Communication, Lisbon, Portugal, August 2017. Appears in: IEEE Xplore,
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DOI: 10.1109/ROMAN.2017.8172488. Conference article, focusing on the novel

multi–objective genetic algorithm from Chapter 4, but also including prelimi-

nary discussion of the assisted teleoperation system from Chapter 5.

• State–dependent parameter model identification for inverse dead–

zone control of a hydraulic manipulator, West, C., Wilson, E.D., Cla-

iron, Q. Montazeri, A., Monk, S. D. & Taylor, C. J., 18th IFAC Symposium on

System Identification (SYSID–2018), Stockholm, July 2018. Appears in: IFAC–

PapersOnLine, Vol. 51, No. 15,2018, p. 126-131. DOI: 10.1016/j.ifacol.2018.09.102.

Conference article focusing on system identification for SDP models in relation

to Chapter 6.

• A vision–based positioning system with the inverse dead–zone con-

trol for dual–hydraulic manipulators, West, C., Montazeri, A., Monk, S.

D. & Taylor, C. J. 2018 UKACC 12th International Conference on Control,

Sheffield, September 2018. Appears in: IEEE Xplore. DOI: 10.1109/CON-

TROL.2018.8516734. Conference article with a brief summary of the new as-

sisted teleoperation system from Chapter 5 and SDP control of joint angle using

an IDZ control element, based on selected results from Chapters 6 and 7.

• Towards a Cooperative Robotic System for Autonomous Pipe Cutting

in Nuclear Decommissioning, Burrell, T., West, C., Monk, S. D., Montaz-

eri, A. & Taylor, C. J. 2019 UKACC 12th International Conference on Control,

Sheffield, September 2018. Appears in: IEEE Xplore. DOI: 10.1109/CON-

TROL.2018.8516841. Conference article, first author is T Burrell, another PhD
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student at Lancaster, looking at building on the assisted teleoperation system

in Chapter 5 and adding a mobile camera system to improve the vision input.

As well as the above full articles, there were poster presentations at ‘Intelligent

Robotic and Autonomous Systems’ (IRAS; Lancaster, 2016) and at the N8 Robotics

Group Meeting (Sheffield, 2017). Finally, the present author gave talks at the ‘24th

International Conference on Systems Engineering’ (ICSE; Coventry, 2015) and the

‘Sellafield Graduate Nuclear Conference’ (2016), with the former involving publication

of an extended abstract focusing on the hardware platform (Research and teaching

using a hydraulically–actuated nuclear decommissioning robot, West, C., Burrell, T.,

Montazeri, A., Monk, S. & Taylor, C.J.).
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Chapter 2

Literature Review

The present chapter provides background information and motivation for the research,

and discusses some of the technical challenges arising, via a necessarily selective liter-

ature review. The nuclear decommissioning context and the current state–of–the art

for robotics in nuclear is discussed in sections 2.1 and 2.2. This is followed by consid-

eration of some common robotics research themes and examples of existing platforms

in sections 2.3 and 2.4 respectively.

Firstly it is important to consider what a robot is. The term robot is widely

used in the media and this often blurs what a robot truly is. Although no universal

definition of a robot exists it is generally agreed that a robot is a physical system that

follows the sense, think, act paradigm [12,13]. The thinking, or computation, element

is key to being a robot as this allows autonomous behaviour based on sensor inputs.

The level of autonomy can vary however, from being fully autonomous and utilising

artificial intelligence to react to changing scenarios, to something simpler like collision

avoidance to prevent an otherwise teleoperated system colliding with the world.

13
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2.1 Nuclear decommissioning

Within the next 10 years nearly all the existing nuclear power stations in the UK will

reach the end of their life and will enter a shut down and decommissioning phase [14].

The decommissioning process involves characterisation, dismantling of all buildings

and equipment, and removal of all radioactive material, leaving the site in a state

where it can be used for other purposes and waste is safely and securely stored.

The characterisation stage involves measuring, analysing and characterising the

type and level of radiological contamination, both within the buildings and for the

waste. This is a critical stage as it allows for the most appropriate decommissioning

and dismantling strategy for buildings and equipment to be determined, and allows

waste to be sorted by radioactivity levels, having a large impact on both safety and

cost [15].

There are two widely used options when decommissioning a nuclear power sta-

tion [16]. The first is Safe Enclosure (SAFSTOR, or safe storage), during which the

plant is kept intact and placed in protective storage for a number of years to allow ra-

diation levels to naturally decrease. The second is DECON (Decontamination) where

all contaminated materials are removed, and the decommissioning begins as soon as

practically possible. A third option, entombment, has been proposed, in which the

site is enclosed in a large concrete structure to contain radiation and subsequently

left in that state. To date, however, entombment has not been implemented as a

decommissioning strategy.

SAFSTOR has the advantage that radiation levels are lower when the dismantling
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of the plant occurs, therefore the job is safer, easier and cheaper. However, it also

means future generations are given the job of cleaning up the mess created by current

generations, as the storage period is typically 50 years [16,17]. DECON results in the

site being made safe as soon as possible and the land can then be used for another

purpose; however, it also means that highly contaminated waste needs sorting and dis-

posing of. DECON is also a very expensive process. Due to the high radiation levels,

workers can only spend very short periods of time carrying out the work, even when

wearing protective suits [18, 19]. Furthermore, the protective suits become contami-

nated creating further waste that needs to be sorted, and a large number of workers

are required to share the work. As a result, robots are now being used wherever

possible, since this minimises the exposure of people to dangerous environments.

Using a combination of the two techniques is common [20]. Here, all nuclear fuel is

removed from the site and cooling ponds are emptied and cleaned. Buildings that do

not pose a radiation risk are then demolished, for example turbine housing buildings.

The site is subsequently put into safestore, allowing radiation levels in areas such as

the reactor buildings to naturally decay. This makes decommissioning and final site

clearance much simpler. This approach has been used by Magnox, for example at

the Berkel site in the UK, which entered Safestore in 2010 [21]. EDF used the same

approach for three sites in France i.e. Chinon, Bugey and St Laurent [20].

As well as power stations other nuclear facilities such as fuel processing plants,

mines and submarines also require decommissioning, and present similar problems to

power stations. The UK’s current policy is that nuclear facilities should be decom-

missioned as soon as reasonably practical, which is determined separately for each
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case [17], whilst the radioactive waste should be placed in long term storage in safe

and secure facilities [22].

2.2 Robotics in the nuclear industry

As discussed above, high radiation levels limit the amount of time workers can spend

in contaminated areas, and prevent access to some areas completely. As a result,

robotic systems are used for tasks across the nuclear plant life cycle, from inspection

of active facilities to characterisation of legacy facilities, to dismantling and sorting

of waste during decommissioning. A recent article by Tsistsimpelis et al. [23] gives a

detailed overview of ground based robots used in the nuclear industry over the last

few decades. The paper highlights how over the years there has been considerable

research into robotics for different aspects of the nuclear industry, but that most

systems are not universal and are developed for unique requirements. There are now

attempts to change this and make robotic systems more flexible, such that they can

carry out a variety of tasks in different locations and situations. This would make

decommissioning cheaper, easier and safer, as it would reduce the number of people

having to enter high risk areas, and reduce the time taken to complete tasks.

Decommissioning tasks range from cutting up pipes and equipment, to moving and

sorting waste, to demolishing walls and so on. Dismantling large pieces of equipment

is a large part of decommissioning, and items are usually cut up into manageable sizes.

A variety of cutting techniques exist, and are used within decommissioning, ranging

from mechanical saws to lasers and plasma cutters, with the technique used dependent
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on several factors, including: material type and thickness, accessibility to the area,

radiation levels of the area/item, and hazards such as dust [24]. With traditional

bespoke systems there would, for example, be a separate system for plasma cutting,

as distinct from a system based on a mechanical saw. However, the focus is now on

developing more flexible systems, such as devices with interchangeable end effector

tools, or manipulators that can grasp and use standard tools and equipment.

When previous generation nuclear facilities were being designed, their future de-

commissioning was rarely considered, and as a result accessibility can often be an

issue. This can make tasks that should be simple very time consuming, since just

getting equipment in place becomes difficult, and external support structures may

be required to take the weight of necessary equipment. This fact, coupled with the

limited time people can spend in radiated areas, can make even simple jobs very

slow and expensive. This is one reason why teleoperated robots are commonly used.

They can move equipment and perform tasks whilst a human operator is at a safe

distance, reducing the radioactive dose received by workers. This is important due

to the danger of exposure to high levels of radiation, and international regulations

limiting exposure dose levels of workers [18,25]. Because of these regulations, decom-

missioning jobs require a lot more workers than would be needed if the radiation was

not present, and this contributes to the high costs.

The use of robotic systems reduces the number of people who need to enter high

risk areas, which improves safety on site, and it can also reduce the cost and the

time scale of the project. It also provides opportunities that may not exist if using

human workers. For example, a hydraulically actuated manipulator can carry heavier
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loads than a human, which may allow items to be left as larger pieces, hence reducing

the cutting and processing time, and potentially reducing secondary waste from dust

which would need to be dealt with. Decommissioning involves a lot of boring, repeti-

tive, simple jobs, for which robots are ideally suited, whereas human workers may get

fatigued and loose concentration.

The choice of robotic platform to use is a big decision driven by many factors.

Some of these are obvious, such as what tasks need performing and accessibility to

the area. Other factors are less obvious, such as factoring in the lifetime cost of

the system. Any robot used in decommissioning will become contaminated and so

become waste itself, hence the cost of storing the contaminated device needs factoring

in to the decision. The cost is mainly driven by the size of the waste and level of

contamination.

One of the biggest decisions to make when selecting a robotic platform to use, is

whether to use a commercial off–the–shelf system or to design and build a bespoke

system. These two approaches are discussed below and examples of both approaches

given, further examples can be found in [23].

2.2.1 Commercial off–the–shelf systems

Off–the–shelf systems have often been the preferred solution as they are known to

‘work’, and in the nuclear industry in particular this is very important. Safety is an

overriding concern with work in the nuclear industry, so knowing a system will work

as expected and has many hours of successful operation ahead, with a long mean time

between failure (MTF) is important when choosing a system. Off–the–shelf solutions
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will usually have readily available replacement parts available too, whereas this may

not be the case with bespoke solutions. However, off–the–shelf solutions may not be

suitable, or may not be optimal, for all tasks during decommissioning, hence bespoke

systems are often used to meet specific operational requirements.

An example of a commonly used off–the–shelf system is the Brokk series of remote

control demolition machines [26]. They are designed to be rugged enough for demoli-

tion work, and are small enough to work inside buildings. They are often electrically

powered which helps with working inside buildings, as there are no exhaust fumes.

They also have a wide range of different end–effector tools available off–the–shelf,

ranging from shears, to claws to excavator buckets. The major disadvantage of the

Brokk series is that the teleoperation is very basic, so the user needs to be able to

see the machine to operate it, and it requires extensive training and experience to

use effectively. This means that if the machine is used in a high radiation area, the

operator usually also needs to be in that area, putting themselves at risk, or they

need to be able to see the machine through special lead glass windows, limiting the

area the system can operate in. Also, being an off–the–shelf system, the machines are

not specifically designed for a nuclear decommissioning environment and they are not

an optimum solution for some tasks.

2.2.2 Bespoke nuclear robotic systems

When a commercial off the shelf solution is not viable, a bespoke system is needed.

When deciding on a bespoke solution, an important consideration is if the system will

be single use or reusable. Reusable solutions tend to be highly engineered, radiation
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hardened and need to be designed for remote maintenance, for example by having

accessible plug and play sensors or equipment, as human workers cannot necessarily

enter the area to carry out maintenance. This makes them expensive, and potentially

increases the time the design and testing stages take, as there needs to be confidence

that the system will work. Alternatively, single use sacrificial solutions can be used;

these are generally cheaper but only suitable for certain tasks, and typically have a

short lifetime before they become damaged by radiation.

When making the choice between a single use or reusable system, several factors

have to be taken into account, for example obvious matters such as what the task is

and how long it is likely to take, but also less obvious aspects such as lifetime costs. As

the system will be contaminated and become waste, it may actually end up cheaper

to use one expensive reusable system than multiple cheap single use systems, which

could cost more to sort and store in the future.

Previously, bespoke systems have been made for a very specific tasks in the nuclear

sector. The downside is that the system may only be used for one task at one site

because, for example, of differing plant architectures. An example of these highly

task specific solutions is ‘Reactorsaurus’ [27], a large Reactor Dismantler Manipulator

(RDM), designed and built to dismantle the reactor at the Dounreay site in Scotland.

It was designed and built specifically for that site. The 75 ton machine will be lowered

into the reactor, and using two large manipulator arms, cut up and remove all the

equipment, such as pipework and carbon shield rods. The whole device is remotely

operated from a central control room.

More recently, the approach has shifted towards making more flexible systems that
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are capable of adapting to carry out a particular task in different scenarios, or being

able to carry out a larger range of tasks. Examples of this approach are described

next. The Avexis project, involving Sellafield and the University of Manchester [28],

concerns a range of small remotely operated underwater systems that are being devel-

oped for in situ inspection of fuel storage ponds [29], as well as for fuel characterisation

at the Fukushima Daiichi plant [30]. Both systems are being designed for particu-

lar situations and locations, i.e. Sellafield storage ponds and Fukushima, but the

technology would be applicable to other nuclear or hazardous environments.

OC Robotics, a Bristol based company, specialise in snake arm robots. These

machines, with high degrees of flexibility and small size, have already been used for

inspection and repair tasks within nuclear power plants on pipework in hard to access

areas [27,31]. They are now working in collaboration with Sellafield and The Welding

Institute, TWI, on adding a laser cutting head to allow a snake arm machine to be

used for decommissioning tasks [32–34], such as cutting up pipework, with successful

results so far. However this approach introduces new challenges such as controlling

the laser beam, and controlling potential waste products from the reaction of the

laser with different materials. OC Robotics have worked with nuclear sites such as

Sellafield to develop snake arm devices that meet the needs of the industry and can

perform tasks that other machines are not capable of due to accessibility issues.

The French energy company Areva have developed a small robot named CHARLI,

for laser cutting pipework in the reactor vessel of the Superphénix fast neutron reactor

in France [35, 36]. It is designed to remotely move around pipework and using the

laser cutting head, mounted on the end of a robotic arm, cut sections of pipework to
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allow for the removal of sodium from the reactor vessel. Although designed for one

particular plant, this system would be applicable to anywhere with pipe work of a

similar size.

Another French company, Cybernetix, has developed a range of remotely operated

robots for nuclear decommissioning and inspection tasks [37]. Some are based on a

Brokk base unit with the added functionality of a manipulator arm. The manipulator

arms can carry a variety of tools for performing different tasks. They also have

manipulator arms mounted to devices that are lowered into work areas on a hoist,

similar in principle to the large device used at the Dounreay site in Scotland.

The Sarcos Gaurdian GT [38, 39] is a system with dual hydraulic manipulators,

that is directly teleoperated through a custom interface allowing highly dexterous

control. It is designed so that the manipulators have kinematic equivalency with a

human arm, so user movements are accurately captured and recreated. This makes

control intuitive and easy to learn. The platform is in development, and is custom

made to order, so as to meet differing customers specifications. It has been demon-

strated to have the dexterity to turn valves and press buttons in a disaster response

scenario, so will likely be used in nuclear environments in the future where a direct

teleoperation solution is desired.

Many of the mobile robots currently being used in decommissioning have only a

single manipulator, such as those by Cybernetix above, and the Kuka manipulators

now commonly used at the Sellafield site. Utilising two arms working together would

potentially allow more flexibility and improved functionality, as for the Hitachi system

mentioned in Chapter 1 [5], but does add extra challenges such as cooperative control
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and collision avoidance to prevent the arms hitting each other.

2.3 Common themes in robotics

Robotics is a huge area of research, in both industry and academia, and has the

potential to enter almost every industrial sector and aspect of life, from the military to

healthcare to manufacturing. Each application and industry presents its own unique

challenges, but there are several major themes that affect all sectors. For example,

automation, vision and environmental sensing, and human robot interactions, which

are all discussed below. These three areas are chosen for this highly selective review,

since they impact on most industries and are particularly relevant to the research in

the thesis.

2.3.1 Automation

Automation is important in the development of all fields of robotics. Increasing the

number of tasks that can be reliably automated reduces the required input from a user,

which has different benefits for different scenarios. In a military or security context,

for example, it would allow robots to be used alongside people, carrying equipment

say, without requiring someone to be constantly controlling the robot, potentially

improving safety whilst reducing costs.

Production line robotic manipulators have been automated for years, but tradi-

tionally operate in cages or away from human workers for safety and perform the

same simple repetitive task over and over, all strictly controlled (e.g. dealing with
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identical parts in an identical manner). There is no ‘intelligence’ in these robots. The

focus is now shifting to robots that work alongside human workers on a production

line such as robots by Epson [40], ABB [41] and the Baxter by Rethink Robotics [42],

that can adapt to the work environment and do not need parts to be in the exact

same position every time i.e. they can sense and adapt. A big challenge with this

approach, is that the system needs to be able to sense what is going on around it and

react appropriately e.g. to be able to operate safely alongside humans, such robots

need to stop if a potential collision is detected.

Full automation may not always be realistic or even desirable, however certain

aspects often can be automated. Semi-automation reduces work load on the operator

and can improve safety as well as efficiency. Montague [43], for example, reports on

a semi-autonomous pipe repairing robot, which traverses the inside of the pipe and

repairs it from the inside, improving efficiency over the traditional method of having to

dig up the road to access the pipe. Another example is described by Shaban et al. [44],

in which a vibrolance system, used to compact surrounding soil as it penetrates into

the ground on a construction site, is semi-automated so that the lance is automatically

kept vertical. The system, which built on earlier research by Dixon et al. [45], was

shown to increase operation speed by a factor of three.

A situation where full automation is not desirable, is for search and rescue opera-

tions. For example, when looking for trapped people in a collapsed building, relying

purely on a robot could lead to survivors being missed, hence keeping a human in

the loop seems desirable. Marques et al. [46] developed a search and rescue robot

that can semi-autonomously traverse uneven terrain, whilst a human operator mon-
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itors the system, controls direction and watches the various live video feeds. This

keeps the human as the one spotting people or objects of interest, rather than relying

entirely on object recognition algorithms or similar technology, which may not be

reliable in the unstructured environment in which a search and rescue robot operates.

Mughal et al. [47] detail another example of a robot with semi-autonomous navigation

ability. This robot can be directly remote controlled or set to autonomously follow a

light source, is designed to be used in hazardous environments, and is equipped with

sensors to detect different gasses.

2.3.2 Vision and environment sensing

Vision and environment sensing is vital in robotic systems, whether teleoperated or

fully autonomous. With teleoperated systems the vision could be as simple as a single

camera to give the operator a view of the work space, or consist of multiple cameras

giving different views, as used in Marturi et al. [48]. Also the equipment used could

range from simple cameras giving just a video feed, to 3D systems such as LiDAR

(Light detection and ranging) which give a 3D representation of the environment and

can be integrated with CAD models for high quality user interfaces. An example is

described by Leeper et al. [49], where 3D point cloud data are combined with a CAD

model of the robotic platform.

Automated systems typically make use of multiple different sensors, for example

combining a simple or stereo camera system with LiDAR provides extensive informa-

tion about the environment so that autonomous algorithms have enough data to work

with. Wei et al. [50] utilise multiple sensors including cameras, LiDAR and radars in
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combination, to develop an autonomous driving research vehicle.

The choice of which and how many sensors is dependent on the task and work en-

vironment; a factory production line manipulator would need different information to

a mobile platform that navigates unknown or changing environments. However, hav-

ing too many or redundant sensors could slow down computational time and actually

lower performance, so getting the balance right is important.

To illustrate, Shauri et al. [51] consider a dual arm robot that autonomously screws

a nut and bolt together, with multiple cameras and force sensors. Their algorithm

switches between different sensors depending on which stage of the task the robot

is at. Starting with a camera that gives an overview of the workspace to move the

arms to the general area, then switching to cameras mounted on the end effectors to

give fine position control near the target object. This approach limits the information

being used to just that which is relevant, improving performance.

2.3.3 Human robot interaction

Human robot interaction is important, both in terms of controlling the robots and

working alongside them. Traditional teleoperation is performed using a bespoke input

device, mouse and keyboard, or more commonly with a joystick. This often requires

extensive training and practice before a robotic manipulator could be controlled in

a useful and efficient manner. A big development was using master slave systems,

where the operator moved a joint on a model in front of them and that translated

into moving the corresponding joint on the actual robot. The problem with these

methods is they are relatively slow, hard to learn and sometimes require unnatural
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movements from the user [52].

In fact, master slave systems at Sellafield have changed little since the 1960s. The

operator moves the master, which is mechanically linked to the slave through thick

concrete walls, to control the slave manipulator in the hazardous area. This limits

the operators view of the work environment, and relies on experience of the operator

for accurate useful motion. These systems require highly skilled and experienced

operators, and these operators are now ageing (mean age over 50 in the UK) [48].

Newly trained operators are required, or the dated system needs replacing with a

more efficient solution.

Recent developments in technology have allowed new ways of interacting with in-

dustrial robots in a more natural and intuitive way. For example, using accelerometer

based input devices to track user movement and control end effector position [53]; ges-

ture inputs, including accelerometer based [54,55], camera motion tracking [52,56,57],

and direct motion tracking; using either markers attached to the human arm, or equiv-

alent markerless systems [52, 57]. Results of using gesture input or motion tracking,

in whichever form, have shown to be positive, with a smaller learning curve than tra-

ditional systems. Neto et al. [53] use a Nintendo Wii games console remote to provide

gesture input using the accelerometers within the remote. The results show that after

a training period, during which the system learns the particular users movements,

even non-expert operators can control the manipulator successfully for a variety of

tasks.

Making robots safe to work alongside human workers is essential. Work such as

that by Loughlin et al. [58] has looked at ways of making robot manipulators safe
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to work around humans, by detecting possible collisions and acting to prevent them.

The manufacturing industry has traditionally used industrial robots on production

lines, and human workers had to be kept separate for safety reasons. New robots can

work side by side with humans safely and cooperatively. Examples of this include the

robots made by Epson [40], ABB [41], and Baxter by Rethink robotics [42], which

can safely work alongside humans on a production line in an automated manner.

2.4 Common types of robotic platform

Many different robotic platforms exist and are used for different tasks, from industrial

manipulators to autonomous vehicles. In the following subsections, some of the most

well-known and widely used robotic platforms are introduced.

2.4.1 Biped/Humanoid

Biped robots have two legs and are usually designed to look as human as possible.

The challenge is making them walk! Walking on two legs is incredibly difficult from

a robotics perspective. As you, a human being, take a step, there are constant ad-

justments to your balance. Walking on uneven terrain is even more challenging, since

you have to react to movement and slippage when placing your foot, adjust the force

as you put your foot down, and adjust your balance to remain stable. Humans do all

this almost subconsciously, programming a robot for this is a major challenge.

Humanoid robots have potential advantages in that they could enter areas humans

can enter and work in the same way a human would. In a nuclear decommissioning
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context, this could mean using standard tools, opening doors, climbing stairs and

opening and closing valves. This would also make them valuable in disaster response

scenarios.

Probably the most well-known biped robot is ASIMO (Advanced Study In Motion)

made by Honda [59], which is able to walk and even climb stairs. Although currently

there are no practical uses for ASIMO, it is a good demonstration of what is possible.

Honda have used the technology developed with ASIMO to build a humanoid disaster

relief robot, the E2-DR [60]. Currently at prototype stage, the E2-DR is capable of

walking on 2 legs, crawling on 4 and climbing ladders.

Another well-known bipedal robot is ATLAS [61–63], based on the Petman plat-

form [64], with both developed by Boston Dynamics. At the time of writing, the

device has been making news headlines for its ability to jump and perform backflips.

ATLAS has been designed to be as human like as possible, and to be able to navigate

on uneven terrain. It is a lot more agile than other humanoid robots, and is able to

quickly adjust its balance, hence it moves in a more human like manner than ASIMO.

Robots such as ATLAS could in the future be used in a variety of roles, from working

in people’s houses, to entering dangerous areas where people cannot enter to perform

tasks. By being as human like as possible, they can work in a similar way to people

and hence use the same tools as a human would, making them very flexible.

The development of biped robots has been accelerated by the DARPA (Defense

Advanced Research Projects Agency) robotics challenge. The final of the challenge

had teams from around the world competing to finish a series of tasks that ranged

from opening doors, using hand tools to cut a hole, and turning a valve.
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2.4.2 Quadruped and multi-legged robots

Another large category of robots is quadrupeds that walk on four legs. These are

usually based on the way animals move, for example the MIT Cheetah robot [65, 66]

and Boston Dynamics Big Dog [67–69]. stems.

The Boston Dynamics Big Dog was funded by DARPA, a part of the US gov-

ernment, and is intended for military applications. Unlike the Cheetah , it is not

designed for speed, rather it is designed to carry heavy equipment anywhere a soldier

might go, so has to be able to walk over rough terrain. It has been shown that it

can walk over ice, correcting itself when it slips, and can regain balance after being

pushed. Using legs instead of wheels or tracks allows it to go to places that it would

not otherwise be able to go, but introduces a lot of difficult challenges in controlling

the legs, as discussed by Li et al. [70].

Research is being carried out by the University of Manchester on hexapod robots

for nuclear decommissioning tasks, supported by Forth Engineering Ltd and Sellafield.

Two systems are under development, Latro and Corin [71]. These platforms are

intended to navigate over unknown and rough terrain, to carry out decommissioning

or inspection tasks. However, detailed information about these systems is currently

very limited.

Another example of a legged robot being developed for nuclear environments,

although aimed primarily at inspection rather than decommissioning, is Robug-II

proposed by Luk et al. [72, 73]. Here, a quadruped system is developed that has the

ability to walk on vertical surfaces using suction pads on the legs and body of the
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system. Legs are used to allow traversal over uneven and unknown surfaces, where

wheeled systems would not be able to travel.

2.4.3 Snake like robots

Snake like robots are becoming increasingly popular. Carnegie Mellon University

has developed a series of modular snake robots that are very versatile and could

be used for a variety of tasks [74, 75]. OC robotics [76, 77] also develop snake like

robots, which have been used in a variety of applications from assembly of aircraft, to

inspection of nuclear power plants. Snake arm robots can access hard to reach areas

and work in confined spaces where more traditional robots cannot go. OC robotics

recently provided snake arm robots with high pressure water jets mounted on the

end for inspection and cleaning tasks of a tunnel boring machine in Miami [78]. The

hazardous environments that tunnel boring machines operate in, makes inspection

by humans dangerous and time consuming. Hence, by using a robot that is flexible

enough to navigate within the large machine and provide video footage back to an

operator, maintenance becomes much quicker and safer.

2.4.4 Industrial manipulators

This field dominated research for many years [79]. Industrial robots have been in use

since the 1960s, most commonly on car production lines. In the early days, these

manipulators were quite simple, and used to automate tasks such as spot welding on

car production lines. Here, the robots just did the exact same task over and over,
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and operated away from people. These robots were hard to re–program and not very

flexible. Research and new technology has changed industrial manipulators, and they

are now more accurate, more flexible, reprogrammable and much safer.

Modern vision systems, for example, allow industrial manipulators to locate and

pick up items without requiring the item to be in a pre-determined position. They also

allow for robots to be used in new industrial areas, such as product inspection. Xie

et al. [80], for example, carry out tests using a manipulator with a camera mounted

on the end-effector, or hand, of the manipulator. The manipulator can identify car

wheels on a production line and move itself to inspect certain elements of the wheel,

detecting any faults with the wheel.

Other industrial robots are moving away from the traditional idea of a single arm

operating away from people. Either by having two arms work in a coordinated manner,

providing the ability to perform more tasks and to work in more of a humanoid way,

or by being designed to safely work alongside humans.

2.4.5 Dual manipulator systems

As noted above, there is currently a lot of work on human-like [81,82] and industrial

dual manipulator robots [1, 40–42, 58], usually for use in factories. Much research

focuses on co-ordinated control of two robotic manipulators [83–85]. Challenges of

dual manipulator systems include making the arms work together in a coordinated

manner to achieve a task, to work independently of each other, and to prevent the

arms from colliding with each other and any objects around them.

In industry, dual arm robots are beginning to be used in place of traditional
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manual production line or for packing type jobs. These robots can operate the arms

independently or in a coordinated manner. They are currently designed to be used

together with human workers, to help with simple repetitive assembly type jobs,

usually involving small parts. When working with small parts, the robots can often

be faster than a human, and do not suffer from fatigue or repetitive strain injuries

from doing the same simple task repeatedly. This shift from traditional industrial

robots which are operated away from humans, to robots that work alongside humans,

introduces a new design challenges. For example, making the robots act as close to a

human as possible so they can operate the same tools or work in the same environment

as humans [86].

2.5 Concluding Remarks

The present chapter has reviewed selected examples of robotics research from the

literature, with a focus on illustrative prototypes and commercial systems that are

being used in a nuclear context. Three key technical areas have been considered

in quite general terms, namely automation, vision and the human–robot interface.

These areas are of particular relevance to the present thesis, which concerns assisted

teleoperation of a mobile dual-manipulator system.

The key findings of the literature review are that the nuclear industry does have

a desire to increase the use of robotic systems, as this will help improve safety and

productivity whilst reducing costs. Traditionally many systems used by the nuclear

industry have been bespoke, designed for one job at one site, however there is a drive
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to create more flexible systems that can perform multiple tasks in different locations.

Although full autonomy is being strived for in many areas, for safety reasons it is

not desirable within the nuclear industry, but direct teleoperation is highly skilled

and slow, so a robotic solution in–between the two would be desirable. For any

mobile robotic platform vision and sensing are important, within the context of nuclear

decommissioning however the effect of radiation on electronic components has to be

taken into account. Also the environment can not be entered to place beacons or

sensors to aid in tracking, so sensors need to be on–board the mobile system. The

sensors used and the user interface are closely linked, as the sensors determine what

data can be presented to the user, which in turn effects how the user interacts with

the system. Methods of interacting with for example robotic manipulators is a very

active research area with many approaches such as master slave and motion tracking

systems being researched.

The findings of this literature review motivate the development of the assisted

teleoperation system for a dual-manipulator platform developed within this thesis.

Note that specific technical results and algorithms utilised in the thesis (e.g. for

parameter estimation and control system design) will be introduced where relevant,

with additional citations, in Chapters 4, 5 and 6. In the first instance, however, the

following Chapter 3 describes the robotic hardware/software framework.



Chapter 3

Brokk–Hydrolek System

Lancaster University Engineering department has developed a Multi-Arm mobile

Robot System for research into Nuclear Decommissioning (occasionally, in some ear-

lier articles, referred to by the acronym MARS-ND) [1–4], consisting of a Brokk 40

base unit coupled with a pair of Hydrolek HLK-7W manipulators, as shown in Fig-

ure 1.1 (chapter 1). Detailed information about the hardware/software arrangements

are available from two earlier PhD theses [2, 8], whilst Chapter 4 of the present the-

sis discusses key components of the system in the context of the mechanistic model

development. Nonetheless, for completeness, a brief overview of the system is first

presented in section 3.1 below, followed by a review of associated research in sec-

tion 3.2. Finally, section 3.3 considers some essential foundation work completed by

the author, including maintenance and calibration issues.

35
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3.1 System Overview

At the time of writing and when the experimental work for this project was completed,

the hardware on the Brokk–Hydrolek robot was largely the same as when it was first

developed: see [1–3]. Figure 3.1 shows a diagram representing the overall system and

showing the distinct subsystems, namely the operators computer, the Brokk base unit

and the Hydrolek manipulators.

Figure 3.1: Block diagram representing one manipulator, adapted for dynamic mod-

elling.

The Brokk 40 base machine is electrically powered so ideal for working inside, as

there are no exhaust fumes from an engine. It consists of a moving vehicle, hydraulic

tank, remote control system and (initially) single manipulator. It has an onboard

hydraulic pump to power the caterpillar tracks and, by means of several hydraulic
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pistons, the manipulator. At 650mm wide and a height of 950mm, it is small enough

to fit through a standard doorway allowing it to move around inside buildings. Being

fitted with caterpillar tracks allows for movement across uneven terrain. Note, how-

ever, that once positioned, all of the pipe cutting experiments in later chapters are

based on a stationary vehicle i.e. only the Hydro-Lek manipulators are moved.

The Hydrolek arms each have 7 Degrees–Of–Freedom (DOF), i.e. 6 joints plus a

gripper as shown in Figure 3.2, providing a good range of movement and flexibility

to perform tasks in a confined space. In principle, the end–effectors can be equipped

with a variety of other tools, such as percussive breakers, hydraulic crushing jaws,

excavating buckets and concrete milling heads. Without tools, each arm is 1.5m long,

with a weight of 45kg and a lift capacity at full reach of 150kg. The first five joints

illustrated in Figure 3.2 (i.e. the azimuth yaw, shoulder pitch, elbow pitch, forearm

roll and wrist pitch joints) are all fitted with potentiometer feedback sensors, allowing

the position of the end–effector to be determined during operation. The joints are

actuated via hydraulic pistons, which are powered via an auxiliary output from the

hydraulic pump of the base unit. The sixth joint has a continuous (360 degree) jaw

rotation mechanism which, like the gripper, presently operates in open–loop only,

with no feedback.

The operators computer runs the user interface, initially the existing open loop

joystick teleoperation and later the closed loop assisted teleoperation system devel-

oped in this thesis, this output is then mapped to the correct output channel and

sent to the National Instruments Compact Field Point (CFP) and its analogue in-

put and output modules. This is an industrial standard Programmable Automation
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Controller (PAC) offering programmable logic controller performance, whilst interfac-

ing with a standard PC running National Instruments Labview software. The CFP

output controls the proportional solenoid operated spool valves powered from the

hydraulic motor, which control the movement of the hydraulic actuators. Note that

the hydraulic pistons are controlled by seven pairs of control valves, where each pair

has an input for both positive and negative flow. The CFP is a stand alone device

running a real–time operating system, allowing for the precise sampling rates needed

for discrete–time control. The PC transmits information to the CFP controller via

an Ethernet networking connection. For teleoperation, a standard input device, such

as a joystick, is also connected to the PC.

Figure 3.2: CAD model of the Hydro-Lek manipulators with joints labelled, J1 repre-

sents Joint 1 etc..
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3.2 Previous Research

Proportional-Integral-Derivative (PID) control is one of the most widely used con-

trol systems in industry. By tuning the three parameters, the control action can

be varied to achieve different outputs, improving the stability or transient response

time. When the robot was first developed, a PID control system was used to control

the manipulators, with the PID gains tuned by trial and error [1]. The PID system

was straightforwardly implemented using standard Labview library components, and

sometimes gave satisfactory performance in regard to individual joints following a set

point. In fact, simple proportional control is often sufficient in this context, since the

system can display inherent integral action. This is because the calibration approach

used ensures that with zero control input, the joint angle largely remains constant [7];

naturally, this is not necessarily the most robust solution.

A more systematic model–based approach was taken by Robertson [8], who de-

veloped Proportional–Integral–Plus (PIP) control systems for each joint. PIP control

provides a logical extension of PID methods [11], and has a similar degree of im-

plementational complexity for this system. The same author also developed nonlin-

ear control systems, based on the identification of state-dependent parameter (SDP)

models [7, 8, 87–89]. The SDP algorithm was found to yield improved performance

in comparison to equivalent PID and PIP control, for the control of individual joints

and for simple resolved motion experiments e.g. drawing a figure of eight in a plane

using two joints. Such control systems, and the new developments reported in this

thesis, are all discussed in more detail in Chapter 6.



40 CHAPTER 3. BROKK–HYDROLEK SYSTEM

Further work involved integrating force control into the gripper, to prevent it from

crushing more delicate objects [90]. This was acheived by adding a piezoelectric force

sensor to the gripper and integrating it into the control system. The existing PID

control architecture was used as a base for developing the force control. However,

due to the spike in contact force caused by the gripper coming into contact with an

object, the PID system had to be modified into a split range PID controller. When

operating under a certain threshold force, one set of high gains are used, then when

the threshold force is exceeded, a set of low gains are used. Although the force control

was tested on the real gripper, it was not fully integrated and is no longer part of the

present system. Finally, the Hydrolek manipulators have been used as a demonstrator

for research into inverse kinematics solvers [91,92].

3.3 Foundation work

In the context of the PhD project, initial work had to be carried out by the author

to become familiar with the system, both in terms of the hardware and the existing

software framework. Understanding how to send instructions to the manipulators

is clearly fundamental to any later practical research. Furthermore, a considerable

amount of time was spent identifying and fixing various issues arising with the system,

including:

• Replacing faulty potentiometers.

• Rewiring all potentiometers to the Compact Field Point (CFP).
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• Calibrating the potentiometer values to joint angles for all joints.

• Expanding basic PID control to the left manipulator (previously applied only

to the right manipulator).

• Modifying existing joystick control to improve safety, forcing all valves to close

when program is stopped to prevent arm movement.

• Replacing the control PC with a more up to date and capable machine.

• Replacing the main circuit board in the Brokk base unit.

3.3.1 Labview interface

As the instructions sent to the CFP originate from the Labview software, understand-

ing how Labview and the CFP communicate with each other and the type of signals

sent between the two devices is essential. From previous work, there were programs

available that allowed teleoperation using joysticks, as well as a simple interface for

a PID controller that reads the set point from a text file. Analysing these programs

helped to develop an understanding of how the communication works, including that

each joint has two inputs to the CFP, one for each direction of movement, and that

the signal sent to the CFP is a voltage in the range of 0 to 10v. Communication in the

other direction, from the CFP to Labview, there is a signal from the potentiometer

on each relevant joint. This is an uncalibrated voltage reading, and so needs to be

processed to generate a meaningful signal for control.

No record was readily available stating which channel on the CFP controlled which
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Table 3.1: Mapping of CFP channels to joint movement. Directions refer to standing
at the base unit and looking out towards the manipulators i.e. the system’s first person
view.

Module

Channel @3 @4 @5

0 Right arm J1 left Right arm J5 up Left arm J3 down
1 Right arm J1 right Right arm J5 down Left arm J3 up
2 Right arm J2 up Right arm wrist clockwise Left arm J2 up
3 Right arm J2 down Right arm wrist anti-clockwise Left arm J2 down
4 Right arm J3 down Right arm gripper open Left arm J4 left
5 Right arm J3 up Right arm gripper close Left arm J4 right
6 Right arm J4 right Left arm J1 left Left arm J5 down
7 Right arm J4 left Left arm J1 right Left arm J5 up

joint. Therefore, controlling a specific joint in a specific direction required a methodi-

cal investigation, sending a signal to each channel and observing the result. The CFP

consists of different modules, and each module has 8 input or output channels, with

2 channels per joint. Identifying which module and which channel controlled which

joint eventually allows a signal from Labview to be addressed to the correct output,

allowing the correct joint to be moved in the desired direction. For future reference,

Table 3.1 shows the mapping between the CFP channels and the actuated joints.

Hence, for example, to move Joint 5 on the right hand side manipulator upwards, a

signal should be sent to Module 4 and channel 0.

Finally, to help future researchers, a list of the key Labview files created during

this project is provided in Appendix A i.e. the filename and a brief description of

functionality. These Labview files are available from the author.
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3.3.2 Joint calibration

After some early testing, it became clear that there were some calibration problems,

particularly on the left hand side manipulator which had not been used as much as the

right hand side manipulator. The signal from the potentiometer on each joint is sent

through to Labview as a voltage, and needs processing to give a joint angle output.

The joint limits were already known for each joint, so by finding the potentiometer

readings at these limits, the scaling between potentiometer voltage Vmeas and joint

angle Dmeas can be calculated. In the first instance, the voltage per degree, α is found,

α =
Dmax −Dmin

Vmax − Vmin
(3.1)

where Dmax and Dmin are the maximum and minimum joint angle limits in degrees

respectively, and Vmax and Vmin are the maximum and minimum voltages from the

potentiometer. These values are used to find the potentiometer voltage at 0 degrees,

V0 = Vmin + (|0−Dmin| × α) (3.2)

which is used to scale between the measured potentiometer value Vmeas and the joint

angle Dmeas as follows,

Dmeas =
(Vmeas − V0)

α
(3.3)

Repeating this procedure for each joint provides the scaling shown in Table 3.2, which

represents the ‘current’ calibration framework i.e. the status at the end of the project.
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Table 3.2: Scaling between potentiometer voltage reading and joint angle.

Voltage Angle

Joint Min. Max. Min. Max. Scaling

Right Arm

1 3.71 11.43 -27.0 40.6 Dmeas = (Vmeas−6.792)
0.114

2 1.11 13.54 -10.3 65.6 Dmeas = (Vmeas−2.794)
0.164

3 2.92 12.24 -42.0 21.4 Dmeas = (Vmeas−7.024)
0.144

4 2.33 13.67 -114.0 63.9 Dmeas = (Vmeas−5.767)
0.064

5 7.75 23.52 -81.5 -4.16 Dmeas = (Vmeas−6.902)
0.204

Left Arm

1 6.39 12.99 -40.6 27.0 Dmeas = (Vmeas−10.77)
0.108

2 4.69 13.59 -10.3 65.6 Dmeas = (Vmeas−5.901)
0.117

3 2.92 12.24 -42.0 21.4 Dmeas = (Vmeas−9.091)
0.147

4 2.33 13.67 -114.0 63.9 Dmeas = (Vmeas−9.596)
0.064

5 1.91 12.63 -81.5 -4.16 Dmeas = (Vmeas−1.33)
0.139
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3.4 Concluding Remarks

The present chapter has briefly reviewed earlier research into the Brokk–Hydrolek

system, and essential foundation work by the author. In prior work some years ago,

two Hydrolek hydraulically actuated manipulators, each with seven degrees of free-

dom (7-DOF, i.e. six rotary joints and one gripper) had been attached to a Brokk-40

mobile platform, for research into the decommissioning, repairs and maintenance of

nuclear plants. The machine has been a useful demonstrator system in the Engineer-

ing Department for many years, such as for undergraduate and taught postgraduate

student projects, and for open–days. However, despite the original motivation for its

construction, it would be true to say that most of the subsequent academic research

focused on use of the system as a case study for the testing of novel control systems,

with relatively little attention given to how the user interacts with the robot, or how

the robot would interact with the environment in a decommissioning setting, which

is the focus of Chapter 5. In the first instance, however, the following Chapter 4

develops a mechanistic model of the entire system.
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Chapter 4

Mechanistic Model Development

This chapter discusses the development and testing of a detailed mechanistic model of

the Brokk–Hydrolek platform, consisting of all elements of the mechanical, electrical

and hydraulic systems. The model is implemented for the MATLAB SIMULINK soft-

ware environment, and builds on previous work by Montazeri and Ekotuyo [9]1. How-

ever, the previously developed model did not fully reflect the real system behaviour,

in part because of several unknown parameter values. Hence, the novel contribution

of the present chapter is twofold. In the first instance, research into parameter iden-

tification to find these unknown parameter values using experimental data. During

this research, it became apparent that there were several problems with the existing

model, in particular with regard to the dynamic behaviour of the hydraulic elements.

As a result, a second contribution of the chapter is a new mechanistic model for the

1The present author is grateful for the earlier contribution of two Lancaster University MSc

students supervised by Dr Montazeri, as cited here, namely Maxime Antoine [10] and Joseph Ekotuyo

[93].

47
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hydraulic sub system. To clarify more precisely, the mechanistic model introduced

in the present thesis, encompasses the mechanical model described by Montazeri and

Ekotuyo [9], with some important changes and additions as reported below, and with

an entirely new hydraulic sub system.

A parameter estimation step is required since many of the physically-based pa-

rameters of the manipulator are unknown, in part due to the age of the manipulators,

as well as because of various changes from the original manufacturer specifications

caused by repairs and replacement parts. Hence, a sensitivity analysis is first carried

out to identify the key parameters that affect the performance of the model. These

parameters are subsequently estimated using a Genetic Algorithm (GA). The aim

is to find mechanistically realistic parameter values that also yield model responses

following the measured (experimental) performance of the real system.

Further background information is provided in section 4.1, including the motiva-

tion for the GA approach. The model is developed in section 4.2. Section 4.3 formally

presents the parameter estimation problem, while section 4.4 develops the specific GA

approach utilised in this thesis. This includes both a simple GA initially used, and

a more complex multi–objective genetic algorithm (MOGA) developed subsequently.

To optimise the GA in the following section 4.5, settings include the fitness function,

crossover and mutation rates, and population size are adjusted for this particular

problem, with experimental data used to find the optimum settings. The results are

presented in sections 4.6 and 4.7, which focus on the mechanical component of the

model and the entire system, respectively.
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4.1 Motivation for the model

The mechanistic model should allow consideration of the dynamics, as well as the

kinematics of the manipulator. This is important as the manipulators are highly

nonlinear, due in a large part to the hydraulic actuators that drive the joints. The

model should also allow potential faults to be investigated, for example looking at the

effect of one actuator leaking.

The importance of this problem in a robotic context is investigated by, for example,

Swevers et. al. [94]. In this regard, previous research for the Brokk-Hydrolek and other

hydraulic manipulators has demonstrated the practical utility of a quasi-linear, State

Dependent Parameter (SDP) model; e.g. [7, 95]. The parameters of the SDP model

are functionally dependent on the measured variables [96], such as joint angles and

velocities. The approach is ideal for capturing the essential non-linear behaviour of

the system when a relatively straightforward dynamic equation is required for model-

based control. However, as discussed later in Chapter 6, such SDP models were

initially limited to individual manipulator joints, and they had not been designed to

represent the complex mechanistic interactions between various mechanical, hydraulic

and electrical components of the Brokk–Hydrolek system.

Early testing of the Hydro-Lek manipulators identified a need for improved control

systems. The PID control that was being used did not provide accurate or sufficiently

rapid movement. Furthermore, the more advanced control systems alluded to above

had not been implemented for all joints, something that would be required for the pipe

cutting experiments in the next chapter. Hence, in general terms, the development of
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a reliable mechanistic model of the dual manipulator platform, aims to facilitate the

investigation and development of new control systems in the future.

The approach taken in this thesis, is to decompose the system into several dynamic

subsystems and subsequently to integrate the different modules together. The model

aims to not only provide an accurate and detailed representation of the complex

mechatronic system, but to also provide a grey-box model structure with physically

meaningful parameters. In this manner, the model will be a reliable simulator through

which the dynamic and kinematic characteristics of the manipulator can be analysed.

This is essential for the design of joint-level and supervisory control algorithms, to

accomplish complex tasks encountered in nuclear decommissioning (such as remote

pick and place, welding and pipe cutting).

Parameter estimation for robotic systems is a challenging task, especially when

the number of degrees of freedom and the number of parameters to be estimated

are high. The main difficulty is that the underlying problem is nonlinear and non-

convex in nature. The most common technique to address the parameter estimation

problem is to use an equation error identification approach, which assumes that the

dynamic model of the robot is parameterized linearly with respect to the unknown

model parameters, and hence the parameters can be estimated using Least Squares

(LS) error minimisation criteria [97–99].

Various techniques are reported in the literature to help alleviate the problem of

uncertainties from modelling errors and measurement noise. For example, band-pass

filtering of joint positions provides one solution, shown in Gautier et al. [100]. Further-

more, Janot et al. [101] compare the performance of this technique with instrumental
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variables, total LS and output error methods. More advanced robust estimation such

as maximum likelihood and extended Kalman filter based techniques have also been

proposed e.g. [97].

An alternative approach is to formulate an output error system identification prob-

lem in nonlinear LS terms and to use nonlinear programming [100, 102]. When the

performance function is smooth, a local optimization technique may then converge to

the global optimum. However, Janot et al. [101] show that application of a multi-start

Gauss-Newton algorithm for parameter estimation of a 6-DOF robot is not a viable

strategy. The problem of multi-modality of the performance surface can be solved by

the design of a suitable filter, as shown by Tohme et al. [103], and the technique is

efficient when the first and second order derivatives of the performance surface are

available analytically. Unfortunately, this assumption is not valid in the present case

since, due the complexity of the model, no closed-form analytical equation exists.

Furthermore, the performance indices assumed in the optimization process, such as

the output error infinite norm, are not necessarily differentiable.

Therefore, a more effective approach to search a large parameter space is to use

evolutionary-based algorithms. These include genetic algorithms (GA) [104], related

multi-objective approaches [105,106], particle swarm optimization (PSO) [107] and the

recently proposed differential evolution approach [108]. Gotmare et al. [109] discuss

the suitability of GAs for various optimisation problems in system identification and

filter design. Yao [110] and Nyarko [111] provide similar in the context of parameter

estimation more specifically. Use of PSO as an alternative to GA optimisation is

primarily motivated by the relative simplicity of implementation and the ability to
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memorize the good solutions by all particles. As a result, PSO has been used for

various control and identification problems e.g. [112–114]. However, in contrast to

the present parameter estimation problem, PSO is usually considered for real-time

and adaptive applications because of its computational simplicity [115].

4.2 The dynamic model

Each HydroLek manipulator has seven DOF, with a continuous (360 degree) gripper

rotation mechanism [7]. In total, five linear actuators and two rotary actuators are

used, as shown in Figure 4.1. Each joint is fitted with potentiometer feedback sensors,

allowing the position of the end-effector to be determined during operation, using the

measured joint angles and the forward kinematic equations. The joints are actuated

via hydraulic pistons, which are powered via an auxiliary output from the hydraulic

pump in the Brokk base unit.

It is known that the dynamic equations of a manipulator can be derived using

standard Newton-Euler theory as follows [98]:

D(q)q̈ + C(q, q̇)q̇ + g(q) + Fcsign(q̇) + Fvq̇ = τ (4.1)

where τ denotes the vector of forces/torques generated by the hydraulic actuators,

D is the manipulator inertia matrix, C is the coriolis and centrifugal matrix, g is

the gradient of the potential energy, Fc is the coulomb friction and Fv is the viscous

friction. The vector q contains all joint angles for the revolute joints. However, it

would be extremely complex to analyse the dynamics of the HydroLek manipulator

with both linear and rotary joints analytically in this way. Therefore, use of Equa-
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tion (4.1) would impose several limitations on the derivation of the dynamic model,

including infinitely rigid links and joints and backlash free joints [116]. Furthermore,

for relatively high DOF, parametrisation of Equation (4.1) becomes extremely com-

plicated, even using symbolic software. To overcome these limitations, and to exploit

existing Computer-Aided Design (CAD) models for the manipulator, the present re-

search instead relies on a numerical model to solve the equations of motion. This is

achieved by modelling various components of the manipulator using numerical and

experimental techniques, and subsequently integrating these into a unified simulation

for the purpose of system identification, parameter estimation and the design of end-

effector trajectories, as well as the wider control objectives. This process is usually

referred to as Robot Calibration in the robotic literature [117].

Figure 4.1: Graphical render of 7-DOF Hydrolek manipulator, with link 2 made trans-

parent to show linear actuators for Joint 2 and 3.
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4.2.1 Operator computer subsystem

The model comprises all elements of the system, as summarised in Figure 3.1 (sec-

tion 3.1), including the mechanical, electrical and hydraulic parameters of the ma-

nipulator. In the physical system a command signal Sin is generated by a feedback

controller or set directly by the operator in the case of joystick teleoperation, and is

processed and calibrated before it can be sent to the National Instruments Compact

Field Point (CFP) module.

The role of the operator computer in Figure 3.1 is to convert the signal Sin to a

calibrated voltage command for the proportional amplifiers i.e. either VampAi
or VampBi

for joint i, and to assign the voltage to the correct input on the CFP (Table 3.1 shows

the mapping between CFP channel and joint movement). Thus, for each joint i, the

voltages VampAi
and VampBi

are expressed as follows:

VampAi
=


Ai +

(
|Sin|.Bi−Ai

100

)
, if Sin > 0

0, if Sin ≤ 0

(4.2)

VampBi
=


Ci +

(
|Sin|.Di−Ci

100

)
, if Sin < 0

0, if Sin ≥ 0

(4.3)

In Equations (4.2) and (4.3), VampAi
and VampBi

are the voltage input at the propor-

tional amplifiers A and B respectively, while the parameters Ai , Bi , Ci , Di are the

joint i calibration coefficients and are tuned to optimise performance.
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4.2.2 Mechanical model subsystem

The mechanical subsystem involves two main elements, as illustrated in Figure 3.1,

the links and the joints. The input of the mechanical subsystem is the movement

of the hydraulic actuators, which applies force to the manipulator links, causing the

joints to move, and its output is the angular position of each joint.

Since the analytical solution, using the kinematic equations of each joint, would

be extremely complex for the 7 DOF manipulator, a numerical approach using the

Matlab SimMechanic toolbox is adopted. The left and right manipulator mechanical

subsystems have the same structure i.e. a succession of revolute joint blocks and link

subsystems. Revolute joint blocks are actuated by a hydraulic actuator and the angle

is sensed as the output variable. Geometric information and properties about each

link are extracted from CAD files.

To find the base parameters suitable for estimation, it is assumed that the inertia

parameters for each link are calculated using the CAD file information. Therefore,

it would be reasonable to consider the mass for each link, and damping and stiffness

for each revolute joint, as the unknown parameters for the subsequent optimisation.

Finally, a 3D representation of the manipulator is shown in Figure 4.2 using Matlab

Mechanical Explorer. Incorporating the CAD model of the manipulator in this way

allows for straightforward understanding of the manipulator behaviour. For exam-

ple, problems such as collision detection and dual-manipulator coordination can be

examined using this visualisation.
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Figure 4.2: Simscape mechanical explorer 3D view of the manipulator model, with the

newly modified hydraulic system model (see section 4.2.4).

4.2.3 Hydraulic actuator subsystem

The hydraulic actuating subsystem, shown in Figure 4.3, consists of two further sub-

systems, namely the valves and the hydraulic cylinders. The valve system is de-

composed into the proportional amplifier, solenoid and directional valve components.

The four-way directional spool valve operates with the solenoid coil currents ICoilA

and ICoilB . The voltage commands VAmpA and VAmpB applied to the proportional am-

plifiers A and B are converted to the current coil, and energize the solenoids A and

B:

IcoilHi
=



Imini
, if VampHi

= 0V

VampHi

ImaxHi
−IminHi

10
+ IminHi

, if 0 < VampHi
< 10V

Imaxi , if VampHi
≥ 10V

(4.4)
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where VampHi
is the joint i voltage signal at the input of proportional amplifier H

(in which H is either A or B), IcoilHi
is the output of the proportional amplifier H,

i.e. the current that will energize the solenoid H of the joint i actuating system, and

ImaxHi
and IminHi

are the saturation current parameters associated with the amplifiers

H of the joint i actuating system. The dynamics of the solenoid system A or B are

represented using Newtons law applied to the plunger A or B belonging to the solenoid

device, as shown in Figure 4.4 [118],

FSHi
= −

αIcoilHi

2

(β + γxp)
2 = mpẍp + λpẋp +Kpxp (4.5)

where mp is the mass of the plunger, while λp and Kp are the stiffness and the

damping coefficient of the plunger. The coefficients α, β and γ are constant and

depend on the permeability coefficients, effective magnetic flux areas, magnetic field

lengths, and turn numbers. These coefficients are parametrized by selecting two points

in the (FSHi
, xPHi

) space for the joint i. The variable IcoilHi
(again, H represents either

A or B) is the current passing through the solenoid and xpHi
is the displacement or

stroke of the plunger. Finally, FSHi
is the solenoid force generated by the plunger.

The hydraulic equation links spool displacement xi and the pressure and flow rate

inputs/outputs of the valve i.e. (QA,PA ), (QB,PB ), (QS,PS ) and (QT ,PT ) for joint

i. Here, xi depends on the displacement of plunger A and B, i.e. xpAi
and xpBi

, is

defined as follows:

xi = xpAi
− xpBi

(4.6)

The volume flow between valve ports in the spool valve is calculated using Bernoullis
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Figure 4.3: Schematic representation of hydraulic actuator system.

law. In particular, for a positive deflection xi, oil flows from ports P to A and B to

T are as follows [119]:

QA = QP→A =


Cq.A(x).sgn(PS − PA).

√
(2|PS−PA|)

ρ
if 0 < xi < w

Cq.Amax.sgn(PS − PA).
√

(2|PS−PA|)
ρ

if xi ≥ w

(4.7)
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Figure 4.4: Illustrative model element showing the components of the solenoid device.

QB = QB→T =


Cq.A(x).sgn(PB − PT ).

√
(2|PB−PT |)

ρ
if 0 < xi < w

Cq.Amax.sgn(PB − PT ).
√

(2|PB−PT |)
ρ

if xi ≥ w

(4.8)

where PA, PB, PS, PT are the pressure values at ports A, B, P and T respectively

and sgn is the sign function. Here, Cq is the contraction flow coefficient of the valve,

w is the width of the slot in the valves sleeve, A(xi) is the area of the corresponding

orifice as a function of spool displacement and Amax is its maximum value. The
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parameter A(xi) is linked to the valve geometry architecture, so it is not possible

to derive A(xi) as a function of xi when no information is available about the valve

design. Here, it is initially assumed that there is no leakage flow, no viscous forces and

fluid is flowing at low speed. However, these parameters can optionally be defined in

the corresponding model elements for the hydraulic actuator.

The final elements of the hydraulic model are the linear and rotary cylinders.

Joints 1, 2, 3, 5 and 7 on each manipulator are actuated with a linear double acting

cylinder. Assuming zero mechanical friction and gravity effects, the force balance on

axis xi of the cylinder rod is:

FR = AAPA − ABPB − FC = (MR +ML)ẍi +BDẋi +KSxi

FC =


(xi − S).Kp.v if xi ≥ S, v > 0

xi.Kp.v if xi ≤ 0, v < 0

(4.9)

where FR is the rod force, FC is hard stop force, Kp is penetration coefficient,

v is Cylinder rod velocity, PA and PB are the outlet pressure of the valve system,

AA and AB are the rod surface areas in chambers A and B respectively, MR is the

mass of the rod, ML is the mass of the load system, xi is the rod displacement at

joint i, KS is the load spring constant and BD represents the viscous damping. For

the present research, these hydraulic actuator equations are implemented using the

Matlab SimHydraulics library.
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4.2.4 Modifications to hydraulic system model

Some major modifications to the implementation of the previously developed hy-

draulic sub-system model of Montazeri and Ekotuyo [9] were required due to the

Simulink implementation of this part of the model being fundamentally flawed in

several ways. The original model had the hydraulics as a separate physical system,

measuring the hydraulic actuator displacement then attempting to use the geometry

of the manipulator to calculate the torque that would be applied to each joint, this

torque was then applied directly to the mechanical joint to cause movement. This

modelled the system more like an electric manipulator, where the motors do apply

torque at the joint, but is not how the hydraulic manipulator operates. The new

version of the model places the hydraulic actuators between the links, as can be seen

in Figure 4.2, so that the movement of the actuator directly moves the links, applying

force at the actuator mounting points. This integrates the mechanical and hydraulic

systems into one physical model in Simulink.

The hydraulic systems are modelled using standard SimHydraulics and SimMe-

chanics tools. First the supplied voltage is passed to the relevant solenoid, dependent

on whether the signal is positive or negative, where the spool displacement is calcu-

lated. This spool displacement controls oil flow at the input to the 4 way directional

valve, which directs the flow into the hydraulic cylinder, the oil flow into and out of

the hydraulic cylinder causes movement of the piston. The extension or contraction is

used to apply a force at the actuator mounting points, along the axis of the actuator,

causing the link to pivot at the joint.
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This change means the model accurately reflects how the real system works, it also

makes the model computationally simpler as a layer of calculations, calculating the

torque, has been removed. There were also other smaller changes, such as including

gravity in the model, which is not negligible, and adding joint limits to stop the joints

extending further than they are physically capable, a problem with the old model.

The cumulative effect of these changes resulted in a model that much more ac-

curately reflects the real system. This was clear before doing any parameter tuning

just by looking at the output of a single joint, which was now in the correct range of

motion (previously the output of the old full system model was a factor of 100 outside

of the real manipulator range of motion, due to incorrect torque calculations).

4.3 Parameter estimation

Due to the age of the manipulators, data sheets containing values for many of the

parameters alluded to above are unavailable, and certain parameters quoted by the

manufacturer have undoubtedly changed over time through wear and tear, in addition

to replacement parts and other practical matters arising. In part for these reasons,

in this section the estimation problem to be solved using evolutionary algorithms is

formulated. Putting all the parameters of the mechanical and hydraulic subsystems

together would lead to a very large search space, making such a high-dimensional and

nonlinear estimation problem a challenging task. Instead, by adopting a sequential

identification procedure, the estimation is performed in two steps.

The first step is to estimate the parameters of the mechanical subsystem, assuming
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that the hydraulic subsystem is represented by a scalar gain (K). This ensures that the

unknown parameters of the hydraulic model do not affect the tuning of the mechanical

system. To illustrate the approach, the focus here is on Joint 2 of the right hand

side manipulator (Figure 4.2). To determine the base parameters of the mechanical

subsystem, a sensitivity analysis was conducted, details of this are given later. For

this purpose, the spring stiffness (S) and damping coefficient (D), as well as the mass

of the six manipulator links (Mi i = 1, . . . , 6 with link 6 connecting to the gripper)

are the set of parameters to be estimated, as the only unknown physically meaningful

parameters in the mechanical subsystem. Note that the exact masses of the individual

links are unavailable but their geometry is known via the previously developed CAD

models. Hence, by adjusting the estimated mass, the inertia of each link can be tuned,

which proves to have a significant impact on the performance.

4.3.1 Formulation as a single objective optimization problem

To find a mathematical framework for the estimation problem, the parameters of the

mechanical or hydraulic subsystems are considered together as a single vector θ. The

input/output data used to solve this estimation problem are the voltage applied to

the joint i, i.e. ui(k), and the joint angle measured from the potentiometer of joint i,

i.e. yi(k). Both experimental and simulation data are sampled at 0.01s intervals. To

find suitable parameters that relate yi(k) and ui(k), the search space Ω is defined to

include all prior knowledge about the physical properties of these parameters. As a

result, the search space of the parameters for the mechanical subsystem ΩM ⊂ R9 is

defined as:
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ΩM = {θ|θ = (θ1, θ2, . . . θ9), θMmini
≤ θi ≤ θMmaxi , i = 1, 2, . . . , 9} (4.10)

and for the hydraulic subsystem it will be ΩH ⊂ R16:

ΩH = {θ|θ = (θ1, θ2, . . . θ16), θHmini
≤ θi ≤ θHmaxi , i = 1, 2, . . . , 16} (4.11)

Having specified the parameterization of the mechanical (4.10) and hydraulic

(4.11) subsystems, the identification error for joint i is defined as:

εi(k;θ) = yi(k)− ŷi(k;θ) (4.12)

where ŷi(k;θ) represents the output of joint i in the model for a specific parameter

vector θ.

To judge the quality of a particular value of θ, it is necessary to define a suitable

error signal measure. Here we choose two types of cost function. The first is defined

as the p-norm of the absolute error signal:

JN(θ) =

(
1

N

N∑
K=1

|εi(k;θ)|p
) 1

p

p = 1, 2,∞ (4.13)

and the second performance measure is defined as the p-norm of the relative error

signal for the joint i with respect to the p-norm of the corresponding measured data

for the joint i:

J̄N (θ) =

(
1

N

N∑
K=1

∣∣∣∣εi (k;θ)

‖yi‖p

∣∣∣∣p
) 1

p

p = 1, 2,∞ (4.14)
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Optimality may, therefore, be expressed by selecting the parameter values that

yield the minimal value of the performance measures above. Hence, in relation to

Equation (4.13), the estimated parameter vector θ̂N is:

θ̂N = arg min
θ∈ΩM

1

N

N∑
k=1

|εi(k;θ)|p p = 1, 2,∞ (4.15)

A similar argument applies to the cost function (4.14).

θ̂N = arg min
θ∈ΩM

1

N

N∑
K=1

∣∣∣∣εi (k;θ)

‖yi‖p

∣∣∣∣p p = 1, 2,∞ (4.16)

4.3.2 Mechanical sensitivity analysis

Before developing a numerical algorithm to solve the optimization problem, an iden-

tifiability analysis on the influence of the parameters selected for optimization on the

model output ŷi(k; θ) is carried out.

This was achieved by looking at the model output ŷi(k;θ) for different values of

the parameters, observed by plotting them numerically. By changing the value of one

parameter at a time to cover the full range of possible values and plotting the model

output, the effect of each parameter can be seen. Figures 4.5 and 4.6 show the sim-

ulation output for varying joint spring stiffness and damping coefficient respectively.

This gives a visual indication of the sensitivity of the different parameters.

For joint 2 (again as an example), the results show that the output ŷ2(k;θ) is highly

sensitive to the damping and stiffness and hence these are identifiable parameters. By

contrast, the sensitivity with respect to the masses is not as high and, in fact, reduces
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by moving from the mass of link 6 to the mass of link 1. This is addressed by noting

that the sensitivity of ŷ2(k;θ) with respect to the parameters in the vector θ is a

function of time. This can be seen in Figure 4.5 where the sensitivity to parameter

changes increases with time. This means it is possible to find time segments in

which the output ŷ2(k;θ) is more sensitive to some specific parameters than other

parameter. To illustrate this more clearly Figure 4.7 shows the sensitivity of some of

the parameters for a segment of one experiment. In fact, this property is used in the

multi-objectivization of the output error performance index to improve the parameter

estimation accuracy when using the proposed multi-objective GA algorithm. This will

be explained in more detail in Section 4.4.

Figure 4.5: Simulation output, angle of Joint 2, for varying spring stiffness between

5 and 100mN/rad.



4.3. PARAMETER ESTIMATION 67

Figure 4.6: Simulation output, angle of Joint 2, for varying the damping coefficient

from 10 to 400msN/rad.

Figure 4.7: Sensitivity analysis showing the output of Joint 2 around segment 6 (i.e.

43.5s to 52.6s) of an illustrative simulation experiment, for four of the parameters.

For each parameter 20 values are plotted.

4.3.3 Hydraulic system parameter identification

The key parameters of the hydraulic subsystem are identified as the next step. For

this purpose, the parameters of the mechanical subsystem are set as fixed values.
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For the hydraulic subsystem, there are too many parameters to include in the GA

optimisation without encountering significant identifiability and computation issues.

Hence, a preliminary sensitivity study is first completed to identify the key parameters.

This was done in the same manner as with the mechanical system, changing one

parameter at a time to cover the range of possible values and plotting the output

to see the affect it has on the output. This was completed for all 63 parameters of

each joint of the hydraulic system model. Figures 4.8 and 4.9 show examples of these

tests for the Piston area A (AA in Equation (4.9)) and the Solenoid A force (FSAi
in

Equation (4.5)) respectively, plots for all parameters are omitted for brevity. Plots for

the parameters that have the most impact on the output are included in Appendix B.

In the same way as for the mechanical parameters, the plots showing the model output

whilst varying a single parameter are visually inspected to identify which parameters

have the greatest impact on model output. An example of parameters not included in

the GA are shown in Figure 4.10. Figure 4.10a shows the model output for varying the

parameter ‘Pump pressure’, which is a unit less constant used by Simulink to control

the pressure in the ‘ideal hydraulic source’ block from the Sim Hydrualics library. The

pump gauge pressure is directly proportional to this value. As can be seen from the

figure the parameter does have some impact on the output, but considerably less than

other parameters, as such this parameter was not included in the GA. Figure 4.10b

shows an output that was typical of many of the parameters where no noticeable effect

on the model output is shown, this type of output allowed many parameters to be

discounted straight away.

Inspection of the results show that the sixteen most significant parameters to be
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Figure 4.8: Simulation output using full model, angle of Joint 2, for varying piston

area, AA from 500 to 2000 mm2.

Figure 4.9: Simulation output using full model, angle of Joint 2, for varying solenoid

A Force, FSAi
from 1 to 30 N .
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(a) Parameter representing pump pressure, range

from 12000000 to 26500000.

(b) Viscous friction, range from 0 to 290 N/(m/s).

Figure 4.10: Example of parameters not included in GA.

considered by the GA are:

• The piston area AA in Equation (4.9) opposite the rod.

• The piston area AB in Equation (4.9) at the opposite side of the hydraulic

actuator, namely the side with the rod hence with a smaller area.

• The maximum (ImaxHi
) current supplied to the hydraulic valve proportional

amplifier in Equation (4.4), for both valves A and B. These are used to adjust

the gain provided by the amplifier, directly affecting solenoid movement which

subsequently controls oil flow into the actuators.

• The solenoid force (FSAi
, FSBi

) and stroke (xpAi
, xpBi

) in Equation (4.5) are

both parameterized with two coefficients each. These parameters are used to

generate a force stroke curve for the solenoid, so that given an input current a

solenoid displacement is calculated. The movement of the solenoid controls oil

flow to the actuator valves.
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• The solenoid stiffness λp and damping Kp from Equation (4.5), for both valves

A and B. These parameters are linked to the design of the solenoids, but are

also likely to have changed over time.

Other parameters such as piston stroke length and starting position, have a noticeable

impact and are different for each joint, but do not need including in the GA as they

can be determined from the physical system.

These chosen parameters and the range of values they were tested over are shown

in Table 4.1. The range of values for each parameter were chosen to cover a realistic

possible range of values when an idea of a realistic range was available, for example

with piston area an approximate value is known from the real system, or where no

realistic value is known the values were chosen to give a good range around the default

parameter value.

Finally, the non-convexity of the problem is investigated by plotting the perfor-

mance surface J̄N(θ) for the two and infinity norms as functions of the parameters. For

example, Figure 4.11 shows the search landscape for an illustrative pair of hydraulic

subsystem parameters. Figure 4.11 and similar plots for other parameters show that

the search landscape is not smooth, a situation that is worse when considering the

combined dynamics of the actuator and mechanical subsystems.

4.3.4 Formulation as a multi objective optimization problem

In Section 4.3.1, the problem of finding an estimate θ̂ of the parameter vector θ was

formulated as minimization of the objective function JN(θ) in Equation (4.13) or
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Table 4.1: Significant Hydraulic parameters and the range of values tested.

Parameter Min Max units

Piston area AA 500 3500 mm2

Piston area AB 500 2000 mm2

Proportional amplifier current A ImaxA 0.30 3.20 A
Proportional amplifier current B ImaxB 0.25 3.15 A
Solenoid force A FSAi

F1 1.00 30.00 N

Solenoid force A FSAi
F2 0.10 3.00 N

Solenoid force B FSBi
F1 1.00 30.00 N

Solenoid force B FSBi
F2 0.50 9.50 N

Solenoid stroke A xpAi
X1 0.50 15.00 mm

Solenoid stroke A xpAi
X2 3.00 32.00 mm

Solenoid stroke B xpBi
X1 0.50 15.00 mm

Solenoid stroke B xpBi
X2 2.00 31.00 mm

Solenoid A stiffness λp 100000 3000000 N/m
Solenoid B stiffness λp 100000 3000000 N/m
Solenoid A damping Kp 0.00 15.00 N/(m/s)
Solenoid B damping Kp 0.00 15.00 N/(m/s)

Figure 4.11: Performance surface showing the infinity norm of the output error as a

function of flow discharge coefficient and cylinder piston area of the hydraulic actuator.

J̄N(θ) in Equation (4.14). To improve the estimation accuracy of the parameters, the

approach taken in determining the global optimum solution is to use the so called
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multi-objectivization method, see e.g. [120, 121]. In this technique, a single-objective

problem is first formulated as a multi-objective optimization problem and, by solving

the reformulated problem, it is possible to provide a solution which minimizes the

original single-objective cost function. It has been shown by Lochtefeld and Ciar-

allo, [121], that on average a multi-objective approach outperforms single-objective

methods. Another advantage of using multiple segments is that it introduces cross

validation in parallel to parameter estimation when the GA is running. For each

segment, the estimated parameters are validated against the fitness value for other

segments. A good parameter set in the sense of the multi-objective performance index

should have a low fitness value across all segments. Since, in the ideal case, there is

only one parameter set that ensures the minimum fitness value across all segments, i.e.

the global optimum solution, it is expected that the algorithm achieves an improved

convergence to the optimum parameter values in this way.

To explain the rationale, consider the following definition, from Marler and Arora

[122]. Assume F(θ) ∈ Rn is a multi-objective function F (θ) = [F1(θ), F2(θ), . . . , Fn(θ)].

The point F0 ∈ Rn is called a utopia point if and only if F 0
i = min{Fi(θ)|θ ∈ ΩM} for

i = 1, 2, 3, . . . , n, where ΩM is the search space of feasible parameter values. Here, by

splitting the measured output into segments, the single objective optimization prob-

lem is converted to the minimization of a multi-objective cost function as follows:

Jmul(θ) =
[
J1
N1

(θ), J2
N2

(θ), . . . , JsNs
(θ)
]

(4.17)

where JsNs
(θ) is the objective function for the segment s defined as:

JsNs
(θ) =

(
1

Ns

Ns∑
k=1

|εs(k;θ)|p
) 1

p

p = 1, 2,∞ (4.18)
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in which εs(k;θ) = ys(k)−y(k;θ) and ys(k) is the measured output at segment s. For

the present problem, F0 corresponds to the value of the objective function Jmul(θ)

at the desired θ0 which is unattainable in general. However, using evolutionary algo-

rithms, an approximation of F0 which is close to F0 will be achieved. Such a solution

is called a compromised solution and is Pareto optimal. The challenge is how the word

close is defined for the compromised solution. In the present work, two criteria are

considered: 1− sum of the square error of the objective function at the solution point

with respect to the utopia point; and 2− sum of the absolute value of the relative

error of the estimated parameters. These two criteria are considered for the three

different p-norm types, i.e. p = 1, 2,∞, as shown in Equation (4.18).

After the GA algorithm has completed a specific number of iterations, a Pareto

set indicating the best parameters estimating the Pareto-optimal solution is achieved.

The solution is achieved by finding the minimum of Fi(θ) for all Pareto set solutions

and i = 1, 2, 3, . . . , n. This leads to a best solution for each segment. Subsequently,

the average of these n points is taken as the final solution.

4.4 Genetic algorithm

The main challenge in dealing with the optimization problem (eqs. (4.13) and (4.14))

is that the error signal ε(k;θ) cannot be formulated analytically as a function of the

parameter vector θ. This is due to the fact that a closed form representation of

the dynamic equations of the 7-DOF manipulator is very mathematically complex.

Moreover, the performance index JN(θ) in equation (4.13) for p = 1 and p =∞ is not
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differentiable. As a result, finding a mathematical expression showing the gradient

of the performance surface with respect to the parameter vector θ is not practical.

Hence, in the following, an initial straightforward GA and a more complex, multi-

objective GA are described.

4.4.1 Simple genetic algorithm

The GA approach is a very well-known, evolutionary computational global optimisa-

tion method, based on the biological principle of natural selection, where the fittest

individuals will survive and reproduce. In the GA the individual parameters are en-

coded as strings of numbers called chromosomes and so, for example, one chromosome

will contain a value for each of the parameters being investigated. The process starts

by creating a random population of potential solutions which are subsequently eval-

uated using a fitness function. The initial population is randomly selected from the

search space ΩM with a uniform probability distribution. There are various methods

for selection and reproduction [104]. Here parent selection is based on the weighted

roulette wheel with replacement i.e. the selection probability of each individual is pro-

portional to its fitness. In the present work , two crossover approaches are compared

i.e. uniform crossover and pointwise crossover. Mutation is the final stage, where

single elements may be randomly swapped to create a more diverse population. The

process is repeated with a new population, until either a minimum fit is reached or a

specific number of iterations are passed. Figure 4.12 [123] shows a flow chart of the

GA approach used here.

In Section 4.5, each component in Figure 4.12 is investigated to tailor the algorithm
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Figure 4.12: Flowchart showing GA procedure.

to the specific problem at hand. Two coding schemes are investigated, i.e. integer

and multivariable binary string (MVBS). The performance of both coding schemes

in terms of finding a better approximation of the optimal solution for the estimation
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problem is investigated. Using either coding scheme, the chromosomes themselves

look the same. For example, equation (4.19) shows the form of the chromosome for

optimisation of the mechanical model,

Chromosome = [K,D, S,M1,M2,M3,M4,M5,M6] (4.19)

where K is the gain representing the hydraulic subsystem, D is the joint damping

coefficient, S is the joint spring stiffness and M1 to M6 are the link masses. In the

MVBS scheme, each element of the chromosome is represented by a 16 bit binary

number, whereas in the integer coding scheme each element is represented by an inte-

ger. For each iteration of the algorithm, the simulation model utilises the parameters

in that chromosome and the output is compared to experimental data. A fitness value

is used to assess the strength of the chromosome, in which the closer the simulation

output is to the experimental data, the smaller the fitness value. Selection of the

fitness function plays an important role in the convergence behaviour of the proposed

GA, hence a number of options are evaluated later in Section 4.5, to determine the

one which is most suitable for the present application.

4.4.2 Multi-objective genetic algorithm

Gotmare et al. [109] presents an overview of evolutionary algorithms for system iden-

tification and filtering. In the context of multi-objective evolutionary optimization,

Marler and Arora [122] suggest that none of these approaches have been applied in

a system identification framework. In fact, quite a few attempts are reported to use

multi-objective optimization for the trade-off between the order of the model and
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the quality of the identification. However, the motivation for the present work is

quite different. Here the concept of multi-objectivization [121] is used to convert a

single-objective output error identification problem into a multi-objective one.

GAs are also used by [124,125] for tuning the model parameters of a 3-DOF serial

manipulator powered by electric motors and gearboxes. A multi-objective GA is also

used in [126] to estimate and tune the parameters of a PID controller for a 2-DOF

robot arm. However, other options include replacing the GA with particle swarm

optimisation (PSO) or differential evolution (DE).

Key challenges associated with the initial single-objective optimisation problem

are:

1. Avoiding local optima.

2. Keeping the diversity of the population at a reasonable level.

3. Ensuring the algorithm identifies and keeps good solutions.

To address these a multi-objective GA is implemented. Using the concept of

multi-objectivization, the single objective problem (eqs. (4.13) and (4.14)) is con-

verted to a multi-objective optimization problem by splitting the measured data into

a number of segments and defining a similar objective function for each segment.

The developed algorithm utilises the well-known NSGA II based on non-dominant

sorting and Pareto optimal solutions. As noted by Lochtefeld & Ciarallo [121], the

majority of multi-objective evolutionary algorithms, especially those used for multi-

objectivization, share a more or less similar algorithmic framework to that of the

non-dominated sorting GA and, in engineering applications, no single approach is
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always superior [106]. The same argument is true for application of evolutionary

algorithms in system identification and filter design [109].

Selection of a specific method depends on the type of information provided in

the problem, the solution requirement and user preference. The main purpose of the

multi-objective GA is to evaluate and order the offspring in a more effective way, with

the aim to improve the performance in regard to the convergence of the estimated

parameters to the true values.

4.5 Performance optimisation

Further to the fitness function and the coding scheme explained earlier, the perfor-

mance of the GA in finding the best estimation result for parameters of the developed

model is heavily influenced by several other factors, including the crossover rate,

crossover type, mutation rate and population length. Hence, it is necessary to train

the simple and multi-objective GA with the most appropriate settings for the present

identification problem.

For the analysis in this section, the estimated parameters are compared with a set

of illustrative parameter values, i.e. numerical values that are physically realistic but

are not yet optimised for the real device. These values are listed in the first few rows

of Table 4.2, and are used in the model to generate simulation data for the simple

and multi-objective GA optimisation (i.e. as a surrogate for experimental data but

with known parameter values). For this purpose, the mechanical subsystem is initially

considered in isolation using a gain K to represent the hydraulics.
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This approach allows us to evaluate how close the estimated values of the param-

eters are to the true values already set in the mechanistic model. It also makes clear

under which circumstances the algorithm has the capability to converge to these real

parameter values, rather than generating a solution based on a different local mini-

mum within the global search space. The latter can happen when the fitness value is

relatively low, indicating a close match between the simulated and experimental (here

also simulated) output response, but for which the estimated parameters remain far

from the true values. The following sections initially focus on the simple GA with

MVBS coding, before considering the integer coding scheme and the multi-objective

GA.

4.5.1 Evaluation of different crossover types

Initially using MVBS, pointwise and uniform crossover are investigated. For the

pointwise crossover scheme, chromosomes are broken into several segments and each

two-parent chromosome swaps segments between the points. Uniform crossover works

by swapping every other gene of one of the parent chromosomes with the other par-

ent, so each child ends up with 50 percent of each parent chromosome.After testing

both approaches the conclusion is that using the MVBS coding scheme, for this par-

ticular application, the pointwise approach consistently yields significantly improved

performance compared to uniform crossover.
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4.5.2 Evaluation of different fitness functions

One of the most important issues in mathematical optimization is selection of the

fitness function. Selection of a suitable fitness function enables proper discrimination

of the individuals using the proposed GA-based method. Of the six possible fitness

functions introduced previously, two are immediately found to yield rather erratic

performance. Hence, only four options are considered in more detail. These are based

on Equation (4.13) for p = 1, 2,∞ and Equation (4.14) for p = ∞. Figure 4.13

illustrates the simple GA performance for the MVBS coding scheme using each of

these fitness functions. Table 4.2 shows the relative errors of the optimised parameter

values using these different fitness functions and Table 4.3 the lowest fitness values

and error indices.

These results demonstrate that the convergence of the estimated parameters to

their true values requires particular attention in the present context. For this example,

Figure 4.13 shows that norm two (the Euclidian norm) reaches the final fitness value

with the least number of iterations searched. Although norm two has the fastest

convergence rate, it is evident from Table 4.3 that it has a relatively high fitness

value, whereas the two infinity norm fitness functions yield very low fitness values.

The infinity norm (eq. (4.13)) results in both the lowest output identification error

and lowest parameter estimation error, and so is the most obvious choice for further

evaluation below.
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Figure 4.13: Comparison of the learning curves of four different fitness functions

(normalized between 0 and 1) for the simple GA using the MVBS coding scheme.

4.5.3 Evaluation of population, crossover and mutation rates

For the present application, population size, crossover and mutation rates are found

to have a significant effect on the speed of convergence and final achievable value

for the fitness function. Comparing various population sizes, the simulation study

suggests that a population size of ∼ 70 should be utilised since it generates a diverse

population and has the capability to reach a lower value for the performance index.

With regard to crossover, a value of 1 means that, at every iteration, the parent

chromosomes will create new child chromosomes, hence every iteration will contain

different chromosomes to the one before. In Figure 4.14, for example, crossover values

of 0.6 and 0.8 take almost the same time to converge while, despite 0.8 having a

higher initial value of fitness, it converges to the lowest value. These results suggest
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Table 4.3: Comparison of each fitness function associated with the simple GA optimi-
sation shown in Table 4.2. The output error indices are based on the infinity-norm of
the difference between the simulated and optimised dynamic response. The parameter
error indices are calculated as the sum of absolute value of relative estimation errors
for the set of nine mechanical model parameters.

Fitness Lowest Output Parameter
Function Fitness Value Error Index Error Index

Equation (4.14) with p =∞ -0.1275 0.651 743
Equation (4.13) with p =∞ -0.6458 0.645 327
Equation (4.13) with p = 1 -836.54 0.850 969
Equation (4.13) with p = 2 -14.5172 0.82 389

that a crossover value of 0.8 tends to yield the most promising performance. This

crossover value represents an empirically derived balance between the requirement for

a diversity of population and the need to force the output to determine the fittest

individuals. Similar exercises are used to determine the mutation rate and the study

shows that the value 0.05 yields the best result in terms of a compromise between

the diversity of the population and the pressure on the selection of the highest fitness

values. Hence, the best tune for the binary coding scheme is listed in the middle

column of Table 4.4.

4.5.4 Evaluation of different coding schemes

A similar study (i.e. changing one parameter at a time and comparing the learning

curves) is carried out for the simple GA with integer coding. In this case only a uni-

form crossover is considered. The previous results suggest that the best tune for the

parameters of the simple GA with integer coding is population size 70, crossover rate

0.8, and mutation rate 0.5. Finally, the performance of the algorithm for the integer

and MVBS coding schemes are compared. With the MVBS scheme, the present anal-
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Figure 4.14: Fitness comparison for three different crossover rates for MVBS coding

scheme.

ysis uses grey code to prevent sudden erratic jumps in the parameters when crossover

occurs, allowing the algorithm to explore the whole search space more effectively.

Running the simple GA for both coding schemes and with the attained best tune of

the parameters, shows that the MVBS scheme consistently performs better for this

robotic manipulator identification problem. The learning curves of the simple GA

with the best tune for both MVBS and integer coding schemes are compared in Fig-

ure 4.15. In all cases, the learning curves are plotted after taking the average over 10

runs.

4.5.5 Evaluating the parameters of the multi-objective GA

Although the simple GA developed in the previous section forms the reproduction

engine for the multi-objective optimization algorithm, the best parameters for this
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Table 4.4: GA settings used to generate the parameter estimation results.

Setting Simple GA value Multi-Objective GA value

Coding scheme Multivariable binary coding Multivariable binary coding

Crossover rate (Pc) 0.8 0.4

Mutation rate (Pm) 0.05 0.2

Parent selection proportional proportional

Crossover type pointwise pointwise

Population size 70 20

Fitness function infinity norm infinity norm

Figure 4.15: Fitness comparison for binary and integer coding schemes.

algorithm, nonetheless, require further study. Selected results from the systematic

study into this issue are presented in Tables 4.5 and 4.6, while the final column in

Table 4.4 summarises the conclusions. For this purpose, the crossover, mutation,
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and population size of the multi-objective GA are all varied and the sum of relative

parameter estimation error, as well as the sum of square errors, are calculated for each

parameter. The accuracy of the estimated parameters shown in Table 4.5 is listed

for selected crossover values, whilst the sum of square error and output error index

are listed in Table 4.6 for selected crossover, mutation, and population values. The

results in Table 4.5 show that the crossover values 0.8 and 0.4 both give acceptable

results in terms of the estimation accuracy.

However, from Table 4.6 it can be inferred that the crossover values 0.6 and 0.4

yield the best results in terms of the mean squared error. This necessitates reaching a

compromise for the parameters of the multi-objective GA in terms of the parameter

estimation accuracy and reaching the minimum value for the sum of square error.

Comparing the index values listed in Tables 4.5 and 4.6 suggests that the crossover

value of 0.8 is the right choice for further study in the present context. Following a

similar analysis, a mutation rate 0.2 and population size 70 is found to yield the best

performance for the proposed multi-objective GA in order to achieve better estimation

accuracy for the parameters.

Finally, to evaluate how the number of segments in the multi-objectivization pro-

cess affects the performance of the multi-objective GA, the parameter estimation

problem is solved for different numbers of segments. In particular, Tables 4.6 and 4.7

compare use of two and eight segments, and show that both the mean square error

of the output and the parameter estimation accuracy are significantly improved by

having eight objective functions. In fact, use of eight segments is a pragmatic choice

based on a visual examination of the experimental time series.
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4.6 Results for mechanical model only

The present section considers the mechanical model only. In the first instance, the

optimisation performance of the simple and multi-objective GA’s are compared in

simulation (i.e. to estimate assumed ‘known’ parameters). This is followed by their

application to experimental data i.e. to estimate the actual unknown parameters of

the mechanical subsystem for each joint.

4.6.1 Testing with simulated data

The values in Table 4.4 are utilised. Figure 4.16 compares the dynamic response of the

simple GA and multi-objective GA optimised model with the simulated data for Joint

2. Simulated data is used initially in place of experimental data, so that the param-

eters are known and the performance of the parameter estimation can be evaluated.

The voltage input used for this simulation experiment, illustrated in Figure 4.17, is

based on the laboratory experiments considered later in this thesis and represents a

realistic input signal.

As Figure 4.16 shows, both the simple GA and multi-objective GA estimated sim-

ulation model output tracks the original simulation output rather well, albeit with

a small over shoot at the peaks. However, Table 4.7 shows that some of the simple

GA parameter estimates are significantly distant from their true (simulated) values,

motivating the use of the multi-objective GA approach. To implement the latter, the

output is split into eight segments, hence eight objectives to minimise,The use of eight

segments was found to work well in practice. It matches the number of peaks and
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troughs in the example time series (when the joint angle was at the greatest devia-

tion from the initial reference point) and is compatible with the sensitivity analysis

reported earlier (e.g. Figure 4.7).

In the case of the multi-objective GA, after completion of a specific number of

iterations, a Pareto set indicating the best parameters estimating the Pareto-optimal

solution is achieved. The final value of the estimated parameters θ̂ is achieved by

finding an estimation of the Pareto-optimal solution that minimizes each of the eight

objective functions, and subsequently determining the average. The parameter vector

is utilised to generate a new output response, as illustrated in Figure 4.16 The average

optimised response follows the simulation data very well for most of the experiment.

Table 4.7 compares the simple and multi-objective GA optimisation results. For

this example, it can be seen that the multi-objective GA with eight segments generally

yields more accurate parameter estimates. In fact, the sum of the relative error for

the simple and multi-objective GA with both two and eight segments are 13.46, 12.75,

and 5.46 respectively. This demonstrates significant improvement in the estimation

accuracy of the parameters for the multi-objective GA with eight segments compared

to the others.

4.6.2 Testing with experimental data

The simple and multi-objective GAs are applied to experimental data collected from

the manipulator, as illustrated in Figure 4.18. For direct comparison with the simu-

lation benchmark examples above, the shoulder joint is again chosen to demonstrate

the feasibility of the GA approach. The experimental data is collected using a sim-
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Figure 4.16: Simulation response of the mechanical subsystem model using the sim-

ulated ‘true’ output (dashed trace), simple GA (thin trace), and multi-objective GA

estimated parameters.
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Figure 4.17: Input used to generate both the simulated and experimental data.

ple open loop technique, where either step or pseudo-random input signals can be

used. The signals are generated using a Matlab script, and are treated as a controller

output signal. An example of a pseudo-random signal is given in Figure 4.17, this

signal would then be passed through the calibration before being split into two voltage

signals and sent to the corresponding channel on the CFP.

Table 4.8 shows the mechanical model parameter estimates returned by both the

simple GA and multi-objective GA. Figure 4.18 shows that the optimised simulation

output for both algorithms generally follows the dynamic behaviour of the device,

although there are some significant underestimates of the joint angle in the case of

the multi-objective GA. This may be a result of using a constant gain value instead

of the hydraulic sub system, which is non linear.

In regard to the parameter estimates, the results for the mechanical subsystem can
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be partially validated by consideration of the known total mass of the manipulator i.e.

45kg. In this regard, the sum of the six estimated link masses in Table 4.8 is 43.9kg

and 79.7kg for the multi-objective and simple GA respectively. This result supports

the earlier conclusions of the simulation study, i.e. the multi-objective GA provides

closer estimates to the true parameter values than the simple GA.

Finally, Table 4.9 shows that the parameters optimised using the laboratory data

in Figure 4.18 also yield a satisfactory output response when they are applied to new

experimental data in a simple validation exercise. Here, two different input signals

are utilised to generate simulation data (with the same set of parameters as optimised

above) and the joint angle responses in each case are compared with the equivalent

experimental data collected from the real machine.
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Figure 4.18: Experimental data from the manipulator, compared with the simulation

response for the model optimised using the simple (dashed) and multi-objective (thick)

GA.
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Table 4.9: Output error indices associated with the optimised model applied to three
different laboratory experiments, i.e. based on different input sequences. Only the first
data set is used for GA optimisation hence the other two experiments represent test
validation experiments. The output error indices are based on the mean absolute error
between the simulated and optimised dynamic response.

Data Set Multi-Objective Simple GA

1 1.7528 1.4301
2 2.5661 2.5414
3 1.3659 1.7591

4.7 Results for full model

Following the changes made to the hydraulic system model discussed in section 4.2.4,

parameter estimation could be carried out, focussing on the sixteen parameters iden-

tified in Section 4.3, and setting the mechanical parameters to the values already

estimated, as shown in Table 4.8. The process for this was the same as for the me-

chanical subsystem, just modifying the chromosomes used in the GA to be for the

hydraulic model parameters rather than the mechanical subsystem. As it was known

that the GA approach worked, testing went straight to using real experimental data

rather than simulated data.

Table 4.10 shows the estimated values of the previously identified key hydraulic

parameters for each joint. For the first three joints these values are all similar, and

seem physically realistic without knowing the true real values. This is expected as the

first three joints all use similarly sized hydraulic actuators. Joint 4 is the only rotary

joint, and as such has a noticeably different value for piston area (note the area is not

strictly piston area, being a rotary joint, but for ease of presentation the terminology

is kept consistent across all joints).
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Figures 4.19 to 4.23 show a comparison of the measured experimental data from

the manipulator with the model output for each joint, following a series of step inputs

covering the entire range of motion for each joint. The input was designed to be

challenging but realistic, with varying step sizes in both directions, and to cover the

entire range of motion of the joint. An existing controller was used to both control

the real manipulator and generate the voltage input for the model so that the same

input was used for both the model and real system. The idea at this stage is just to

match the behaviours not optimise set point following.

The results shown in Figures 4.19 to 4.23, although not perfect, are promising and

show that both the GA approach for parameter estimation is working, and that the

newly developed full system model is working and representative of the real system.

The results show that in some areas the model is particularly strong, such as the

time delay. As can be seen particularly clearly in Figures 4.20 and 4.21, the time

taken for movement as a response to the input is almost identical between the model

and measured data. The area where the model is weaker currently is in matching

amplitude change in response to the step input, in most cases causing the model to

give a higher or lower joint angle output than the measured data. For several of the

joints this difference in output seems particularly prevalent at the limits of the range

of motion, for example Joint 2 (Figure 4.20), the model tracks the experimental data

well in the mid range of movement but is poor at the upper and lower limits. The

results are particularly poor for Joint 5, Figure 4.23, which is not a surprise as this

joint has hardware faults causing erratic behaviour, such as the drifting that can be

clearly seen in the experimental measured data in Figure 4.23.
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In future research, expanding the GA to include other less dominant parameters

would likely help with improving on these results. Other potential methods of im-

proving these results would be to retune the GA parameters, such as the crossover and

mutation rates, with the higher number of parameters, as this may have an affect on

the GA performance. Nonetheless, the present version of the model yields reasonably

realistic responses, suitable for preliminary development and simulation work of as-

sisted teleoperation. Furthermore, whilst the first goal of the chapter was to develop

the modelling equations and implement these in MATLAB, the second goal was to

investigate the potential use of GAs for this type of parameter estimation problem,

and this has been demonstrated.
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Figure 4.19: Model response and experimental measured data for set point following

across range of motion, for Joint 1 of the manipulator.

Figure 4.20: Model response and experimental measured data for set point following

across range of motion, for Joint 2 of the manipulator.
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Figure 4.21: Model response and experimental measured data for set point following

across range of motion, for Joint 3 of the manipulator.

Figure 4.22: Model response and experimental measured data for set point following

across range of motion, for Joint 4 of the manipulator.
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Figure 4.23: Model response and experimental measured data for set point following

across range of motion, for Joint 5 of the manipulator.
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4.8 Concluding Remarks

A comprehensive mechanistic model of the hydraulic manipulator has been developed

and implemented for the MATLAB SIMULINK software environment. Different GAs

for parameter estimation were tuned and compared, with the overall aim of both

determining the unknown parameter values of the system, and ensuring that the

estimated model matched the real system performance. The optimum settings for

the GA were identified for this particular problem, with a simple GA and a multi

objective GA compared. These results show that the multi objective GA outperformed

the simple GA, both in yielding accurate parameter values and in matching the real

world dynamic behaviour of the manipulators.

Initially, a simplified version of the mechanistic model was utilised for the research

into GA optimisation, one that only modelled the mechanical aspects of the manip-

ulator. This approach simplified the problem, reducing the number of parameters

involved. Once the GA approach was proven to work with the mechanical model, it

was extended to the detailed full model. These results are also promising, with the

model generally providing a good match to the experimental data collected from the

real manipulator.
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Chapter 5

Assisted Teleoperation

Development

Whilst earlier research using the Brokk–Hydrolek had been limited to either open-

loop experiments, or closed-loop control for which the end-effector follows a previously

determined trajectory, the present chapter presents the new assisted teleoperation sys-

tem. Background information and existing technological developments in regard to

robotic vision and the human-machine interface are discussed in section 5.1. This

is followed in sections 5.2 and 5.3 by a description of the assisted teleoperation sys-

tem and associated kinematic equations respectively, and experimental testing in the

laboratory in section 5.4.

107
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5.1 Vision systems and user–interface in robotics

Vision systems are widely used in robotics, in both teleoperated and autonomous

systems. Commonly vision systems used with robotic manipulators involve cameras

fixed in place, to give multiple views of the workplace. This approach is not prac-

tical for a mobile nuclear decommissioning system as it would need people to enter

the dangerous work environment and install cameras in precise locations. As such,

methods that involved cameras mounted to the mobile platform using manipulators

were investigated. Again these often involve multiple cameras, for example one fixed

on the body and one on the end effector. This gives a better view of the work place

and makes control simpler.

In a nuclear environment where radiation can damage sensors and electronics,

there are two different directions that could be taken. The first is to design for

redundancy, i.e. having multiple sensors that can act as backups. The issue with this

approach is that it is expensive, and as all the sensors are in the same location they

will likely be damaged at an equal rate. The second option is to minimise sensors,

and to make them easily replaceable. This was the option chosen in this work, and

the reason for choosing to use a single camera, i.e. one that can be easily swapped in

case of damage. For pragmatic reasons, the Microsoft Kinect is chosen for research

and development purposes, in part because of the readily available image processing

algorithms associated with it.

The following subsections look at vision systems in general and operator feedback

methods, as well at the Microsoft Kinect system.
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5.1.1 Vision in robotics

Robot vision and sensing is a key part of both automated and tele-operated robots.

The ability to both see and understand what is around opens up a lot of possibilities

and technologies using vision, such as object identification and object tracking, which

can allow automation of many tasks. For example, Kehoe et al. [127] use object

identification technology combined with pose estimation technology to allow a dual

arm robot to sort items. They look at using the technologies to allow the robot to pick

up and organise household objects. The system is able to identify what the object

is, then what pose it is oriented in, so that it can pick it up and place it in the right

location.

The University of Birmingham has carried out substantial work using vision sys-

tems with manipulators, with a particular focus on grasping and manipulating objects.

As an example of recent work with a nuclear focus, Talha et al. [128] investigate the

current technology of tele-operating systems, with multiple buttons and joysticks, and

with multiple cameras giving different views of the workspace. The results confirm

that the current method is extremely challenging, especially for inexperienced users;

this article concludes that current systems will not allow the complex tasks needed in

decommissioning to be completed. Marturi et al. [48] compares remote tele-operation

with a semi autonomous system using visual servoing, with the results showing the

semi autonomous system improves task performance and reduces operator workload.
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5.1.2 Operator feedback and user interface

To allow effective control the operator needs to receive some form of feedback from the

robot so they know where it is, and the state of the work environment. For example,

with a robot entering a nuclear power station part way through decommissioning, the

operator may not know exactly where they are going or what to expect, and so relies

on the feedback from the robot to navigate safely. Likewise if a robot is operating in

close proximity to other robots or people, the operator needs to know what is going

on around it to allow safe operation.

The simplest way to do this is to have a camera mounted to the front of the robot

so the user can see what is in front of the robot, however this is very limiting. Humans

dont purely rely on looking straight ahead to know what is going on around them,

they rely on their other senses such as hearing and feeling the temperature. Due to

this, to allow immersive and effective teleoperation, often more sensors are desirable.

Feedback from these sensors needs to be given to the user in an effective and usable

way to allow them to be beneficial and not just overwhelm the user with information.

Sensing and measuring lots of data isn’t any use if there isn’t an effective way of

communicating it back to the operator. Giving the user all the raw data isn’t always

helpful and can actually make the operation more difficult. A good user interface

makes a big difference to the usability of a robot manipulator; a screen full of text

and numbers is harder to comprehend than images and graphical representations of

data.

There are several ways of providing feedback to the operator, most commonly:
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displaying images, videos or words on a screen [129]; playing audio, either directly

replaying the sounds recorded near the manipulator [130], or giving audio cues for

example beeping if the manipulator is moving towards an object and might collide;

and haptic feedback, for example vibrations through a joystick [129].

When displaying images on a screen for the operator, thought needs to be put

into the design of the graphical user interface, GUI. For example screen layout, use of

colours, clarity of images, and fonts used all need to be carefully thought about [131].

When choosing colours there are standard conventions, such as green meaning go,

red being stop or error, and yellow being a warning, which are intuitive even to

inexperienced users. These colour conventions are used amongst many interfaces and

so are common to most people. Layout conventions are also common across many

interfaces, and this is a whole subject of research on its own.

Haptic feedback can be used at different levels, from the user wearing a device

that provides force or vibrations to the fingers to mimic what a robot manipulator is

touching [132,133], to just giving vibration through a controller [55,129]. With control

that uses motion tracking, haptic feedback may be more difficult to deliver than

traditional control methods such as joysticks, however it is still a valuable feedback

method that greatly increases the sense of user immersion.

5.1.3 The Microsoft Kinect

The release of the Microsoft Kinect, a low cost camera capable of depth sensing and

generating 3D point cloud data, helped encourage a lot of research and development

into gesture recognition and markerless motion tracking. The original Kinect worked
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by projecting a pattern of infrared dots; using an infrared camera the deformation of

the pattern was measured and used to establish a depth map. The technology, called

Light Coding, was developed by a company called PrimeSense, which has since been

bought out by Apple. Each Kinect was calibrated during manufacturing by placing

it a set distance from a flat wall, and using that known pattern of the infrared dots

as a reference point [134].

A lot of work using the Kinect has focused on its ability to track a users’ skeletal

position, for example work by NASA [57] uses a Kinect to track a users’ hand position

and then move a robot arm to mimic the users movement. Another example of using a

Kinect to track the full skeleton is the project by Wasielica et al. [135], which takes the

users’ skeletal position to control the joint positions of a small humanoid robot. The

robot combines the data from the Kinect with self-balancing and collision avoidance

algorithms to mimic the users movements whilst staying upright and not having any

of its limbs collide. The advantage of using the Kinect for motion tracking is that no

physical markers or sensors are needed on the user, so the users’ motion is in no way

restricted. It also makes it quick to set up as the camera just needs turning on; in

other motion tracking systems a user may need to strap an array of sensors to their

body to allow tracking.

As well as direct skeletal tracking, the Kinect can be used for gesture recognition,

with certain gestures corresponding to actions from a robot. For example Biao et al.

[136] the Kinect monitors hand gestures and the robot moves into pre-set orientations

depending on the gesture, and in Qian et al. [137] gestures such as waving move a

robot arm in the direction of the wave.
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The Kinect can also be used for navigation of mobile robots in indoor environ-

ments. For example Benavidez [138] uses a Kinect to allow navigation and object

tracking for a mobile robot. Navigation and mapping of indoor environments using

the Kinect depth sensor is shown by Correa et al. [139]; here, the depth sensor detects

walls and obstacles and the position of these is graphed as the mobile robot moves

around the indoor environment, building up a map of the area. This can work well

indoors, and as the depth sensor uses infrared light, the Kinect can be used to navi-

gate even in the dark. However, it would be unusable outside as the depth sensor is

sensitive to external light.

Another way the Kinect can be used for robotics applications is to identify and

track objects, generating coordinates to move a manipulator too. In Siadjuddin et

al. [140] a blob detection algorithm is used to separate an object from the background

based upon its colour; it then gets the 3D position of the centre of that object and uses

it to position the end effector of a robotic manipulator. Similarly Husain et al. [141],

depth data is used to segment an object from the background and track it moving

within the workspace; the manipulator then moves to the target object until it can

grasp it. This is similar to the approach developed later in this chapter.

The work presented here also has similarities to recent work by Kent et al. [142],

in which a user clicks a desired grasp position on screen and is subsequently presented

with possible grasp positions to select from. It was shown that the point and click

interface performed significantly better than the currently available user interface. A

major difference with the work in this thesis, however, is that Kent et al. uses a single

fixed manipulator, with two 3D cameras, one mounted in front of the workspace
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and one above, giving a lot of information about the workspace. By contrast, the

present research uses dual manipulators on a mobile platform, with a single 3D camera

mounted on the platform not fixed in the workspace.

5.1.4 Levels of autonomy

Across robotics in many sectors there is a drive towards autonomy. However, in high

risk environments, such as nuclear and search and rescue, full autonomy is often not

desirable due to potential risks, and lack of trust in the emerging unproven technology.

It is recognised though that direct teleoperation is slow and requires the operator to

have lots of training and experience to be effective. As a result, techniques that lie

in-between the two are increasingly looked at as a solution, where a level of autonomy

is introduced to lower the operator work load but the operator remains in control.

In Bruemmer et al. [143] a robot used for characterisation in nuclear environments

is the focus, and a ‘mixed-initiative’ control scheme is developed to improve over

direct teleoperation by allowing the level of automation to shift, giving the operator

or the robot more control. In this case, for example, if communication is lost the

robot can become more autonomous and carry on the operation, returning control to

the operator when communication is restored.

Work by Marturi et al. [48] has investigated the benefit of adding a level of auton-

omy during manipulation tasks. Direct teleoperation is compared with a visual guided

semi-autonomous system for a block stacking task. Results show the semi-autonmous

system performed better than direct teleoperation, improving task completion time,

precision and repeatability.
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5.2 The proposed assisted teleoperation system

In-line with the current industry trend to improve on direct teleoperation methods

used in decommissioning tasks, a method that incorporates a level of autonomy has

been developed in this work. The new method replaces complex movements using for

example joysticks to control each joint independently, with 4 mouse clicks to complete

a pipe grasp and cut operation. Full autonomy is undesirable in the nuclear industry,

so levels between the two extremes were looked at. It was decided to develop an

assisted teleoperation system, where the user maintains control, but low level tasks

are automated.

Initially the developed system focuses on pipe cutting, as this was identified as

being a commonly carried out and repetitive task in decommissioning. Using the

system the user selects the target pipe as well as the grasp and cut positions; the

arms then move to these target locations and grasp and then cut the pipe at the

selected points. This replaces traditional systems where a user would use joysticks to

move each joint independently to carry out the grasping and cutting; this is a highly

skilled job requiring experienced operators, and is very time consuming.

The idea behind the system is to have separate modules for different tasks, for

example one for pipe cutting and one for pick and place tasks, where the level of

autonomy is dependent on the selected task. This would simplify the system, and

allow the interface and level of autonomy to be tailored for each task. The present

thesis focuses on pipe cutting as an example of the approach.

The GUI developed for this system, shown in Figure 5.1, was developed in Matlab
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using GUIDE (GUI Development Environment) provided with Matlab. This allowed

the appearance of the interface to be set graphically, for example positioning the

buttons and graphical displays for the camera video feed. Once the interface layout

is set Matlab creates the code which is used as the framework for developing the

program, this results in two files that are necessary to run the GUI a ‘.fig’ file for

the graphical appearance and a ‘.m’ file for the underlying code. The created code

positions and initialises everything and creates handles to the buttons and graphical

displays, so that these can be interacted with using normal Matlab programming

techniques. For example a normal IF statement can be written that uses the state of

the button on the GUI as it’s input condition. The object handles created by Matlab

can also be used by the MS Kinect interface, to publish the camera image to the

display objects.

For the MS Kinect to work with Matlab several things are needed, first is the

‘Kinect for Windows SDK’, this allows the Kinect to interface with the PC, second is

the image acquisition (imaq) toolbox for Matlab, and finally the ‘Kinect for Windows

Sensor support package’ from Matlab. The sensor support package means you can

just tell Matlab that the video input device is a MS Kinect, as shown in the first line

of code shown in Figure 5.2. The imaq toolbox provides the functions for initialising

the Kinect, shown in Figure 5.2, and using the data produced by the RGB and depth

sensor allowing it to be used with standard Matlab functions.

An overview of the steps involved in using the interface to achieve a pipe cut are

listed here, with a process flow chart shown in Figure 5.3 giving an overview of the

process. More detail is discussed in each of the following subsections.
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Figure 5.1: The graphical user interface, GUI, presented to the user.
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Figure 5.2: Matlab code used to initialise the MS Kinect camera using standard func-

tions in image acquisition toolbox.
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• Stage 1: Position platform in target work area and ensure target object is

visible in live video feed.

• Stage 2: Click ‘take snapshot’ button, to capture a still image from live video

and carry out edge detection.

• Stage 3: Check target object is visible in edge image, and use sliders on interface

to adjust edge image if necessary.

• Stage 4: Select target object in edge image. This is then superimposed on

colour image to confirm correct selection.

• Stage 5: Click a grasp and cut location on selected object.

• Stage 6: Press return, and manipulators move to given positions carrying out

the grasp and cut operation.

5.2.1 Stage 1: positioning

Initially, while the operator moves the mobile platform to the target work area, the

MS Kinect is providing live colour video at all times, displayed on the developed

Graphical user interface (GUI), to allow the operator to see where they are going. To

position the platform the operator has control of the tracks on the base, as well as the

Brokk boom arm to position the shoulder plate of the dual manipulators at different

heights, or for example to reach forward over an obstacle. The MS Kinect is fixed in

place on the plate between the two hydraulic manipulators, so positioning in this way
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Figure 5.3: Flowchart showing overview of using the system.
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does not impact on later coordinate system transforms between the camera and the

manipulators.

5.2.2 Stage 2: image capture and edge detection

Once the platform is in the desired position, the operator presses a button on the

interface, as shown in Figure 5.1. This takes a screen-shot of the live video and

performs some processing and presents an edge image to the operator. The screenshot

is captured by taking a single frame of the live video when the button is pressed, this

is done using the ‘getsnapshot’ function in Matlab, provided by the image acquisition

toolbox. The live colour video continues being shown to the operator, to provide

constant visual feedback to the operator, and the captured screenshot goes through

several stages of editing and manipulation before being displayed to the operator

alongside the live video.

The image is processed to show just the edges of the objects in view, and has

objects out of reach removed. This gives a simplified view of the workspace, showing

separate objects each enclosed by a continuous solid line. This can be seen in the

simple example in Figure 5.1 where a single pipe is enclosed by a continuous solid

line. In this example, the pipe extends out of view, and the edges of the camera view

are treated as object edges. This is important to be aware of when positioning the

platform, as long objects will be segmented by the system based on what the camera

can see.

Once the user presses the button to take a screen-shot, multiple steps are carried

out in the background that lead to the final edge image. Initially the RGB and depth
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images are aligned using the ‘alignColorToDepth’ function from the imaq toolbox,

this needs doing due to the offset between the sensors on the Kinect, this creates a

mirror image of the scene so needs to be flipped using the ‘flip’ function. The image

is next converted to greyscale, as the edge detection algorithms used later needs a

greyscale image as the input, again the imaq toolbox has a standard tool for this

called ‘rgb2gray’. To reduce the size of the image and computational complexity, as

well as to only present useful information to the user, all areas that are either out of

reach of the system or that have no depth data available are removed.This is achieved

by creating a binary mask of the image with each pixel set to a 1 if there is depth data

and it is within reach, and a 0 if there is either no depth data or the depth value is out

of reach. This binary mask is then multiplied element wise with the now greyscale

image to keep the parts within reach and remove the parts out of reach. This leaves

the image only containing reachable areas, as illustrated in Figure 5.4, with out of

reach areas just being black. Depth data may not exist for a number of reasons, such

as surfaces not reflecting the structured infrared light back to the sensor, scattering of

the light so that it cannot be returned to the sensor, or objects simply being shadowed

from the sensor light. If the object the operator intends to grasp is not shown, they

can reposition the manipulator system and try again.

The next stage involves the creation of three copies of the image, each set to a

different contrast level using the ‘imadjust’ function, as demonstrated in Figure 5.5.

Sliders on the GUI allow the user to adjust the contrast levels, for two of the images

the inputs to the ‘imadjust’ function are the values from the sliders, and for the third

image preset values are used. These three images, together with the original, are
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forwarded to the edge detection algorithm. Noting that the working environment of

the manipulator system is likely to be poorly lit, this approach lessens the impact

of shadows and highlights and is found to capture more detail. Figure 5.6 illustrates

such an improvement in captured detail, allowing edges that would otherwise be

missed to be captured. This approach was inspired by bracketing techniques used

in photography, where multiple shots of a subject are taken with different camera

settings and then combined.

The four images are passed through a Canny edge detection algorithm [144], im-

plemented in Matlab, using the ‘edge’ function with ‘canny’ set as the second input

(the first input is the image name). The Canny algorithm is a widely used algorithm

in image processing in many fields, for example [145,146], and it has been shown that

the Canny algorithm performs better than other edge detection algorithms in most

situations but is more computationally expensive [147]. Reliable detection of solid

edges is a key requirement of the present system, hence the Canny algorithm was cho-

sen. The Canny algorithm allows a sensitivity threshold to be set to alter how strong

the edge needs to be to be detected. A third slider on the developed GUI allows the

user to adjust this sensitivity threshold, allowing for adjustments to which edges are

detected. This can be useful if for example there are markings on the target object

which are being detected, by increasing the sensitivity threshold these markings can

be ignored and just the edges of the object seen.
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Figure 5.4: Preliminary image processing to remove background: (a) Original image

and (b) Simplified image with out of reach areas removed.

5.2.3 Stage 3: Operator image adjustment

The four edge-detected images are combined to yield one edge-detected image that

contains more detail than if just the original image had been used, as illustrated

in Figure 5.6. Due to the edge images being binary images, combining them is a

simple case of adding the images together as you would a numerical array. Finally,

the combined edge-detected image has the lines dilated in order make the displayed

image clearer to the operator. Dilating the lines consists of a couple of stages, first the

‘strel’ function is used to set a morphological structuring element for dilation. The

structure used in this case is a line 2 pixels long, so each pixel is checked and if it’s

neighbour is set to a 1, representing a line, the pixel being checked is also set to a 1.

This is performed in both the horizontal and vertical directions. The purpose of doing

this is to close small gaps in the detected edge, and by keeping the structuring element

as a line only 2 pixels long false edges aren’t created but small holes in the edge image
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Figure 5.5: Image contrast examples: Original (top left) and the three different levels

of contrast used for edge detection.

are filled in. The choice of structuring element shape and size was chosen through

trial and error, looking at the output of the edge image. The ‘strel’ function can work

with a variety of shapes including discs and squares, and the size of that element is set

by the user. Pipes tend to have straight edges so it was found the line option worked

well, and performing it in both horizontal and vertical orientations allows pipes of

any orientation to be found. The edges are then dilated using the ‘imdilate’ function,

with the two (horizontal and vertical) ‘strel’ function outputs used as inputs to the

dilation function. This is to make the edges clearer when displayed to the operator
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rather than having very thin lines, and also because the edges detected on the 4

images with different contrast levels don’t perfectly overlap, as shown in Figure 5.6,

so dilating the edges results in one solid edge.

Note that the three sliders on the GUI, to control the image high and low contrast

and the edge detection sensitivity, update the displayed edge detected image in real-

time, with a change in slider value triggering the image manipulation function to

restart. This allows the operator to adjust the image, potentially removing superfluous

edges or filling in missing edges, without having to reposition the system.

Figure 5.6: Edge detection results: (a) Original image (b) combining the four different

contrast levels.

5.2.4 Stage 4: Operator target selection

Once the edge-detected image is showing the object the user wants to grasp as an

enclosed area, the operator selects it by clicking within this area with the mouse. The

image is then updated to show only the selected area. An image showing the colour
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screen-shot with the selected object highlighted is simultaneously shown, providing

visual confirmation to the operator that the correct object has been selected.

To select just the object that the user selected, first the position that the operator

clicked is found as an x and y pixel coordinate using the ‘get’ function to get the

‘CurrentPoint’ (input to get function, other options are available) of the cursor. This

function is triggered by the mouse click so returns the cursor position where the

operator clicked. These coordinates are then rounded to the nearest integer as the

‘get’ function returns a level of accuracy not needed here. With these coordinates

available the next step is to check that the operator clicked within the edge image on

the GUI, and not anywhere else on the GUI. Assuming they have clicked on the edge

image, the area enclosing the clicked point is filled in to create a solid object. This

is done using the ‘imfill’ function, which takes the edge image (with dilated edges)

and the the mouse click coordinates as inputs and acts as a flood fill function would

in image processing software. The image with the filled in area is stored as a new

image, and has the edge image subtracted from it (again treating the binary images

as numerical arrays) to leave just the selected object as a solid block. For this work

at this stage there will usually be a solid rectangle left as that is what sections of

pipe look like after passing through an edge detection algorithm, as can bee seen in

Figure 5.6.

With the object selected and separated from the rest of the image it’s perimeter is

found, this is overlay over the original colour screenshot and shown to the operator as

a validation step that they have selected the correct object. To find the perimeter the

‘bwperim’ function is used, which finds the perimeter of objects in a binary image.
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This perimeter is then further dilated, in the same way as before, to ensure it is clear

when shown on the colour image. To combine this perimeter shape with the colour

image, the colour image is first split into it’s separate RGB channels giving 3 versions

of the image. Then the pixels of the colour image that correspond to the perimeter

can be changed, in this case they are set to be red so only one of the images just

created needs modifying, this is done as follows ‘image(perimeter)=255’ where image

is the name of the red channel separated from the original image, and perimeter is the

binary file of the object perimeter. Combining the three separated channels back into

one image gives the original colour image, but with the pixels showing the selected

object perimeter changed to red. This image is then displayed on the GUI so the

operator can confirm they have selected the correct object before continuing.

5.2.5 Stage 5: Grasp and cut location

If the correct object is selected, the user proceeds to click on the point they determine

the manipulator should grasp the object, a pipe in the present context, with a second

mouse click at the location they wish the cutting operation to occur. The coordinates

of the mouse clicks are found in the same way as before. At this stage, the selected

positions for grasp and cut are snapped to the major axis of the object i.e. the

centre line of the pipe. The centreline and orientation are determined using the

‘regionprops’ function in the Matlab image processing toolbox, which can calculate a

number of properties about an enclosed region, in this case it us used to find the centre

coordinates, the orientation and the major axis length. Using these three things the

centreline of the pipe can be found by using Equation (5.1) to find the coordinates
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of the two ends of the centre line, where (X1, Y1) and (X2, Y2) are the coordinates

of the two end points, length is the major axis length and orientation is the major

axis orientation. By creating a linear vector of points between these coordinates the

centreline is identified.

X1 = Xco −
length

2
cos(θ) Y1 = Yco +

length

2
sin(θ)

X2 = Xco +
length

2
cos(θ) Y2 = Yco −

length

2
sin(θ)

(5.1)

The operator selected points are snapped to the corresponding points on the cen-

treline with the smallest absolute difference between the selected point and centreline

point. To do this first the orientation has to be considered as this will determine if

the closest point is along the horizontal or vertical axis. If the orientation is under 45

degrees from the horizontal, the translation will be along the X-axis, so the absolute

difference between the selected X coordinate and each X coordinate element in the

vector describing the centre line is found. The element in this array with the smallest

absolute difference is then identified and the user selected coordinates are changed

to be the identified coordinates from the centreline vector. If the orientation is over

45 degrees the same process happens but with the Y coordinates instead of the X

coordinates. Hence, the user does not need to accurately click the centre line of the

pipe, making the operator task easier. Furthermore, the grasp target is centred on

the major axis of the pipe so that the gripper fingers will not hit the pipe, as it might

for example if the user clicked off to one edge of the pipe.

The start and end positions for the cutting operation are determined such that

the path of the cutter is perpendicular to the major axis of the pipe, at the position
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the operator selected. The start and end-points also take a pre-set distance from the

edge of the pipe, by finding the width using the minor axis length property of the

‘regionprops’ function and adding a set value either side. This is to allow any width

of pipe to be cut, and ensures clearance for the cutting tool before and after the cut.

The coordinates for the cut start and end positions are found in a similar way to

that shown in Equation (5.1), but using the orientation plus 90 degrees to make it

perpendicular and the length value is the minor axis length plus the pre set offset.

By calculating the grasp location and cutting path based on the major axis of the

selected pipe, any orientation of pipe can be addressed, such that the system is able to

cut pipes that are horizontal, vertical or at any angle in-between. Since depth data are

available at both the selected points, the pipe does not even have to be in one plane,

the grasp and cut points could be at different distances. To reduce the possibility of

collisions between the end-effector and the pipe being grasped, and to help position

the gripper in the target orientation, the end-effector first moves to a position directly

in front of the target grasp position; subsequently, when it has reached a set error

tolerance for that position, it is moved into the final grasp position.

5.2.6 Stage 6: Operation

At this stage there are four goal positions i.e. the cutting operation start and end

positions, the initial position directly in front of the grasp location and the final grasp

location. Until this stage, these points have all been addressed as pixel coordinates

i.e. the pixels that the user clicked and the corresponding depth values. To be used

as input arguments to the Inverse Kinematics (IK) algorithm these are converted into
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the manipulator coordinate system. Keeping everything in pixel coordinates until

this stage allows the system to be modular. The vision processing and user interface

is one module, and the kinematics algorithm is a separate module. This allows the

user interface to be applied to different manipulator systems, simply by changing the

kinematics algorithm.

To convert from pixel coordinates to the manipulator coordinate system, a trigono-

metric approach is taken. The number of pixels in the image from the Kinect is known,

i.e. 640 × 480, and the field of view of the camera is 57◦ horizontal and 43◦ vertical

hence it is a straightforward matter to determine the degrees per pixel: 0.089◦ for

both horizontal and vertical. By shifting the origin of the camera image from the

upper left corner (default position) to the centre of the image, the angle between the

camera centre and the user-selected point can be determined. The transformation

from the original pixel coordinate system, to shifting the origin to the centre of the

image is simply:

x1 = x− 320 y1 = y − 240

where x and y are the pixel values where the user originally clicked. This formulation

ensures that points to the right and above the centre are positive and points to the

left and below the centre are negative, which yields the same positive and negative

directions as the manipulator coordinate system. Using these coordinates and the

depth data, the real world coordinates relative to the camera origin are determined

as followed

X =Z × tan (0.089× x1)
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Y =Z × tan (0.089× y1)

where Z is the depth value and 0.089 is the degrees per pixel value determined previ-

ously. For the Kinect, points on a plane parallel to the sensor all have the same depth

value (rather than the straight line distance from the point to the sensor) and this de-

fines the trigonometric identity to use. At this stage of processing, the coordinates are

relative to the camera centre. Hence, a straightforward translation is used to convert

these into a usable form for manipulator movement, by translating the camera origin

to the manipulator system origin, which is the shoulder of the right side manipulator.

The transformation from the user-selected pixel, to the manipulator coordinate input

is, Equation (5.2):


Xt = Z tan (0.089 (x− 320)) + 275

Yt = Z tan (0.089 (y − 240))

Zt = Z

 (5.2)

where x and y are the pixels the user clicked on, and the arrays Xt, Yt, Zt are

the manipulator target coordinates, determined for each of the four goal positions.

A Jacobian transpose based IK solver is utilised to find the associated target joint

angles. These joint angles represent set points for the feedback control algorithms

that control the hydraulic actuators.

Everything on the interface and the calculations up to this point have been imple-

mented in Matlab, however the hardware requires control signals from NI Labview.

As such the joint angles are sent via a TCP/IP link to Labview and used as the set

points to control systems implemented in Labview to generate a voltage signal to send
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to the CFP that controls the hydraulic valves. This architecture allows the GUI to be

on one computer, and the controllers to be on a separate machine, further facilitating

remote operation.

5.3 Manipulator Kinematics

The present section considers the kinematic equations necessary to resolve the motion

planned above.

5.3.1 Forward Kinematics

Forward kinematics is used to find the end effector position, in cartesian coordinates,

relative to the manipulator origin, given the angles of each joint in the manipulator.

To solve the forward kinematics problem two things are needed, the vectors of the

dimensions of each link, see Table 5.1, and the rotation matrix for each joint, Table 5.2.

The rotation matrices define the direction and axis of rotation, for a given angle θ.

Joint 6 is the gripper rotation, which doesn’t impact on the kinematics and so the

rotation matrix is simply an identity matrix. In this case, due to the geometry of

the manipulator, all the rotation matrices are elemental rotations, as they each only

rotate about a single axis of the coordinate system.

By starting at the shoulder end and working towards the end effector, following

the chain of translations multiplied by rotations, equation (5.3) below can be used

to find the end effector position if joint angles are known. Appendix C shows the
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Table 5.1: Vectors of link lengths for Hydrolek Manipulator.

Link X (mm) Y (mm) Z (mm) Name

J01 0 0 0 L0

J12 70.00 0 0 L1

J23 523.48 0 0 L2

J34 165.00 -212.60 0 L3

J45 44.45 0 0 L4

J56 284.80 -18.47 0 L5

J67 0 0 0 L6

Forward Kinematics equation for the Hydrolek manipulator.

P =


X

Y

Z

 = L0 +R1 (L1 +R2 (L2 +R3 (L3 +R4 (L4 +R5 (L5 +R6L6))))) (5.3)

5.3.2 Inverse Kinematics

Inverse kinematics is the opposite of the forward kinematics i.e. the calculation of

the necessary joint angles required to reach a given end effector position (or position

and orientation). There exist several common methods for doing this and, for some

manipulators, an analytical solution exists. However, commonly a numerical solu-

tion needs to be found. This is generally an iterative process, with two approaches
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Table 5.2: Rotation matrices for each joint.

Joint Axis of rotation Rotation matrix Name

J1 Y-axis


cos(θ1) 0 sin(θ1)

0 1 0

− sin(θ1) 0 cos(θ1)

 R1

J2 Z-axis


cos(θ2) − sin(θ2) 0

sin(θ2) cos(θ2) 0

0 0 1

 R12

J3 Z-axis


cos(θ3) − sin(θ3) 0

sin(θ3) cos(θ3) 0

0 0 1

 R3

J4 Y-axis


cos(θ4) 0 sin(θ4)

0 1 0

− sin(θ4) 0 cos(θ4)

 R4

J5 Z-axis


cos(θ5) − sin(θ5) 0

sin(θ5) cos(θ5) 0

0 0 1

 R5

J6 X-axis


1 0 0

0 1 0

0 0 1

 R6
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dominating: the Jacobian transpose and Cyclic Coordinate Descent, CCD, method.

Typically the CCD method is used in animation and video game applications and the

Jacobian method is used on robotic applications.

The Jacobian is a matrix of partial derivatives of the forward kinematics equation.

It is typically an m×n matrix, where m is degrees of freedom used to position the end

effector (i.e. 3 DOF for position only and 6 DOF for position and orientation), and n

is the number of joints. Equation (5.4) shows an example of a typical 6 by 6 Jacobian

matrix. The Jacobian for the Hydrolek manipulators is shown in Appendix D.

J(θ) =


δfx
δθ1

... δfx
δθ6

...
. . .

...

δfw
δθ1

... δfw
δθ6

 (5.4)

The Jacobian matrix gives a linear approximation of the system at θ, as shown in

Equation (5.5). From Equation (5.5) it is clear that it can be rearranged to express

this in terms of dθ by using the inverse of the Jacobian. However it is known that using

the inverse Jacobian is unstable and gives poor performance around singularities [148].

dX ≈ J.dθ (5.5)

An alternative to using the inverse Jacobian is to use the Transpose, since this

removes the need for computationally expensive inverses and performs better near

singularities. Equation (5.6) shows dθ using the transpose method, where α is a small

scaling factor and α > 0.
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dθ = αJT .dX (5.6)

Both the transpose and the inverse technique are iterative processes making small

changes to the joint angles i.e. each loop repeating until the end position is within

a predefined tolerance. The scaling factor for the transpose method is calculated at

the start of each iteration of the loop. Equation (5.7) shows how the scaling factor

is calculated, where dP is the difference between the target and current end effector

position. A good scaling factor can reduce the number of iterations needed for the

end effector to converge to the target.

α =

( ∣∣JTdP ∣∣
|J.JTdP |

)2

(5.7)

Previous work at Lancaster University on the inverse kinematics problem for the

Hydrolek arms is reported in the MSc project of Pierre Besset in 2013 [149]. In

his work, he developed several Matlab implementations of the Jacobian Transpose

method, one using just position so being 3 DOF, one using position and orientation,

hence 6 DOF, and one able to generate trajectory data between two positions. These

solutions worked, however they were very slow to compute and so unable to be used

for any real time control, with the 6 DOF solver taking on average around 13 seconds

to generate the joint angles for each target position.

Using this existing Matlab algorithm as a starting point, a solution was created

for the 6 DOF Inverse Kinematics problem, which calculates the joint angles both fast

and accurately enough to be used for real time control. This was mainly achieved by
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re-structuring the code and performing some calculations in different more efficient

ways. One modification that caused the biggest improvement was the removal of

symbolic variables. Besset [149] had calculated the Jacobian matrix using symbolic

variables in place of the joint angle numerical values. By removing the symbolics and

moving the Jacobian matrix calculation inside of the main loop of the algorithm, a

significant increase in performance was achieved.

The average time for Bessets code to calculate joint angles given a target position

and orientation was 13.67 seconds. Using the same timing technique, the average time

for the new algorithm to calculate the joint angles was 0.0203 seconds. Figure 5.7

shows an example of the run time for the new IK algorithm on 400 randomly generated

target positions, with a euclidean position error tolerance of 2 mm on the IK algorithm,

the mean run time is 0.0158 seconds. As can be seen some, points take significantly

longer to run, this is due to the positions being randomly generated, so sometimes

there are very large changes between the current position and the target position. This

is a worst case scenario as under normal operating conditions the arm wouldn’t often

be moving from one extreme to another, it would likely be making small movements

or following a trajectory.

Table 5.3 shows a comparison of mean run time and position error for different

error tolerances. The final column shows the average position error if errors greater

than 10 mm are removed. As can be seen from Figure 5.8, which corresponds to the

second row in the table with a tolerance of 2 mm, this doesn’t remove many points,

but does have an impact on the mean as the outliers tend to be a long way out.

The number of outliers is in part due to the random sample points, and the Jacobian
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Table 5.3: Comparison of mean run time and position error for various tolerances.

Position error Mean run Mean position Mean position error

tolerance (mm) time (s) error (mm) ignoring outliers > 10 (mm)

5 0.0230 6.3496 4.8278

2 0.0429 2.9087 1.9315

1 0.0553 2.7949 1.0274

0.5 0.0873 1.6577 0.5166

0.1 0.1817 1.3907 0.1397

method getting stuck moving between certain points. In a real world situation, such

as following a trajectory this would be much less pronounced. By ignoring the outliers

it can be seen that the mean error is very close to the set tolerance. It can be seen

the Jacobian Transpose method performs reasonably well, and the modifications to

the original algorithm have resulted in an algorithm that is both fast and accurate

enough to be used in real time applications, as needed here.



140 CHAPTER 5. ASSISTED TELEOPERATION DEVELOPMENT

Figure 5.7: Execution time for 400 random samples, error tolerance of 2mm.

Figure 5.8: Calculated position error for 400 random sample, error tolerance of 2mm.

5.4 Testing of assisted teleoperation system

Initial evaluation tests show that the system works effectively, but that the manipu-

lators struggled to reach the target position accurately, highlighting a need for an im-
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proved control system. The tests showed the operator can see and select a pipe on the

GUI, and the manipulator successfully grasps and moves as though cutting through it

(pre-empting the use of appropriate cutting tools in future research). Tests were re-

peated from various random starting positions, and successful grasping was achieved

each time. Figure 5.9 shows an example of the right hand side manipulator moving

to a target grasp location. It shows small movements around the initial target posi-

tion, before proceeding to the final grasp location, the final end-effector position has

a Euclidian distance error of 17.1 mm from the target, and takes 5.4 seconds to com-

plete the movement. This is within acceptable tolerances for the grasping, however

for cutting improved accuracy is needed. When a cutting tool is moving between two

points, the errors stack up and could become significant. This is particularly an issue

if a mechanical cutting tool such as a circular saw is used, where the errors could

cause for example a horizontal line to be non horizontal, stressing the cutting tool

and potentially causing a breakage.

Since the new system actuates all the joints in parallel, significantly faster moving

times are possible, compared to conventional teleoperation via joystick control. The

latter approach requires different buttons to be pressed in various configurations to

control each joint. To test this some basic tests were carried out using both experi-

enced and inexperienced operators, each performing grasps with both the traditional

joystick direct teleoperation and the vision based autonomous system.

The results are given in Table 5.4 for 12 experiments similar to that shown in

Figure 5.9. Each experiment starts with the manipulators and pipe in the same

position. First the operator uses the joystick method to grasp the pipe. This is
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Table 5.4: Comparison of direct teleoperation and vision based assisted teleoperation,
showing time to complete a pipe grasp. Times shown in Min:Sec.

Teleoperation Assisted teleoperation Reduction

Inexperienced User

2:02 0:31 1:31 74.6%
3:09 (Failed, damaged pipe) 0:22 2:47 88.4%

2:28 0:27 2:01 81.8%

Experienced User

0:57 0:20 0:37 64.9%
1:04 0:21 0:43 67.2%
1:08 0:20 0:48 70.6%

repeated three times. The same user subsequently operates the new vision system,

again three times. These tests are repeated for both an experienced and inexperienced

operator. The inexperienced user had never used the system before but received

15 minutes training and practice with the joysticks. The experienced operator was

already familiar with the joystick control method.

The times taken to complete the task are listed in Table 5.4, which shows that

the new system yields considerably faster performance for the grasping task for both

operators, with an average reduction in task completion time of 81.6% and 67.6% for

inexperienced and experienced operators respectively. It is interesting to note that

the execution time is only a few seconds longer for the inexperienced user when using

the vision system, suggesting that it is relatively straightforward to learn how to use

the new system. These early results show the potential of this system, as even with

an experienced operator a large reduction in operating time is achievable, and as

discussed earlier for the nuclear industry improving efficiency and reducing costs are

important requirements.
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It should be stressed that these preliminary tests are quite limited in scope and,

to provide a more thorough comparison, more users and more detailed test scenarios

need to investigated and carried out in future research. One approach to this would

be to use the NASA task load index (NASA TLX) assessment. This assessment gets

users to subjectively rate a task on six different areas, and is used widely in human

factors research. This approach is used in Marturi et al. [48], where the effect of adding

a level of autonomy to direct teleoperation systems is investigated, in particular for

point to point movement and a block stacking task. However, these initial results

provide an indication of the potential for improved performance using the new assisted

teleoperation approach, compared to the directly teleoperated system presently used

on nuclear sites.

Figure 5.9: End effector trajectory during grasp motion.
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5.5 Concluding Remarks

This chapter has developed and evaluated a vision based semi-autonomous object

grasping system. In a similar manner to the research on parameter estimation for

robotic systems in Chapter 4, the Brokk-Hydrolek system is again used as the case

study example. However, it should be stressed that the concept is applicable to future

dual–manipulator nuclear decommissioning robots in general. The system presents a

straightforward GUI to the operator, who with just four mouse clicks can select target

positions for each manipulator to perform a pipe grasp and cut action. Throughout the

process, the user can view the live colour video and terminate manipulator movements

at any time. The system was tested in a laboratory environment. It is shown to work

successfully, outperforming the traditional joystick-based teleoperation approach. The

system keeps the user in control of the overall system behaviour but significantly

reduces user workload and operation time.

Further research is required to support these conclusions, including additional ex-

periments with more users, and particularly in relation to attaching suitable cutters

and working with real pipes and other objects. Other possible future experiments

include using both manipulators to grasp the same object, in order to move particu-

larly heavy objects. In addition, one limitation of the present prototype is the lack of

a sophisticated collision avoidance system i.e. to prevent the manipulators colliding

with each other or the work environment.

Another limitation of the results reported in this chapter is the use of standard

PID control algorithms for low-level control. For brevity and to avoid repetition with
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the following two chapters, analysis of the closed-loop control performance has not

been discussed above, but it suggests there is considerable scope for improving the

control of joint angles. Hence, research into the low-level joint control problem and

the development of novel control systems are discussed in the following two chapters.
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Chapter 6

Control System Development

Previous research (see references below) and recent testing of the new assisted tele-

operation system, as reported in Chapter 5, motivates research into the development

of improved control systems. Chapters 6 and 7 investigate various novel design meth-

ods for low-level control of each manipulator joint. The present Chapter 6 considers

model-based methods evaluated in simulation, whilst Chapter 7 reports on the ex-

perimental results and also introduces an alternative, fuzzy logic approach. Since

the interactions between each joint are relatively small in practical terms, single- in-

put, single-output controllers are developed, one for each degree of freedom of the

manipulator (i.e. the final developed algorithm consists of a multiple-loop control

system).

The control objective is to automatically determine the required voltage to each

manipulator valve, so that the associated joint angle follows a pre-specified set point

or desired angle. The experiments reported below utilise fixed set point sequences

for research and development purposes, including step inputs and sine wave signals.

147
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However, it is assumed that for real-time applications, these set points will be provided

by the high-level assisted teleoperation system introduced in Chapter 5. Relatively

straightforward design approaches are preferred, so that these can be quickly updated

when necessary and transferred to other manipulators.

As such the design objectives for the controllers developed in this chapter are:

• To have a rise time of less than 2 seconds. This will ensure rapid movement,

which is one of the main advantages of the semi autonomous system over direct

teleoperation

• To have an overshoot of under 10 percent of the step movement. Having rapid

movement often results in an overshoot, but due to the potential of the manip-

ulator to cause damage to the mobile platform or the work environment, it is

necessary to keep this to a minimum.

• To have a steady state error of under 0.5 degrees. Each joint may have a

position error and these add up to effect the end effector position error, as such

each joints steady state error needs to be kept to a minimum. However the fact

that these are real hydraulic actuators and that a number of assumptions are

made about them during the SDP model development process also needs taking

into account.

Although the main focus is on achieving accurate and fast set point following,

a secondary aim is to generate a “clean” (low variance) voltage signal. A noisy or

rapidly oscillating voltage causes rapid valve opening and closing, leading to excess

wear on these components and increasing the likelihood of failure. However this value
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is difficult to quantify as a reference ideal signal does not exist to compare against, so

this measure is judged relative to the other controllers, with the lowest variance value

being the best.

To help gain more information about the system, and to inform decisions about

future controller development, the dynamic behaviour of the Hydrolek manipulators

are first systematically investigated by the present author through a set of open-loop

experiments for each joint. These data are used to develop low order and relatively

straightforward, although necessarily nonlinear, state-dependent parameter (SDP)

models. In contrast to the mechanistic model described in Chapter 4, such SDP mod-

els can be directly utilised for control system design. Although not reported here, it

should be noted that the mechanistic model has been used to generate simulation data

that can yield similar SDP model forms i.e. by applying system identification meth-

ods to the mechanistic model. However, since the hardware Brokk-Hydrolek system

was readily available in the laboratory for the purpose of this project, it was directly

utilised for open-loop data collection, SDP model identification and subsequent es-

timation of the appropriate numerical values of the control coefficients. As a result,

the identified SDP models are also used for initial control evaluation (Chapter 6)

whilst, of course, the Brokk-Hydrolek is directly used for the hardware evaluation of

the approach (Chapter 7).

The present chapter utilises these SDP models for model-based control system

design within a non- minimal state-space (NMSS) framework [11]. This includes

investigations into conventional linear Proportional-Integral (PI), linear Proportional-

Integral-Plus (PIP) control, and a nonlinear approach based directly on the SDP
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model.

SDP models, see for example Young et al. [150], are estimated from data in a

stochastic state-space framework. The SDP model parameters are functionally de-

pendent on measured variables such as joint velocities and positions. An SDP model

approach was chosen over other methods, such as the commonly used Inverse Dynamic

Identification Model and linear Least Squares (IDIM-LS), for a number of reasons. In

the first instance, SDP models have already been used for modelling hydraulic sys-

tems in related heavy plant robotic applications [95]. Secondly, recent work by Janot

et al. [151] has demonstrated the advantages of the SDP approach in comparison to

the IDIM-LS approach, applied to both an electro-mechanical positioning system and

a TX40 robotic manipulator. Finally, previous work at Lancaster has applied SDP

models to the Brokk-Hydrolek platform and successfully used these for control system

design (see e.g. [7, 87]).

The present chapter builds on all these prior developments. However, the above

cited research into SDP control of the Brokk-Hydrolek has a number of limitations. In

particular, a new way of parameterising the SDP model is developed in this chapter,

one that better addresses the dead-zone limits of the system. Although a voltage

between ±10V can be sent to the CFP to control actuator movement, it is known

from previous work that there is a dead-zone where low voltages do not cause actuator

movement. Taylor and Robertson [7] and Robertson et al. [89] (and other articles

from this time cited earlier) all utilised a scaled input signal that approximately

eliminated this dead-zone in a rather ad hoc manner. Unfortunately, the calibration

for such scaling is time consuming and needs repeating as the hardware is serviced
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and maintained, and because properties such as friction characteristics can change

over time. By contrast, the new approach developed here focuses on the joint angular

velocity. This yields a different SDP model structure that more clearly highlights the

asymmetric behaviour of the hydraulic actuators, and implicitly estimates the dead-

zone and velocity saturation points. Although developed independently, the approach

has some similarities to the recent friction analysis work by Janot et al. [151] (albeit

for the case of robots that are not hydraulically actuated). One advantage of the new

SDP model form is that it immediately facilitates the use of an Inverse Dead- Zone

(IDZ) approach to the control problem e.g. Fortgang et al. [152]. The new control

approach developed in this chapter exploits an IDZ control element to address the

nonlinearity, while straightforward linear methods handle the dynamic response and

set point tracking.

Also, the earlier PhD thesis on control of the Brokk-Hydrolek [7] focused on the

use of just two joints, whilst the present thesis necessarily extends these results to

additional joints as required for the pipe cutting task. Nonetheless, it should be

noted that due to hardware failure, joint 5 of the right hand manipulator is not

included in the present analysis, and is left fixed in position for the resolved motion

and grasping tests. Also, as joints 6 and 7 for the gripper rotation and closing do not

presently have sensors fitted to give position feedback, these are also omitted. As a

result, the present work focuses on controller design for 4 joints, which is sufficient

for positioning the end-effector. Finally, although SDP models have been estimated

for both manipulators, it was decided to focus on the right hand manipulator for the

purpose of the present chapter i.e. the manipulator performing the grasping task.



152 CHAPTER 6. CONTROL SYSTEM DEVELOPMENT

This decision is in part due to the fact that the choice of cutting tool, to be fitted

to the left manipulator, is a subject for future work, and this may require hardware

modifications that have a knock on effect on the controller design. However, it should

be stressed that the present chapter aims to develop a generic approach to control

that is readily applicable to other manipulators.

Section 6.1 discusses the development of the new SDP model form and its esti-

mation from experimental data. This is followed in section 6.2 by the design and

preliminary evaluation of each control algorithm. Various implementation structures

and design approaches (e.g. closed-loop poles) are compared in simulation. The inves-

tigation starts with a simple PI controller and incrementally adds a level of complexity.

This yields five different but similarly structured controllers, namely PI control, PIP

with no dead-band scaling, PIP using the original approach to the dead-band based

on a scaled input signal, PIP control with the new IDZ control element, and finally a

forward path PIP implementation of this. Section 6.3 systematically compares these

designs using SDP based simulations, with the conclusions drawn in Section 6.4.

6.1 Model development

6.1.1 Data collection

Open loop step tests were used to investigate the behaviour of each joint, Figure 6.1

shows an example of the output of these tests for joint 2 of the right hand manipula-

tor, normalised for initial conditions of zero. Each joint was investigated separately,

with a series of step inputs covering the ±10V input range, in increments of 2 volts,
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with increments of 0.5 volts used between ±2V to better capture details about the

deadband. These tests were carried out with an initial value of 0 before the step

input, i.e. the joint being static before the input, and with an initial steady voltage

before the step, i.e. the joint moving before the step. These pre step voltages covered

the range of possible voltages again in increments of 2 volts, and with both positive

and negative initial values for each step. This gave a large data set of open loop

step tests covering all possibilities, the joint static then receiving a step input, the

joint moving and receiving a step input to continue in the direction of movement,

and the joint moving and receiving a step input to move in the opposite direction.

This resulted in 150 data files for each of the five joints fitted with potentiometers, of

both manipulators. Thus creating a large experimental data set that will aid future

research. For the work discussed here only the data files with the zero initial input,

i.e. the joint starting from static, are used.

6.1.2 Transfer function model

Using this gathered open loop data and the RIVID function in the Captain toolbox

(see Young et al. [153]) in Matlab a model structure that fit the data was identified.

The results show a first order linear difference equation, in the form of Equation (6.1)

was suitable for modelling the joints.

yk = −a1yk−1 + bτvk−τ (6.1)
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with {a1, bτ} being time-invariant and the time delay, τ , being dependent on the

sampling interval ∆t.

Figure 6.1: Joint angle yk plotted against sample k, for 40 experiments each with a

step input of different magnitude at k = 0, with ∆t = 0.01s. The estimated time-delay

τ = 15 samples is shown by the dashed line. This is illustrative example is for joint 2

of the right hand manipulator.

Analysing the open loop data and interpreting the model in Equation (6.1) it was

determined that a value of a1 = −1 was appropriate, but it was clear that there were

different values of bτ for each step experiment depending on the amplitude of the

input.



6.1. MODEL DEVELOPMENT 155

6.1.3 SDP model development

For the next stage RIV estimates of bτ were found for each step experiment, again

using tools in the Captain toolbox. For this the sampling rate ∆t = 0.01s was used to

match the raw data sampling rate, with a1 = −1 and τ = 15 determined from visual

inspection of the data (estimated time delay is shown in Figure 6.1). The value of

a1 = −1 being determined by the ramp response to a step input, visible in Figure 6.1,

indicating that the system behaves as an integrator. Figure 6.2 shows these RIV

estimates of bτ showing the clear state-dependency on the input, V .

Although this illustrative example is for joint 2 the same process was repeated for

each joint, with the time delay being approximated by eye from the step response

data plotted similarly to in Figure 6.1. Visual inspection showed that there is a range

of time delays for different inputs, with the time delay noticeably increasing as input

voltage approaches the dead-zone. Developing methods that deal with varying time

delays was outside the scope of this project, and so a compromised approach was

taken where a single time delay value for each joint was chosen by eye from the data.

For joints 1 to 3 of the right manipulator a time delay value of 15 samples, with a

sampling rate of 0.01s, was chosen and for joint 4 25 samples was used. As well as

having the longest time delay joint 4 also exhibited the widest range of different time

delays, whereas the first 3 joints were all similar. This may be connected to the fact

that the first three joints are linear actuators and joint 4 is a rotary actuator. This

time delay issue as an area that could be further investigated in future work.

Using Equation (6.1) with a1 = −1 gives bτvk−τ = yk − yk−1, i.e. bτvk−τ gives an
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Figure 6.2: State-dependent parameter plotted against input magnitude (i.e. voltage

to NI-CFP) showing RIV estimates for bτ for each step experiment.

estimate of the differenced sampled output signal. Dividing this by the sampling rate,

bτvk−τ/∆t, gives an estimate of the joint angular velocity in degrees/s, as plotted in

Figure 6.3. The circles in Figure 6.3 are the RIV estimates and the solid line is from

an fminsearch estimation of the SDP model using the raw open loop data (vk, yk), i.e.

the joint angles from Figure 6.1. Processing the data in this manner, and plotting

it as in Figure 6.3, clearly highlights the dead-zone and saturation points, as well as

highlighting the asymmetrical behaviour.

Exponential functions could be directly fitted to the RIV estimates shown in Fig-

ure 6.3. Due to the asymmetrical actuator behaviour, e.g. the two movement direc-

tions have different saturation velocities, clearly visible in Figure 6.3, two functions

are required for each joint. To fit the exponential functions to the data the ‘lsqcurve-

fit’ function in Matlab is used. This uses a nonlinear least-squares solver to find the
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Figure 6.3: Angular velocity (degrees/s) against input magnitude (voltage to the NI-

CFP), showing RIV estimates bτ × v/∆t for individual step tests (circles) and SDP

estimate (solid line) for Joint 2 of the right hand manipulator.

coefficients that best fit a defined function to the data, in this case the RIV estimates.

By denoting q{vk} = bτ{vk} × vk the SDP model can be expressed as

yk = yk−1 + q{vk−τ} (6.2)

where

q{vk} =



(1− α1) eα2(α3−vk) for vk < a3

0 for a3 ≤ uk ≤ a6

(1− α4) eα5(vk−α6) for vk > â6

(6.3)

and α1,α4 are the minimum and maximum angular velocity saturation points, α2,α5

are curve coefficients and α3,α6 are the voltage dead-zone limits, as shown in Table 6.1.
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Table 6.1: Alpha values for each joint, where α1,α4 are the minimum and maximum

angular velocity saturation points, α2,α5 are curve coefficients and α3,α6 are the volt-

age dead-zone limits.

α1 α2 α3 α4 α5 α6

Joint 1 -0.5448 1.8702 -1.2739 0.4101 1.6841 1.1454

Joint 2 -0.2951 1.3560 -1.3298 0.3887 1.7710 1.3124

Joint 3 -0.2474 1.8918 -1.2618 0.3409 1.6934 1.1993

Joint 4 -0.7808 2.8107 -1.4426 0.6048 1.0569 1.1650

As a validation step to confirm these α values the same exponential functions are

used and the model output compared with the raw data from the step tests, the sum

of the least squares output error is determined and the mean of these errors is used

as the objective function of a ‘fminsearch’ in Matlab, to find optimised α coefficients.

6.1.4 Validating SDP model

To check that the developed SDP model was providing an accurate representation of

the physical system, a set of open loop pseudo random voltage inputs were used with

both the SDP model and the real hardware. Two sets of tests were carried out for each

joint, for the first the voltage amplitude was limited to keep it out of the saturation

region. This meant that as long as the input wasn’t in the deadband each change in

the input would have an effect on the joint. If the input wasn’t limited it would likely

spend a lot of time in the saturation region, where input changes have no effect and
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so the results would be less meaningful. The second set of tests kept the amplitude

limit but added a second limit so that the input couldn’t be in the ±0.5v region, this

reduced the amount of inputs in the deadband without totally removing it. Both sets

of tests were carried out for five minutes, with the pseudo random multi level voltage

input switching at varying frequency. Figure 6.4 shows an example of the validation

results for joint 2 of the right hand manipulator. As can be seen for joint 2 example

the SDP model output is very close to the experimental output, particularly when the

joint is moving. The biggest disparity between the two is when the joint is stationary

at the limits. For brevity an example for one joint is shown here with similar results

for the other joints contained in Appendix E. Table 6.2 shows the mean squared error

values between the SDP model and experimentally measured outputs, for both test

types. This value is the average over 3 runs each lasting 5 minutes. These results

show that for the first 3 joints the SDP model gives an acceptable and usable output,

but joint 4 there is room for improvement. The 3 iterations tested for joint 4 showed

a large range of MSE value, ranging from 400 in one run to over 2000 in another run,

whereas the other joints were much more consistent across the iterations, this can be

seen in the example plots shown in Appendix E . This inconsistency makes modelling

joint 4 a challenge, and is part of the motivation for the alternative linear SDP model

approach discussed in Section 6.2.6.

6.1.5 Tuning for Inverse Dead-Zone approach

In contrast to the previous work, a formal method of dealing with the dead-zone

is developed and embedded within the controller structure. The method used for
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Figure 6.4: (Top)Comparison of SDP model and experimental output for joint 2 (bot-

tom) pseudo random input voltage.

removing the dead-zone is similar to the approach in Fortgang et al. [152], in that a

fixed parameter inverse dead-zone (IDZ) is applied. The parameters for the IDZ are

identified through the open loop tests and the obtained RIV estimates.

A fixed parameter IDZ approach was chosen as it is more straightforward than

adaptive inverse approaches, and meant the standard controllers could be used with

minimal modification. Adaptive inverse approaches are comprehensively discussed in

the thesis by Maŕıa del Carmen Rodŕıguez Liñán [154], but left out of this work.

Figure 6.5 [155] shows a schematic representation of the control structure used.

Working from left to right, dk is the desired joint angle, uk is the controller output,

e.g. PI/PIP controller output, vk is the voltage to the NI-CFP in the range ±10v, qk

is the joint angular velocity and yk is the joint angle.

The fixed parameter IDZ is based on a linear estimate of the solid SDP trace shown
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Table 6.2: Mean Squared Error values comparing the SDP model output with the

experimentally measured output, each value is the average of 3 iterations of a 5 minute

experiment.

Joint 1 Joint 2 Joint 3 Joint 4

Limited amplitude 23.828 45.487 6.551 912.122

Limited amplitude and deadband 43.118 10.698 11.921 1358.000

Figure 6.5: Schematic of control system, in which C, IDZ, SNL and LD represent

the linear Controller, the Inverse Dead-Zone control element, the Static NonLinearity

and the Linear Dynamics, respectively.

in Figure 6.3 close to the dead-zone, as shown in Figure 6.6. A control sampling rate

of ∆t = 0.05s is chosen as a compromise between reaction times and keeping the order

of the control system reasonably low. Using the same sampling rate as was used for

collecting the open loop data, ∆t = 0.01s, would have resulted in a 15th order control

system.

Figure 6.6 shows the linearised approximation of the relationship between vk and
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qk in the range of both vmin to â3 in the negative direction, and â6 to vmax in the

positive direction. the values of vmin and vmax are chosen to give a maximum angular

velocity of ≈ 20◦/s (equivalent of 1 degree per sample as shown in Figure 6.6), this was

chosen pragmatically as moving any faster is undesirable and could potentially lead

to some movement of the platform base due to the weight of the moving manipulator.

Figure 6.6: Linear IDZ approximation, showing angular velocity (units of de-

grees/sample with ∆t = 0.05s) plotted against input voltage to NI-CFP,v. Showing

SDP model, thin trace, and linearised model, thick line.

The Static Non-Linearity, SNL, block of Figure 6.5 is defined by Equation (6.4)

q{vk} =



sn (vk − â3) for vk < â3

0 for â3 ≤ uk ≤ â6

sp (vk − â6) for vk > â6

(6.4)
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where the slope coefficients associated with the negative and positive inputs are sn =

q{vmin}/ (vmin − â3) and sp = q{vmax}/ (vmax − â6) respectively.

The IDZ control element is derived from adapting e.g. Fortgang et al. [152]

vk =



uk
sn+â3

for uk < −β

0 for − β ≤ uk ≤ β

uk
sp+â6

for uk > β

(6.5)

where β is a ‘chatter’ coefficient, set to β = 0.05, introduced to avoid unnecessary

rapid switching of the input between â3 and â6, as it is known that the inverse dead-

zone approach causes chattering in the control signal when small changes occur, (see

e.g. [152, 154]). Equation (6.5) aims to cancel the dead-zone, allowing the use of

conventional linear controllers.

6.2 Model based controller development

Initially controllers are developed using the SDP model from Equations (6.2) and (6.3)

which was implemented in Simulink. Having the SDP model in Simulink allowed

controllers to be developed in Matlab/Simulink and controller gains to be tuned based

on improving the SDP model output.

This section introduces and develops each controller using the SDP model, the

controllers are then compared in Section 6.3.
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6.2.1 PI controller

PI controllers are widely used in industry as they combine simplicity with a capability

to work effectively in most situations. They are particularly prevalent where the input

signal is noisy, as the derivative action of a PID controller is sensitive to measurement

noise.

Equation (6.6) shows the standard form of a PI controller

U(t) = Kpe(t) +KI

∫
e(t).dt (6.6)

where U(t) is the controller output, Kp is the proportional gain, KI the integral gain

and e(t) = d(t) − y(t) is the error between the set-point, d and the measured joint

angle y.

As well as being the simplest controller that would potentially give a satisfactory

response, starting with a PI controller also gives a current industry standard baseline

to compare other controllers against.

Figure 6.7 shows the Simulink model used for tuning the controller gains, contain-

ing the controller, the input scaling and the SDP model of the joint. The controller

block is a PI controller, as shown in Figure 6.8. This controller uses the existing

scaled input approach to deal with the dead-zone, as mentioned previously. As such

the output of the PI controller, U(t), is in the range of ±100, and is scaled to the

range identified for each joint using Equations (6.7) and (6.8), where vk is the voltage

to the NI-CFP, with parameters shown in Table 6.3. This scaled voltage signal is then

input to the SDP joint model, to give a joint angle which is fedback as the process

variable input to the controller.
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Table 6.3: Values of the dead-zone, saturation points and scaling factors for the ex-

isting scaled input in Equations (6.7) and (6.8).

Deadband Saturation Scaling

Dn Dp Sn Sp fn fp

Joint 1 -1.200 1.300 -2.000 3.000 0.0117 0.0119

Joint 2 -1.360 1.300 -2.300 2.300 0.0117 0.0119

Joint 3 -1.200 1.220 -2.000 1.900 0.0117 0.0119

Joint 4 -1.210 1.270 -1.900 2.200 0.0117 0.0119

vk =



Dp + U(t)fp for U(t) > 0

0 for U(t) = 0

Dn − U(t)fn for U(t) < 0

(6.7)

vk =



Sn for vk ≤ Sn

vk for Sn < vk < Sp

Sp for vk ≥ Sp

(6.8)

The PI controller gains were tuned by hand, inspecting the model output with

respect to set point following. Values from previously implemented controllers were

used as a starting point and the values adjusted from there. The final values of the

PI controller gains are shown in Table 6.4.

The results shown in Figures 6.9 and 6.10 show the model output for the four
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Table 6.4: PI controller gain values.

Joint 1 Joint 2 Joint 3 Joint 4

KP 2 9 2 2
KI 0.15 1 0.2 0.1

investigated joints of the right hand manipulator. The results show that the PI

controller can give basic set point following, however performance is better for the

sine wave following than the step inputs, where for two of the joints the output

oscillates around the set point. This shows the PI controller performs better for

smaller movements, i.e. the small changes used to follow the sine curve, as opposed

to large step changes.

The oscillation around the set point for two of the joints could be the result of

several factors, the most likely is that the scaling used isn’t accurate so that the

control signal is operating in the deadband or so far from the deadband that small

low velocity movement isn’t possible. The inaccuracy in the scaling method used is

part of the motivation for developing the IDZ scaling approach.
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Figure 6.7: Overview of PI controller in Simulink, showing PI controller block and

SDP joint model block with feedback loop.

Figure 6.8: Detailed view of PI controller implementation in Simulink.
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Figure 6.9: SDP model output for the PI controller set point following, for a step

input.

Figure 6.10: SDP model output for the PI controller set point following, for a sine

input.
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6.2.2 PIP controller

Proportional Integral Plus, PIP, control is a logical extension of PI/PID control,

with inherent model based predictive control action. It exploits the power of state

variable feedback therefore is inherently more flexible and sophisticated than PI or

PID controllers.

To develop a PIP controller a linearised version of the model is needed. From

the open loop data gathered a linear single input single output discrete time transfer

function was identified for each joint.

Details of the general approach can be found in e.g. [11,156], here a worked example

is shown for joint 2 of the right hand manipulator, where using a sampling rate of

∆ = 0.05 results in a time delay of τ = 3, giving the transfer function:

yk =
b3z
−3

1 + a1z−1
uk (6.9)

where yk is the measured joint angle, uk is the voltage input and z−i is the backward

shift operator z−iyk = yk−i. This can be represented in the form of a difference

equation

yk = −a1yk−1 + b3uk−3 (6.10)

Introducing the integral of error, zk

zk =
1

1− z−1
(ydk − yk)

zk =zk−1 + ydk − yk

(6.11)

where ydk is the desired joint angle.

Substituting Equation (6.10) into Equation (6.11) gives
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zk = zk−1 + ydk + a1yk−1 − b3uk−3 (6.12)

putting this into non-minimal state space (NMSS) form, gives the state equation



yk

uk−1

uk−2

zk


=



−a1 0 b3 0

0 0 0 0

0 1 0 0

a1 0 −b3 1





yk−1

uk−2

uk−3

zk−1


+



0

1

0

0


uk−1 +



0

0

0

1


ydk (6.13)

and the observation equation

yk =

[
1 0 0 0

]


yk

uk−1

uk−2

zk


(6.14)

The state variable feedback (SVF) control law is in the usual format of

uk = −Kxk (6.15)

where K is the SVF control gain vector, substituting this in gives

uk = −
[
f0 g1 g2 −kI

]


yk

uk−1

uk−2

zk


(6.16)

which is multiplied out and has Equation (6.11) substituted in for zk to give
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uk = −f0yk − g1uk−1 − g2uk−2 +
kI

1− z−1
(ydk − yk) (6.17)

This can be represented in block diagram form as shown in Figure 6.11. Following

some block diagram manipulation, this can be rearranged into the standard PIP

control structure, as shown in Figure 6.12.

Figure 6.11: Block diagram representation of Equation (6.17).

From the block diagram in the PIP form shown in Figure 6.12 the closed loop

transfer function can be identified, as shown in Equation (6.18) by following the block

diagram simplification rules.

yk
ydk

=
Nc

Dc
(6.18)

where

Nc =kIZ
−3
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Figure 6.12: Block diagram rearranged into standard representation of PIP control

structure.

Dc =− (a1g2 + f0b) z
−4 + (g1 − 2g2 + f0 + kI) z

−3+

(a1g1 + g2 − a1 −G− 1) z−2 + (a1 + g1 − 1) z−1 + 1

This closed loop transfer function in PIP form can then be used to find the un-

known control gains. There are four unknown control gains, g1, g2, f0 and kI and four

variables in the state equation therefore the problem can be solved and is controllable.

The developed PIP controller was implemented in Simulink, as shown in Figure 6.13.

The four control gains discussed above are contained in the Simulink model where

‘PIP K’ represents KI , ‘PIP f’ represents f0, and ‘PIP g’ is a vector [1, g1, g2].

For tuning the controller gains of the PIP controller an optimal control approach is

taken, see Chapter 5 of [11], where the control gain vector is chosen to minimise a linear

quadratic, LQ, performance criterion. It has been shown in [157] that selection of the

LQ weights can in practice always give good, robust, closed loop performance. The

approach is implemented using the PIPOPT function from the CAPTAIN toolbox

[153] in Matlab. Here three scalar weighting values are chosen, Wy, Wu and We,
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that are used to form the partial-weightings qy = Wy/n, qu = Wu/m and qe = We

respectively, that act on the output, input and integral-of-error variables in the NMSS

vector. These three scalar weighting values are chosen to achieve the desired closed-

loop performance. Further details are given in [11], specifically in chapter 5.4. The

weighting values are chosen by trial and error to achieve satisfactory behaviour of the

SDP model response. A pole assignment approach was also trialled but the decision

was made to use the LQ approach utilising the CAPTAIN toolbox. As the focus here

was on creating a controller that gave satisfactory performance for testing the assisted

teleoperation interface developed in Chapter 5 a comparison of different approaches

was not carried out and the LQ approach was chosen pragmatically, but due to the

SVF formulation any SVF design process could be used.

6.2.3 PIP controller with no scaling

The PIP controller was initially implemented with no scaling to handle the dead-zone,

so the controller output was directly used as the CFP voltage. The control gains were

found using an LQ design approach, as discussed above, using trial and error to find

a satisfactory model response. Table 6.5 shows the controller gain values for the PIP

controller with no output scaling, for each joint.

The lack of function to deal with the dead-zone resulted in poor performance with

a lot of large rapid oscillations, however despite the oscillations the controller did

achieve basic set point following, as can be seen in Figures 6.13 and 6.14 for a step

and sine input respectively. This shows that the PIP controller has potential but that

the dead-zone does need dealing with.
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Table 6.5: Control gains for PIP controller with no scaling to handle the dead-zone
and with the old scaled input approach. Where a = -1, b = [0,0,1] and c = [0,0,0.0583].

PIP No scaling PIP scaled input

Joint 1
f0 3.3822 2.3332

[1, g1, g2] [1, 0.2998, 0.3382] [1, 0.1283, 0.1360]
KI 0.3844 0.1326

PIPOPT weighting [a, b, 1, 5, 1] [a, c, 1, 50, 0.1]

Joint 2
f0 5.2156 5.8896

[1, g1, g2] [1, 0.4417, 0.5216] [1, 0.1130, 0.1190]
KI 0.7989 0.2988

PIPOPT weighting [a, b, 5, 5, 0.01] [a, c, 10, 100, 1]

Joint 3
f0 2.7852 5.0802

[1, g1, g2] [1, 0.2506, 0.2785] [1, 0.1320, 0.1401]
KI 0.2788 0.2960

PIPOPT weighting [a, b, 1, 10, 0.1] [a, c, 10, 100, 1]

Joint 4
f0 1.5086 4.2803

[1, g1, g2] [1, 0.1382, 0.1406, 0.1415, 0.1509] [1,0.1844, 0.2000, 0.2155, 0.2311]
KI 0.0931 0.2883

PIPOPT weighting [a, b, 1, 100, 1] [a, c, 10, 100, 0.1]
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Figure 6.13: Detailed view of PIP controller implementation in Simulink.

Figure 6.14: SDP model output of PIP controller set point following, with no scaling

to deal with the dead-zone, for a step input.



176 CHAPTER 6. CONTROL SYSTEM DEVELOPMENT

Figure 6.15: SDP model output of PIP controller set point following, with no scaling

to deal with the dead-zone, for a sine input.
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6.2.4 PIP controller with scaled input

Following initial tests with the PIP controller, the same controller (but with different

control gains) was then developed with the addition of the previously used scaled

input to handle the dead-zone, giving the same structure as shown in Figure 6.7 but

with a PIP rather than PI controller. New control gains were needed as the scaling

has an input in the range of ±100V , so the controller output needed to be in this

range, whereas without the scaling the controller output was in the range of ±10V

so it could be directly used as the CFP voltage. The new control gains are shown in

Table 6.5.

Figures 6.16 and 6.17 show the results of the PIP controller with the scaled input

for step and sine results respectively. As can be seen the inclusion of a method to

deal with the dead-zone has led to a large improvement in performance. For both

inputs set point tracking has improved and oscillation reduced, although not entirely

disappeared. There is still room for improvement, but the importance of including a

method to deal with the dead-zone is clearly shown.

These results have a lot of similarity to the PI controller using the same scaling

method to deal with the deadzone (figs. 6.9 and 6.10). For both the PI and PIP using

this scaling approach joints 1 and 3 show oscillation around the set point in the step

tests, the two controllers displaying the same behaviour on these two joints further

supports an issue with the scaling approach being the problem. The advantage of the

PIP over the PI controller is most clearly seen in the reduced overshoot, in joint 2

for example the overshoot is completely removed. Comparing the PIP with the PI



178 CHAPTER 6. CONTROL SYSTEM DEVELOPMENT

responses, the PIP controller has improved the low frequency system response, but

negatively effected the high frequency system response, as can be seen most clearly

in the increased delay in the sine wave following of joint 2.

Figure 6.16: SDP model output of PIP controller set point following, utilising the old

scaled input approach, for a step input.
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Figure 6.17: SDP model output of PIP controller set point following, utilising the old

scaled input approach, for a sine input.

6.2.5 PIP IDZ controller

The next controller tested combined the PIP controller with the IDZ function iden-

tified during the SDP model development, replacing the previously used scaled input

method of dealing with the dead-zone. This controller took the form of the block

diagram in Figure 6.5, which when implemented in Simulink is shown Figure 6.18.

Introducing the IDZ function meant that the controller gains again needed adjust-

ing, new gain values were found using the same LQ design approach as previously

used.

To demonstrate the advantage of the methodical model based approach to con-

troller design, and the ease of tuning the performance, three different sets of controller

gains were found. One that was optimised for step inputs, one for trajectories with

a sine wave used as an example, and the final one was a compromise between the
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Figure 6.18: Overview of PIP IDZ controller in Simulink, showing PIP controller,

IDZ and SDP joint model blocks with feedback loop.

two, aiming to give good overall performance. The control gain values for the three

optimisations are shown in Table 6.6 along with the LQ (PIPOPT) weights.

Step inputs were chosen as the developed assisted teleoperation system currently

provides step inputs to each joint For step inputs the controller was tuned to eliminate

overshoot, creating a slower response, but one which reaches the set point smoothly.

Overshoot is undesirable as for example it could result in the manipulator hitting ob-

jects in the workspace. Trajectory following is chosen as it as an obvious development

of the system, providing target trajectories rather than just final target positions,

and would be needed in other applications such as welding, or possibly if a collision

avoidance algorithm was included. Sine waves were used as an example to give move-

ment in both directions at changing velocities, testing movement in both directions

is important as it is known the joint behaviour is asymmetrical. The tuning for the

trajectory following was done in such a way to minimise delay, and follow the input

as closely as possible.
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An example of the performance of the PIP IDZ controller is shown in Figure 6.19

for a step input, and Figure 6.20 for a sine wave input, both showing the SDP model

output. These results clearly show the differences in the different tuning of the con-

troller gains, the step tests clearly show a large overshoot for the faster trajectory

following tuning, and no overshoot with the step input tuning. The sine input results

show that whilst all three controllers follow the input there is a noticeable delay with

the slower step input tuning.

These plots show that the high frequency system response of the controller tuned

for trajectory following (tuning ‘b’) is good, with joints 1 to 3 showing close and accu-

rate sine wave following, with very low delay in response to the step input and short

rise times. However the lower frequency response is less good, with large overshoots

on the step inputs and slow settling times. The ‘c’ tuning, tuned for step responses

shows the opposite behaviour, with no overshoot on the step tests but slower and less

accurate sine wave following.
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Table 6.6: PIP control gains for the three different optimisations chosen, for use with
the PIP IDZ controller. Where a = -1, b = [0,0,1].

(a)
General

Performance

(b)
Trajectory
Following

(c)
Step Input

Joint 1
f0 0.1536 0.6351 0.1648

[1, g1, g2] [1, 0.1443, 0.1536] [1, 0.5274, 0.6351] [1, 0.1555, 0.1648]
KI 0.0093 0.1077 0.0092

PIPOPT weighting [a, b, 0.01, 100, 0.1] [a, b, 20, 1000, 10] [a, b,1, 1000, 5]

Joint 2
f0 0.6925 0.3371 0.1774

[1, g1, g2] [1, 0.6000, 0.6925] [1, 0.2986, 0.3371] [1, 0.1682, 0.1774]
KI 0.0925 0.0385 0.0092

PIPOPT weighting [a, b, 1, 1000, 1] [a, b, 2, 1000, 1] [a, b, 0.1, 1000, 10]

Joint 3
f0 0.2485 0.5276 0.1774

[1, g1, g2] [1, 0.2286, 0.2485] [1, 0.4481, 0.5276] [1, 0.1682, 0.1774]
KI 0.0199 0.0795 0.0092

PIPOPT weighting [a, b, 0.05, 100, 1] [a, b, 1, 100, 1] [a, b, 0.1, 1000, 10]

Joint 4
f0 0.7259 0.6865 0.1957

[1, g1, g2, g3, g4] [1, 0.4978,
0.5738, 0.6499,

0.7259]

[1, 0.4481,
0.5276, 0.6071,

0.6865]

[1, 0.1682,
0.1774, 0.1865,

0.1957]
KI 0.0760 0.0795 0.0092

PIPOPT weighting [a, b, 1, 100, 10] [a, b, 1, 100, 1] [a, b, 0.1, 1000, 10]
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Figure 6.19: SDP model output of PIP IDZ controller set point following, for a step

input, for the three differently tuned controllers, where ‘a’ is the compromise tuning,

‘b’ is the trajectory following tuning and ‘c’ is the step input tuning.

Figure 6.20: SDP model output of PIP IDZ controller set point following, for a sine

input, for the three differently tuned controllers, where ‘a’ is the compromise tuning,

‘b’ is the trajectory following tuning and ‘c’ is the step input tuning.
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6.2.6 Joint 4 special case

Testing showed that whilst the other joints were responding reasonably well, with

simulation output closely matching measured experimental output, joint 4 displayed

a big disparity between the simulation and measured behaviour, with joint control

being poor. This can be seen in Figure 6.21, where for joints 1 to 3 the model and

experimental results mostly overlap, but there is a noticeable difference for joint 4.

Even just looking at simulation results joint 4 had worse control than the other joints,

as can be clearly seen in Figures 6.19 and 6.21. Although the joint does basically follow

the setpoint, there is a lot of large rapid oscillation, moving up to approximately ±4◦

around the setpoint. The exact reason for this is unknown, but it likely linked to

the fact that it is the only hydraulic rotary actuator, with the others all being linear

actuators. The rotary actuator has currently been modelled in the same way as the

linear actuators, however some of the assumptions made in the modelling may not be

valid for the rotary actuator, so future work could be to look at a different modelling

process for this joint. As a result of this poor behaviour, different approaches were

investigated to find a solution to improving the control.

An approach that provided some improvement was to change the SDP model to use

linear functions rather than the exponential functions in Equation (6.3). As before,

the SDP model can be expressed as

yk = yk−1 + q{vk−τ} (6.19)
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Figure 6.21: Comparison of SDP model output and experimental measured joint angle

for step point following, using tuning ‘c’ of the PIP controller. The plotted experi-

mental result is the average of 3 iterations.

where

q{vk} =



β1 for vk < β5

α1 + α2vk for β2 ≤ vk ≤ β5

0 for β2 < vk < β4

α3 + α4vk for β4 ≤ vk ≤ β6

β1 for vk > β6

(6.20)

and α1,α3 are the intercept points and α2,α4 the slope for the negative and posi-

tive straight lines respectively, β1,β3 are the negative and positive velocity saturation

values and β2,β4 the deadband voltage values and β5,β6 the voltage values at the

saturation points. The values used for these parameters are shown in Table 6.7.

Figure 6.22 shows the plot of the CFP voltage, v, against the angular velocity, q,
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Table 6.7: Values of the α and β parameters used in the linear SDP model function
for joint 4.

1 2 3 4 5 6

α 0.8936 0.7777 -1.0512 0.8983
β -0.6955 -1.3400 0.5088 1.2400 -2.0434 1.7366

for both the original SDP model using exponential functions and the new linearised

approach, clearly highlighting the difference in the model of the two approaches.

Figure 6.22: Plot of CFP voltage , v against joint angular velocity q in degrees per

sample for (a) original SDP model and (b) new linearised approach, showing SDP

model, solid trace, and the linearised model, thick dashed trace.

This linear model approach resulted in improved performance, as shown in Fig-

ure 6.23, where it can be seen that using the linear function causes smaller and less

frequent oscillations, without having a negative effect on the set point following, for

example looking at the step input the rise time remains the same, but the linear model

causes less overshoot and less oscillation around the set point. The result is still not

ideal however and so further potential improvements were investigated.
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Figure 6.23: Experimental response of joint 4 for step and sine input following, com-

paring the use of exponential and linear functions in the SDP model.

6.2.7 PIP IDZ forward path controller

The next controller developed was a modified version of the PIP IDZ controller,

utilising forward path techniques. The forward path controller is a different way

of structuring the PIP controller block diagram, which incorporates the estimated

transfer function model, see chapter 6 of [11] for a detailed explanation, one way of

representing the forward path control structure is shown in Figure 6.24 [156]. The

‘pre-compensation’ filter is formed from reducing the inner loop of the feedback form

PIP controller, using the rules of block diagram analysis. From Figure 6.24 it can

be seen that the inner feedback loop is based on the model output rather than the

measured output, therefore the estimated model acts as a source of information for

the controller.

One of the advantages of a forward path approach like this is that noise on the mea-
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sured signal does not pass through the feedback filter, instead only passing through

the integral component of the controller. As a result the the signal produced by

the forward path controller is typically smoother than that of a standard feedback

controller. The forward path control structure is also more resilient to input distur-

bances. A disadvanatge of the forward path approach is that it is often more sensitive

to modelling errors, as the model is directly included and cancels the system dynamics.

In theory the control gains used for the feedback and forward path controllers

should be the same, as it is just a restructured block diagram. However in practice

new control gains needed identifying for the forward path controller as the previous

control gains didn’t give a satisfactory response. This is due to the developed SDP

model not being perfect and there being some mismatch between the model and the

real system. The new controller gain values are shown in Table 6.8.

Figure 6.24: Forward path PIP control structure, with feedback of an internal model.

The new controller was tested with the same inputs as the other controllers and

the results were promising. The bottom right plot of Figures 6.25 and 6.26 show the

results for joint 4, as can be seen performance appears improved. The forward path

controller structure clearly improves the set point following performance of joint 4,
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Table 6.8: PIP control gains for the three different optimisations chosen, for use with
the PIP IDZ FP controller. Where a = -1, b = [0,0,1].

(a)
General

Performance

(b)
Trajectory
Following

(c)
Step Input

Joint 1
PIP Num [0.0093, -0.0093] [0.0795, -0.795] [0.0030, -0.0030]
PIP Den [1, -0.8557,

0.1629, -0.1536]
[1, -0.5519,

0.6071, -0.5276]
[1, -0.8861,

0.1199, -0.1169]
PIPOPT weighting [a, b, 0.01, 100, 0.1] [a, b, 1, 100, 1] [a, b, 0.01, 1000, 7.5]

Joint 2
PIP Num [0.0199, -0.00199] [0.0279, -0.0279] [0.0175, -0.0175]
PIP Den [1, -0.7714,

0.2683, -0.2485]
[1, -0.7840,

0.3077, -0.2799]
[1, -0.5945,

0.4405, -0.4230]
PIPOPT weighting [a, b, 0.05, 100, 0.1] [a, b, 1, 1000, 1] [a, b, 0.05, 100, 20]

Joint 3
PIP Num [0.0092, -0.0092] [0.0778, -0.0778] [0.0029, -0.0029]
PIP Den [1, -0.8318,

0.1865, -0.1774]
[1, -0.5281,

0.6276, -0.5498]
[1, -0.8613,

0.1446, -0.1417]
PIPOPT weighting [a, b, 0.01, 100, 0.1] [a, b, 1, 100, 5] [a, b, 0.01, 1000, 15]

Joint 4
PIP Num [0.0065, -0.0065] [0.0303, -0.0303] [0.0074, -0.0074]
PIP Den [1, -0.8496,

0.0065, 0.0065,
0.0065, 0.0065,
0.1897, -0.1831]

[1, -0.7372,
0.0303, 0.0303,
0.0303, 0.0303,
0.4449, -0.4145]

[1, -0.8055,
0.0074, 0.0074,
0.0074, 0.0074,
0.2387, -0.2313]

PIPOPT weighting [a, b, 0.05, 1000, 10] [a, b, 1.2, 1000, 0.5] [a, b, 0.05, 750, 20]
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whilst also providing a small improvement to the performance of the other joints

Figure 6.25: SDP model output of PIP IDZ controller set point following, for a step

input, for the three differently tuned controllers, where ‘a’ is the compromise tuning,

‘b’ is the trajectory following tuning and ‘c’ is the step input tuning.
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Figure 6.26: SDP model output of PIP IDZ controller set point following, for a sine

input, for the three differently tuned controllers, where ‘a’ is the compromise tuning,

‘b’ is the trajectory following tuning and ‘c’ is the step input tuning.

6.3 Comparing controller performance

After the controllers had been developed using the SDP model they were each tested

on the physical system using the same step and sine inputs. This allows comparison

between the different controllers and the between the SDP model and real system

performance. All results presented here, and the experimental results in Chapter 7,

are the average values from three iterations. This gives a more reliable value and

shows repeatability of the system.

Due to the large and rapid oscillations caused by the PIP controller with no scaling,

it was decided not to include this in the comparisons as it was clearly the worst so

investigating it further would be unproductive. As a result there are eight controllers

to compare:
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• PI Controller, with scaled input

• PIP Controller, with scaled input

• PIP Controller, with IDZ deadband scaling, and three different sets of gains

• PIP forward path Controller, with IDZ deadband scaling, and three different

sets of gains

6.3.1 Step tests

Step inputs were chosen for testing the controllers as the developed assisted teleoper-

ation system currently provides the target joint angles as steps, giving the first angle

for the initial position in front of the target, which acts as step from the joints initial

position, then giving a second step to go to the final target position.

The step inputs used for testing the controllers were chosen pragmatically so that

they cover a good portion of the joints range of motion, and provide a step in both

directions, as it is known that the joint behaviour is asymmetrical. To allow compari-

son the same step input was used consistently for each controller both using the SDP

model and later on the real hardware.

Table 6.10 contain the values for comparison of the step input for SDP model

results, the best result in each row is shown in bold. Only results useful for a direct

comparison between controllers with respect to a step input are included here, with

further results shown in Appendix G. Looking at Table 6.10 it can be seen that the

PIP IDZ controller in feedback form has the slightly faster rise times for reaching

the set point following the step input, whereas the forward path form has the lowest
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values for percentage overshoot of the set point. The forward path form also has the

lowest value for the measure of CFP voltage switching, this is measured by taking

the variance of the difference of the CFP voltage output. The difference of the CFP

signal gives an array of values measuring the difference between the voltage at each

measurement sample, taking the variance of this then gives a measure of how much

the CFP signal is switching from positive to negative with a higher value meaning

more switching, as such a lower value is desirable.

As well as comparing these controllers against each other they should be checked

against the design objectives set out in the introduction of this chapter to ensure the

controllers meet the objectives. The first design objective was to have a rise time under

two seconds, from Table 6.10 it can be seen that almost all of the controllers meet this

objective with some having a much shorter rise time. The only controller that doesn’t

meet this design objective is the ‘c’ tuning of the PIP IDZ FP controller, where 3

of the 4 joints have a rise time of over 2 seconds, although they take only slightly

longer with the slowest rise time being 2.28 seconds. The second design objective

was to have an overshoot of under 10 percent. The different controllers have varied

success at meeting this objective with only 2 of them successfully achieving it, the ‘c’

tuning of both the PIP IDZ and the PIP IDZ FP controllers. The other controllers

often have considerably higher overshoots, going up to 43%. As would be expected

the controllers with the lowest rise times have the highest overshoots, and the PIP

IDZ FP controller with the lowest overshoot has the slowest rise times. The final

design objective was to have a steady state error of less than half a degree. Table 6.9

shows the steady state error of each controller after the initial step during the step



194 CHAPTER 6. CONTROL SYSTEM DEVELOPMENT

tests. Most of the controllers didn’t reach steady state for all the joints, with the only

controller that did being the PIP IDZ FP. For the controllers that did achieve a steady

state they were all under the target 0.5◦ except for joint 4, where both the ‘a’ and ‘b’

tuning of the PIP IDZ FP controller reached steady state but with an error of over 1

degree. The ‘c’ tuning of the FP controller however was the only controller to get all

joints to steady state, and with a steady state error below the target 0.5. Overall the

‘c’ tuning of both the PIP IDZ and the PIP IDZ FP controller come out the best with

regards to the design objectives set out in the introduction of this chapter. Taking

into account joint 4 which has proven to be troublesome, the forward path controller

is overall the best although it doesn’t quite meet the objective of having a rise time

under two seconds, for the application being considered here accurate movement is

more important than speed.

These results highlight the compromise often needed in controller design, i.e. no

one controller here is better in every aspect. In this case overshoot is more important

than rise time as an overshoot could cause the manipulator to hit something in the

workspace. For this example the forward path form of the PIP IDZ controller come

out the best as, with the tuning for step inputs, there is 0 overshoot for three of the

joints and a very small overshoot for the fourth joint. As a bonus this controller also

has the small measure of CFP voltage switching, which was the secondary aim of the

controller development, and results in less wear on the hydraulic valves.

An important thing to note is the difference in performance between the PIP IDZ

controller’s and the PI controller. The PI controller represents an industry standard

control approach and the approach that was previously being used on the Brokk-



6.3. COMPARING CONTROLLER PERFORMANCE 195

Table 6.9: Steady state error of each controller following the initial step movement of
the step tests.

Joint 1 Joint 2 Joint 3 Joint 4

PI na 0.00 na 0.00

PIP na 0 na 0.05

PIP IDZ

a 0.10 na 0.20 na
b 0.00 0.10 na na
c 0.10 0.00 0.00 na

PIP IDZ FP

a 0.40 0.00 0.20 1.1
b 0.10 0.40 0.30 1.20
c 0.00 0.30 0.30 0.4

Hydrolek platform. Therefore improving on the PI controller results suggest the devel-

oped controller will give noticeable and useful improvement in performance, therefore

being worth the added complexity.
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6.3.2 Sine tests

To test the controllers’ trajectory following performance, sine waves were used for

each joint. The sine waves were chosen to generate a closed trajectory that covered a

large portion of the working area and moved the end effector in 3D space, as shown in

Figure 6.27. The complete clsoed loop movement shown in Figure 6.27 is completed

in 25 seconds.

Figure 6.27: End effector trajectory created by each joint following a sine input, where

X, Y and Z are the Horizontal, Vertical and Depth axis respectively.

The controllers are compared with the sine input in a similar way as they were

with the step input. Table 6.11 contains values for comparison of the controllers

using the SDP model. The parameters included in these tables are different than

the ones used to compare the step tests, as these parameters are more relevant to

trajectory following. As before Table 6.11 contains only results useful for a direct

comparison between the controllers, with further results presented in Appendix G.



198 CHAPTER 6. CONTROL SYSTEM DEVELOPMENT

The measures used for comparison are the average euclidean norm error of the end

effector position, the mean squared error (MSE) between set point and measured

angle for each joint, and the variance of the difference of the CFP voltage, again to

measure voltage switching.

Looking at the results in Table 6.11, it can be seen that the PIP IDZ forward

path controller produces the majority of the best results, having the smallest mean

squared error for 3 of the 4 joints and the lowest CFP voltage switching values.

Similarly to with the step results two different controllers come out best depending

which metric you look at. In this case the feedback form of the PIP IDZ controller

is best when looking at the average euclidean norm of the end effector position, but

when looking at the MSE of the individual joints the forward path controller comes

out best. The forward path controller also comes out best when looking at the CFP

voltage switching. Overall for trajectory following minimising the MSE error between

individual joint angles and the target set points is important, therefore again the

forward path form of the controller comes out best.

For the trajectory following the improvement over the PI controller is less notice-

able than for the step inputs but is an important improvement. Figure 7.10 shows

a plot comparing the PI and the forward path PIP IDZ controller, it shows that

although the PI controller gives fairly good set point following the PIP IDZ FP con-

troller follows the set point more closely and has a smaller response time to changes

in the set point, as well as just generally giving a cleaner response.
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Figure 6.28: Comparison of PI and PIP IDZ FP controller for a sine input.
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6.4 Concluding remarks

Following a comprehensive series of open-loop tests, an SDP model of each joint of the

right hand manipulator was identified and used to develop several different model-

based controllers. The controllers range from standard PI control to a novel PIP

IDZ controller, where the IDZ control element is used to deal with the dead-zone in

the hydraulic actuator system. The IDZ approach facilitates use of standard linear

controllers for the dynamic response. These controllers were developed and controller

parameters tuned based on the SDP model output.

The various controllers were compared, first using a step command input then with

a sine wave trajectory. The results show that whilst the newly developed controllers

all improve upon simple PI control, no single controller performs the “best” for all

the metrics used for comparison. However, when considering the specific requirements

of the application investigated here, namely improving control performance for the

assisted teleoperation interface developed in Chapter 5, and the control objectives

set out in the chapter introduction, the forward path form of the PIP IDZ controller

emerges as the most suitable candidate design for further development. For step input

tests, this gave the smallest overshoots, achieved steady state for each joint with either

a small or no steady state error and had the least amount of CFP voltage switching.

For the sine wave inputs it yields the lowest MSE for joint angle set point following,

and again the lowest CFP voltage switching.

In more generic terms, the key novelty and contribution of the chapter was the

use of SDP system identification methods to quantitatively identify the IDZ control
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element, the development of various model-based control systems using this control

element, and the simulation based investigations into the most suitable implementa-

tion form. The following Chapter 7 demonstrates application of the selected controller

to the real robotic system in the laboratory.



Chapter 7

Testing Controllers on hardware

Alongside the model-based controllers developed in Chapter 6, a very different type of

controller to support the assisted teleoperation system is considered and tested on the

Brokk- Hydrolek platform, namely a fuzzy logic based controller. The general fuzzy

logic approach and the two controllers developed in this thesis, namely single-input

and two-input controllers, are all discussed in Section 7.1.

The SDP based controllers developed in Chapter 6, as well as the new fuzzy

controller, are subsequently tested on the real system and their performance compared.

Initial tests using the same step and sine wave sequences as used for testing with the

SDP model, are presented in Section 7.2. This allows for a comparison between the

simulated results and the experimental results, which gives an indication as to how

good the new SDP joint models are when operating in closed-loop mode. From these

results, the best performing controller was identified and tested with the assisted

teleoperation system developed in Chapter 5, with the results discussed in section

Section 7.3.

203
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7.1 Fuzzy logic approach

Fuzzy controllers are non linear and do not require a mathematical model of the

system, instead relying on a set of linguistic rules set by the developer based on their

experience. In this way they are unlike the model based controllers discussed earlier,

this has both potential advantages and disadvantages, but it makes the fuzzy approach

an interesting one to investigate for the control of the hydraulic manipulators. The

advantage of this approach is that it creates a non linear controller so can potentially

provide better control of the non linear hydraulic actuator, also not needing a model

means it can be quick to develop and implement. The downside of this approach

is that because it does not use a model it relies on experience and an amount of

guesswork and trial and error to develop the controller, so an optimal controller may

not be developed.

Fuzzy logic can be incorporated into a control system in a number of ways, such

as directly as is done here, or another common method is using fuzzy logic to tune

PID gains in real-time, so that a fuzzy PID system can be used to control a non

linear system. However it is used the basic principles are the same as discussed in the

following sections.

In the same way as other control systems, a fuzzy controller has 3 main stages, an

input, a processing stage and an output. The processing stage consists of four parts,

as shown in Figure 7.1 [158]. First the input, or inputs, go through a fuzzification

process which modifies the inputs into a form compatible with the rules stored in the

rule-base. Next the inference mechanism applies the relevant rules to the input. The
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rules are what determine the behaviour of the controller. The output of the inference

mechanism goes through defuzzification to convert it back to a signal that can be

used as the input to the plant. Figure 7.1 shows an overview of a single input fuzzy

logic controller, which looks very similar to any other feedback controller diagram,

but with some added detail inside the controller block.

Figure 7.1: Block diagram showing structure of a fuzzy controller.

Within the inference mechanism all the inputs to the system are mapped to mem-

bership functions generating a value for each rule that applies to the inputs. Member-

ship functions match the input to one or more fuzzy sets, giving a degree of member-

ship between 0 and 1. For example if room temperature was an input, the temperature

at which the room becomes hot is subjective and varies between person, in traditional

logic a set value would need to be decided where above that value is hot and below is

not hot. In fuzzy logic the room could be ‘quite hot’, so the room could be hot to a

degree of 0.7 for example. Linguistic terms such as very, quite and slightly are used

to define membership functions. The membership functions are often triangular, as

shown in the example in Figure 7.2, but bell curves and trapezoids are also common
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shapes.

Figure 7.2: Diagram showing example of 5 membership functions, from left to right,

Negative Big, Negative, Zero, Positive and Positive Big. An example of a single input

being in two fuzzy sets is shown.

The inference mechanism then uses a series of linguistic rules to generate the

output values. The rules are typically of the form IF...THEN..., for example IF room

temperature is ‘hot’ THEN fan equals ‘high’. All rules that apply are processed

potentially giving multiple outputs of the inference mechanism. The rules being in

this simple linguistic format makes it easy for people to develop the controller rule

base, as rules can be based on experience and are simple to understand.

As an example, in Figure 7.2, it is shown how an input of 2.5 belongs to both the

Zero and Positive membership functions, due to the membership functions overlap-

ping. This would trigger at least two rules, depending on the size of the rule base and

complexity of the designed controller, and generate multiple outputs to go into the
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defuzzification stage.

7.1.1 Single input fuzzy controller

For the initial investigation to test the viability of a fuzzy controller a simple single

input single output system is investigated, with the error in joint position being the

input and voltage to the CFP the output. This is the simplest possible fuzzy controller.

Five membership functions were used with angle error being categorised as ‘Negative

Big’, ‘Negative’, ‘Zero’, ‘Positive’ and ‘Positive Big’. Due to being a simple single

input system the rule set is small, so the whole system is very simple.

The fuzzy logic controller is developed and implemented directly in NI Labview and

as such there are no model or simulation results, only experimental results. A trial and

error based approach is used to create and modify the membership functions. For the

initial development and tuning of the membership functions, a text file containing set

point and measured joint angle data was provided and the controller output observed

to ensure it was in the correct range and behaved in the manner expected. This

reduced the likelihood of damaging the manipulators by using an untested controller

on them.

Figure 7.3 shows an example of the input and output membership functions for

the single input controller, as can be seen these are a mix of trapezoids and triangles.

The selection of membership function shape and position was decided through trial

and error, using knowledge gained from using the system over time, making tweaks

until satisfactory performance was achieved. Figure 7.4 shows the control surface of

the single input controller corresponding to the membership functions in Figure 7.3,
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highlighting the non-linear relationship between the input and output.

Figure 7.3: (Top) Input membership functions and (bottom) Output membership func-

tions, for J2 of right hand manipulator.

Figure 7.5 shows the set point following performance of the single input controller,

following a series of steps of different amplitudes that cover the range of motion of
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Figure 7.4: Control surface of single input fuzzy controller, showing non linear rela-

tionship between the input, position error, and output, voltage.

the joint. Set point following performance is good across the range of the joint, with

different sized steps all being followed successfully, but with not reaching the set

point at the upper limit. There is some small overshoot, particularly when moving to

increase joint angle in a positive direction, which is not as noticeable when moving in

a negative direction, this is likely caused by the asymmetry of the actuator.

7.1.2 Two input fuzzy controller

Once the single input fuzzy controller had shown that fuzzy logic was a viable approach

to the control problem, a more complex 2 input controller was investigated, using

position error and change of error as the inputs. A 2 input fuzzy controller is more



210 CHAPTER 7. TESTING CONTROLLERS ON HARDWARE

Figure 7.5: Single input fuzzy controller for Joint 2 set point following a series of step

inputs.

conventional, with change of error or rate of change of error the most common second

inputs. Change of error was used here, and is simply found by subtracting the current

error from the error at the previous sample. This is potentially useful to include so

that control action can depend on both position error and joint velocity, for example if

position error is small and change of error is small, a different output may be beneficial

than if the position error is small and change of error is large. In the first case the

output is close to the setpoint and moving slowly, in the second case the output is

again close to the setpoint but moving fast, so is likely to overshoot if the controller

can not deal with this.

Adding a second input increases the number of rules from 5 to 25, increasing

complexity but potentially improving performance. Table 7.1 shows the rules used

for the new fuzzy controller, as before NB represents Negative Big, N Negative, Z

Zero, P Positive and PB Positive Big. The input and output membership functions
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for each joint are shown in Appendix F for brevity. Figure 7.6 shows the control

surface of the 2 input controller, comparing this with the flat ramp you would get

with a PID controller, and the benefit of a non linear fuzzy controller is clear for the

non linear hydraulic system.

Figure 7.6: Control surface for initial 2 input fuzzy controller.

7.1.3 Fuzzy controller results

The two input fuzzy controller was tested with the same step and sine tests as the other

controllers, to give a fair comparison, example outputs are shown in Figures 7.7 and 7.8

for step and sine inputs respectively. As can be seen set point following performance

is generally good, with the exception of the joint 1 step input, usually with just a

small overshoot in the step test and very close following of the sine input. The results
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Table 7.1: Initial rule table for 2 input fuzzy controller.

Change of error

Error NB N Z P PB

NB PB PB P P P

N PB P P P P

Z Z Z Z Z Z

P N N N NB NB

PB N N N NB NB

are discussed and compared with the model based controllers in Section 7.2. There

is however room for improvement, particularly with joint 1 where there is sizeable

oscillation at the top of the step movement, and small oscillation along the sine input.

This improvement could be achieved in future development by modifying the rule

table or tweaking the membership functions. However these results do prove the

viability of using a fuzzy logic controller on the hydraulic manipulator, showing good

control is achievable.
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Figure 7.7: Two input fuzzy controller set point following, for a step input, showing

average of 3 tests.

Figure 7.8: Two input fuzzy controller set point following, following a sine wave input,

showing average of 3 tests.

7.2 Comparing controller performance

The controllers were tested on the Brokk-Hydrolek platform using the same step and

sine inputs as used for the model based results and the performance of the different
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controllers is compared here. For all the experimental results presented here tests

were repeated at least three times to confirm repeatability, and the average values of

the 3 iterations are used for the comparison. For each test the system was operated

beforehand to ensure fully working, and to warm up the system so that controllers

were not being tested on a cold system, as this may impact on performance.

Before comparing the controllers it should be made clear that the fuzzy logic

controller was developed directly using the real system, and not based on a model

like the PIP controllers were. As such this will have some impact on the results,

as the model based controllers can only be as good as the model and any errors or

inaccuracy in the model will weaken the performance of the controller when tested

on the real system. However approaches such as the forward path controller are not

possible without a model. Also as the purpose of investigating the fuzzy approach was

to determine whether it is a viable alternative to established model based controllers,

including one of the main benefits of the approach namely not requiring a model is

justified.

7.2.1 Step tests

Figure 7.9 shows a plot comparing the experimental step response of the different

model based PIP controllers, showing the ‘c’ tuning of the controllers using the IDZ

method. The plot corresponds to the data in Table 7.3. From visual inspection

of the plots it can be seen that for most of the joints the response of the different

controllers is very similar, with the scaled input approach being slightly worse overall

than the IDZ controller, although noticeably not for joint 4 which has proven to
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be problematic. From Figure 7.9, the forward path PIP controller gives the best

performance overall, although there is still room for improvement, for example there

is still sizeable overshoot of joint 1. The benefit of the forward path controller is

most clearly shown in the response of joint 4, where the feedback IDZ controller has

constant oscillation which is removed by using the forward path approach, for the

other three joints the benefit of the forward path approach is less noticeable from the

plots.

Figure 7.9: Comparison of PIP controllers for step input set point following, experi-

mental results.

Looking at Table 7.3 for the experimental results shows a similar story to the

model results in Section 6.3 with the PIP IDZ feedback controller having the majority

of the lowest values for rise time, which can be seen in Figure 7.9. However the

experimental results for the forward path controller are not as good as the SDP model

results, with the feedback form of the controller having the majority of lower values

for percentage overshoot, and the PIP controller with scaled input actually having the
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lowest measure of CFP voltage switching for joints 2 and 3. Unlike the SDP model

results the experimental results don’t show one controller as being clearly better

than another, with the best performance for each metric being fairly spread across

different controllers and the fuzzy controller providing similar levels of performance to

the model based controllers. However they do show that the forward path approach

was able to handle the problematic joint 4, and so that approach has promise but

may need further tweaking or tuning of the gains using the output of the real system

rather than the SDP model.

Table 7.2 shows a typical example of the subtracting the experimental result values

from the SDP model results, showing the difference between the model and exper-

imental data. It shows that in most cases the model response is better than the

experimental result, in that the modelled overshoot is typically smaller as is the CFP

voltage switching (indicated by a negative value in the table). These results show that

the rise time and CFP voltage switching are very similar between the SDP model and

real system, but that typically the real system has a noticabely larger overshoot show-

ing there is room for improvement in the SDP model. These differences between the

SDP model and the real system likely explain the overshoot in the measured step test

results for the forward path controller, and suggest that improving the SDP model

may improve the forward path controller performance.
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Table 7.2: Example of Values of Model output minus Experimental data.

PIP IDZ FP
a b c

Rise time

J1 0.1953 0.0377 0.6694
J2 -0.1118 0.0167 -0.1127
J3 -0.0015 -0.0275 0.2083
J4 0.0354 N/A 0.0995

Overshoot %

J1 -14.1808 -7.3987 -17.36
J2 4.84 1.7177 -2.2067
J3 -1.7317 2.4513 -8.9978
J4 2.8467 -29.4823 1.333

Var of Diff
of CFP

J1 -0.0625 -0.2018 -0.0481
J2 -0.0649 -0.1246 -0.1414
J3 -0.0804 -0.2832 -0.0614
J4 0.0103 -0.123 0.0132
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7.2.2 Sine tests

Figure 7.10 shows a comparison of the different PIP controllers for each joint, now

using the ‘b’ tuning for the IDZ controllers. From these plots it is clear that the

forward path controller gives the best response to a trajectory input for the model

based controllers; closely following the sine input with a very small delay, unlike the

scaled input approach which has a noticeable lag in response, and with no oscillation

unlike the feedback form of the IDZ controller which has noticable oscillation for all

the joints.

Unlike with the step tests, when looking at the experimental sine wave results,

Table 7.4, the forward path controller is clearly the best of the model based controllers

too, although it less clear than with the SDP model results. For the experimental

results the best value of each metric is more spread across different tunings of the

forward path controller whereas for the model response tuning ‘b’ contains most of

the best values.

Unlike with the step tests, here the fuzzy controller shows noticeable improvement

over the other controllers, with the lowest values of MSE for joint set point following,

showing that it most closely follows the target. This can also be seen in Figure 7.8,

where the set point is followed with almost no delay and only slight oscillation. Al-

though the fuzzy controller doesn’t have the lowest values for the measure of CFP

voltage switching, the results are still very low and the improvement in trajectory

following is a bigger priority, so overall the fuzzy controller still gives the best results.
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Figure 7.10: Comparison of PIP controllers for sine input set point following, exper-

imental results.
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7.3 Testing with vision system

After developing and testing the controllers in controlled step and sine tests they

were tested on the robotic platform, getting the set point input from the vision system

developed in Chapter 5. As the forward path form of the PIP IDZ controller was shown

to perform best out of the model based controllers on the step and sine inputs, and

the fuzzy controller showed to be equal to or better than the model based controllers,

only the results for these two methods are discussed here.

The user interface discussed in Chapter 5 was modified to use the new controller,

by simply changing the Labview program. Following this tests were carried out placing

a vertical plastic pipe in front of the platform, and then using the interface to generate

target positions for the grasp, (a cut position was also identified but as the controller

isn’t yet implemented on the left hand manipulator this wasn’t tested). Due to there

being no collision avoidance algorithm in place, the manipulator was started at a

set starting position away from the pipe and the other manipulator to reduce the

likelihood of collisions. The coordinates of the grasp position were recorded so the

same test could be repeated, as this wouldn’t be possible by using the interface as it

would require the pipe and the user click to be in exactly the same position.

7.3.1 PIP IDZ forward path controller

Figure 7.11 shows the end effector path during an illustrative grasp movement, show-

ing the end effector moving to the initial position in front of the target then moving

forward to the final target. Note that the path shows the wrist position, so the offset
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between the final position and the pipe is to allow for the gripper. From Figure 7.11

it can be seen that the end effector follows a smooth path with only some slight os-

cillation around each of the target positions, this is a noticable improvement over the

original trajectory shown in Figure 5.9.

Figure 7.11: End effector path during an illustrative pipe grasp, using the PIP IDZ

Forward path controller.

Figure 7.12 show the joint angles during the illustrative grasp motion in Fig-

ure 7.11, using the ‘c’ tuning of the PIP IDZ FP controller. Figure 7.13, shows the

same but using the ‘b’ tuning of the controller, to illustrate the differences between

different tuning of the controller parameters. Each joint starts at either 20 or −20

degrees, so as to position the arm in a safe starting position as discussed, and the

initial step occurs at time t = 0, the second step occurs when each of the joints have

reached a set error threshold to the target. The results show that with the ‘c’ tun-

ing the response is slower than with the ‘b’ tuning, as expected. However what is

interesting is that with the ‘c’ tuning the target set point is not reached and the joint
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settles with a small offset. This is not present in the SDP model results and shows

an area that needs further investigation as it could be due to some model mismatch.

Tuning ‘b’, optimised for trajectory following, does a good job of reaching the set

point, but due to the rapid movement there is overshoot of the target before settling

at the set point. Table 7.5 shows that the overshoot is quite significant and higher

than desirable, so from the current results tuning ‘c’ would be more desirable, even

though it is less accurate.

Figures 7.11 and 7.12 show that the PIP IDZ controller provides good control for

the real grasp motion, but further improvement could be achieved, possibly by tuning

the controller parameters using the experimental data rather than the SDP model

output. The secondary aim of improving the controller was to produce a clean voltage

signal to the CFP to reduce oscillation and therefore wear on the valves. Figure 7.14

shows an example of the CFP voltage signal for each joint during the grasp motion, it

shows the signal has little oscillation, importantly no excessive switching from positive

to negative voltage and so the controller fulfills the secondary aim as well.
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Figure 7.12: Joint angles during grasp motion, controller tuning ‘c’, initial step at

time 0, average of 3 iterations.

Figure 7.13: Joint angles during grasp motion, controller tuning ‘b’, initial step at

time 0, average of 3 iterations.
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Figure 7.14: Example of voltage sent to CFP during grasp motion, average of 3 iter-

ations.

Table 7.5: PIP IDZ FP controller comparison with fuzzy controller.

PIP IDZ FP Fuzzy
a b c

Rise time

J1 0.8251 0.5994 1.5805 0.6634
J2 0.7634 0.5962 1.4384 0.5796
J3 0.5345 0.3801 0.9677 0.3954
J4 1.9217 1.9479 1.6803 0.5252

Overshoot %

J1 16.8979 14.9089 0.0000 0.0000
J2 11.4615 22.4852 3.1578 0.0000
J3 30.8559 39.0151 0.0000 10.2667
J4 0.0000 0.0000 0.0000 0.1406

Var of Diff
of CFP

J1 0.0402 0.1923 0.0262 0.0869
J2 0.0263 0.1493 0.0559 0.2370
J3 0.0226 0.1813 0.0216 0.3121
J4 0.0147 0.0745 0.0457 0.1458
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7.3.2 Fuzzy controller

From Table 7.5 it can be seen that the fuzzy controller generally gave similar rise

times to the fast ‘b’ tuning of the PIP IDZ FP controller, with the exception of

joint 4 in which the fuzzy controller has a much smaller rise time. Where the fuzzy

controller really stands out is with the mostly small or zero overshoots whilst having

fast rise times. As a result of the lack of overshoot and the fast rise times the fuzzy

controller completes the grasp motion very quickly, this can be seen in Figure 7.15

which shows the joint angles during the grasp motion. The area the fuzzy controller

is less good is in the CFP voltage switching, Table 7.5 shows that it has the highest

voltage switching value for each of the joints, although the value is still low so there

is not a large amount of switching.

Figure 7.15: Joint angles during grasp motion, with Fuzzy controller initial step at

time 0, average of 3 iterations.



228 CHAPTER 7. TESTING CONTROLLERS ON HARDWARE

7.4 Concluding remarks

A fuzzy logic approach to the control problem was investigated as a potential alter-

native to the model-based methods of Chapter 6. The performance of the new fuzzy

logic controller, and the model-based controllers developed in Chapter 6, were evalu-

ated using the Brokk-Hydrolek hardware platform. Initial comparisons used the same

step and sine inputs as used for the SDP simulation study in Chapter 6, allowing for

comparison between the SDP model output and the real hardware using the same

controllers. Further experiments tested these controllers within the context of the

assisted teleoperation system developed in Chapter 5. The results showed that both

the model-based and fuzzy logic control approaches have benefits, but that overall

for use with the assisted teleoperation interface, the fuzzy controller appears to yield

slightly improved performance. This is particularly the case in respect to reduced rise

time and overshoots during testing with the assisted teleoperation system, in which

the fuzzy logic approach yields faster and more accurate movement (in comparison to

the specific SDP-based designs used here).

However the fuzzy controller was developed directly on the real system, and not

using a SDP model, so some of the improvement may come from inaccuracy in the

model, to investigate this further and draw stronger conclusions further work could

be done either developing PIP controllers from the real data not the SDP model, or

tuning the fuzzy controller using the same SDP model. This would allow a more direct

comparison between the two approaches. However these results do successfully show

that a fuzzy logic controller is a very viable alternative to traditional model based
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controllers for this application.

Another thing worth pointing out based on these results is that the reason for the

noticeably poorer performance of joint 4 may be due to it being a completely different

actuator to the other three joints, joint 4 is a vane type rotary hydraulic actuator,

whereas the others are linear hydraulic actuators. Because of this it exhibits different

physical behaviours, and the SDP model approach may need adjustment to improve

results. For example assumptions such as no oil leakage may not be valid, and a more

complex model may be required. Although joint 4 also showed some more minor

issues with the fuzzy approach, for example when following the sine trajectory the

response is very jerky, see Figure 7.8. As the fuzzy approach is not model based, this

may indicate some hardware fault with the particular actuator.
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Chapter 8

Conclusions

This thesis has made research contributions in three main areas, all in the context

of nuclear decommissioning and with laboratory evaluation using a ground-based,

hydraulically actuated, dual-manipulator robot. The three areas are: the development

of a detailed mechanistic model of the manipulator platform, the development of a

new assisted-teleoperation user interface, and the design and testing of nonlinear and

fuzzy logic control systems to improve the controlled performance of the hydraulic

manipulators.

Alluding to the formal research objectives set out in Section 1.2, the first two

objectives concerned the mechanistic modelling equations and the use of evolution-

ary algorithms to estimate the unknown parameters of the model. The results were

discussed in Chapter 4. The model, which contains all the mechanical, hydraulic

and electrical elements of the system, as well as providing a visual representation of

the manipulators, builds on previous work at Lancaster University, but with signifi-

cant modifications and improvements introduced in this thesis. The hydraulic system

231
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model component was recreated from the ground up to more accurately reflect the

real hardware. Once the model was finalised, a genetic algorithm was developed and

tuned to this particular problem, and subsequently used to identify the unknown

parameters of the system i.e. to determine realistic values that matched the model

performance to that of the hardware. The developed model can be used for future

research into advanced controllers that are beyond the scope of the present thesis

(e.g. research on algorithms that combine inverse kinematics solvers for trajectory

tracking with control system design). Another future use for the mechanistic model

is to investigate the impact certain parameters can have, for example, what effect a

drop in oil pressure or an increase in friction on a particular actuator or joint would

have on the overall system performance. In the latter regard, the new model can be

used for further research into condition monitoring. Testing against laboratory data

showed that overall the model yields a good indication of the real manipulator be-

haviour. The model performance is best for the joints closest to the base, but for the

further out joints, the model needs more work to improve its accuracy. Nonetheless,

one of the major benefits of the model is that it yields a graphical representation

of both manipulators hence their movements can be visualised in simulation before

being tested on the real hardware. This allows new task scenarios (e.g. pipe cutting)

to be investigated off-line, and so allows the operator to set up the task in a way that

reduces the likelihood of the arms colliding with each other or items in the workspace.

The third research objective was to develop an assisted-teleoperation interface to

replace the current industry standard joystick control. This was described in Chap-

ter 5. The original method of using joysticks to control the manipulators is highly
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skilled and very slow, hence speeding up this process and reducing the length of train-

ing needed would help reduce decommissioning costs and time-scales. The developed

interface requires just four mouse clicks to perform a pipe grasp and cut movement,

replacing the old system of moving each joint independently with joysticks. This ap-

proach allows all joints to be moved simultaneously, which speeds up the action con-

siderably. Initial testing, with experienced and inexperienced operators, showed that

the new interface is much faster and easier to use than the old highly skilled method.

The assisted- teleoperation system works by using a MS Kinect RGB-D camera to

gather depth data about the workspace, then transforming the user selected points

into 3D coordinates that are used as inputs to an inverse kinematics algorithm, which

calculates the joint angles needed to reach the target position. The user selects the

target points from the image on screen, which shows both a live colour video of the

workspace and an edge detected image of reachable objects. It is on the edge image

that the operator selects target objects and positions. This semi-autonomous system

reduces operator workload and is shown to work effectively, with one manipulator

successfully grasping a target pipe and the other moving across to simulate a cutting

operation. It should be pointed out that the cutting operation itself is not investi-

gated in this thesis, in part due to health and safety issues for use of the machine in

its current laboratory setting. Nonetheless, the output of this part of the project is

a novel user interface and assisted-teleoperation system for e.g. pipe-cutting. This

reduces operator workload and task completion time, whilst keeping the operator in

control of the system and avoids using a fully autonomous system which is undesirable

in the nuclear industry.
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The fourth research objective was to develop, implement and evaluate various feed-

back control algorithms. The development of linear and novel nonlinear model-based

PIP based controllers was discussed in Chapter 6, followed by their implementation

and testing on the robotic platform in Chapter 7. A series of controllers of differing

levels of complexity were designed, based on the PIP control structure, and tested

using both a step input (which is similar to the inputs from the assisted-teleoperation

interface) and a sine wave input i.e. to investigate trajectory following performance.

To develop the nonlinear PIP controllers, an SDP model was identified from experi-

mental data. In contrast to prior research also using the Brokk-Hydrolek platform and

SDP models, this thesis investigated the angular velocity of each joint via the intro-

duction of a state- dependent gain. This facilitated the use of an IDZ control design

approach as an improved way of handling the dead-zone in the hydraulic actuators.

Testing of the controllers showed that joint 4 was particularly problematic, with

excessive oscillation and relatively poor responses. The cause of this was not fully

identified, but it is suspected that it is connected to joint 4 being the only rotary

hydraulic actuator, with the others all being linear actuators. However, a forward path

PIP controller approach, using the model output in the feedback of the control loop,

yields improved results. This approach substantially reduced the excessive oscillations

associated with the original design, reduced the overshoot and yields good set point

tracking. The forward path approach also yields improved performance for the other

joints, although much less noticeably. The PIP based controllers were tested on

the physical system. The results of the model output and real measured results were

compared, to evaluate the accuracy of the SDP model and to identify which controller
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gave the best performance. Once the best performing controller had been identified,

it was directly tested with the new assisted tele-operation system, to see if it resulted

in an improvement in performance. These results were good, with successful pipe

grasps and smooth motion to reach the target position. The switching of the voltage

sent to the hydraulic valves was also reduced. This means the valves were opening

and closing less frequently, reducing wear on them and other components.

As well as the model based PIP controller development, a separate completely

different approach was also taken. A fuzzy logic controller was developed in Chap-

ter 7, which used the error between the set point and measured angle, as well as

the rate of change of error, as inputs. The fuzzy controller is not model based and

instead relies on a series of linguistic rules that are set up based on the developers

experience. Testing showed that the tuned fuzzy controllers gave very good set point

following performance, a little better than the current PIP designs, demonstrating

that a fuzzy logic controller is a viable approach for control of the non-linear hy-

draulic manipulators. The disadvantage of the fuzzy logic approach is that it lacks

the systematic and mathematical processes for updating the controllers over time and

for new manipulators, and is only available for testing on the real hardware so cannot

be used for modelling and simulation work. By contrast, the new PIP inverse dead

zone controllers, which were shown to yield improved performance over the industry

standard PI designs, are relatively straightforward to update in the future if the pa-

rameters change over time, or the hardware is modified. Finally, the new controllers

were combined with the assisted-teleoperation system. Hence, the output of the re-

search reported in Chapters 5 through to 7 is a complete system, one that allows the
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user to select targets to be accurately reached, with smooth movement between target

positions.

In this manner, each of the four main research objectives described in Section 1.2

have been achieved, albeit with scope for further research.

8.1 Future work

There are a number of areas of the project that would benefit from continued future

work. Recommendations for future work based on this project can be split into short

and long term suggestions and also some suggestions for work that is more tangential

but still connected.

Short term suggestions are mainly to improve the control system performance

or to expand the implementation. For example, the control systems developed in

Chapters 6 and 7 could only be developed for four of the joints due to hardware

failure of joint 5. Ideally the controller would have been developed and tested for the

full arm, but due to the realities of a practical based project this was not achievable

so is an obvious extension for future work when the hardware limitations have been

addressed. Fortunately, due to the systematic approach taken to the model-based

controller development, extending these results to include joint 5 would be a relatively

straightforward task. Extending the fuzzy controller would be a case of creating an

extra set of membership functions and tweaking the settings based on experimental

performance.

Short term suggestions for future work are:
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• Develop the mechanistic model further, so all joints provide accurate reflec-

tions of the real system, currently joints 3 and 4 do not provide good results

when tested with real grasp data. This would allow the model to be used for

investigation to the system and for developing the latest control systems.

• Extend the controllers to include joint 5 following the hardware being repaired.

• Carry out a full user study of the assisted teleoperation system, using for exam-

ple the NASA-TLX (NASA Task Load Index), to give a measurable comparison

between the joystick teleoperation and the new system. This is common in HRI

work and would validate the system.

• Further work to develop the assisted teleoperation system to improve it, for

example expanding to other tasks such as pick and place of objects.

• Refine the PIP controller, for example tuning the controller using the experimen-

tal data rather than the SDP model output. The results of the fuzzy controller

for trajectory following show that improved control is achievable.

Long term suggestions are more focussed on developing the system for testing in

a real nuclear environment. Robotic systems used in the nuclear industry have to

be proven to work due to the very strict safety legislation in the industry, so testing

in a more realistic environment would be beneficial. With this in mind long term

suggestions are:

• Investigate radiation hardening and protection for the system. Electronics and

some materials can be damaged by radiation so knowing what effect radiation
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would have on the particular hardware would be very beneficial, as would having

strategies to protect sensitive components.

• Investigate suitable cutting tools for attachment to the system. A study is

needed to investigate what the most suitable cutting tool for the particular

application, and how this can be integrated into the platform.

• Carry out practical field tests in a real world test scenario. This would prove

the usefulness of a dual manipulator mobile platform and potentially a first

step in moving from a research platform towards starting work on a commercial

platform that could be used in the real world.

Other related work that could be used to extend the system include, for example,

adding cooperative support robots, such as discussed in the PhD project of Tom

Burrell [159], where it is proposed to use a UAV to gather image data that is fed into

the system rather than just a fixed camera. Another option may be to add eye in

hand cameras to expand the visual capabilities of the system. Although these would

increase the complexity of the system, the improved capability may be worth this

additional complexity.
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Appendix A

Labview Programs

Table A.1: List of the key Labview programs created during this project

Filename Description

Joystick final model CW Provides joystick control of both manipulators

Slider interface control Control both arms using sliders or text boxes on GUI

Deg2Pot left
Converts degrees to potentiometer reading

Deg2Pot right

Pot2Deg left
Converts potentiometer reading to degrees

Pot2Deg right

Monitor Display all potentiometer readings and angles in degrees
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PIP AdHoc control J1

Control of joint using PIP control with old style

scaling, reading set point from text file

PIP AdHoc control J2

PIP AdHoc control J3

PIP AdHoc control J4

PIP AdHoc control ALL Control of 4 joint simultaneously

PIP IDZ control J1

Control of joint using PIP control with IDZ

scaling, reading set point from text file

PIP IDZ control J2

PIP IDZ control J3

PIP IDZ control J4

PIP IDZ control ALL Control of 4 joint simultaneously

PIP IDZ control J1 FP

Control of joint using PIP control with IDZ

scaling, reading set point from text file

PIP IDZ control J2 FP

PIP IDZ control J3 FP

PIP IDZ control J4 FP

PIP IDZ FP ALL Control of 4 joints for implementation in other programs

PIP IDZ control1 All FP Control 4 joints for resolved motion, input from text file

txtFile Input Fuzzy Controls individual joint using Fuzzy controller, set

point from text file
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txtFile Input Fuzzy All Controls all joints using Fuzzy controller, set point from

text file

FuzzyControllerBlock Fuzzy controller for implementation in other programs

such as vision control

Vision Control Fuzzy Receives set points from Matlab vision interface, using

Fuzzy controller

Vision Control PI Receives set points from Matlab vision interface, using

PI controller

Vision Control PIP AdHoc Receives set points from Matlab vision interface, using

PIP controller with old scaling

Vision Control PIP IDZ Receives set points from Matlab vision interface, using

PIP controller with IDZ scaling

Vision Control PIP IDZ FP Receives set points from Matlab vision interface, using

PIP forward path controller with IDZ scaling
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(a) Max proportional amplifier current A, range

from 0.3 to 3.2 A

(b) Max proportional amplifier current B, range

from 0.25 to 3.15 A

Figure B.1: Joint angle response to varying the max proportional amplifier current

for both proportional amplifiers

(a) Piston area A, range from 500 to 3500 mm2 (b) Piston area B, range from 500 to 2000 mm2

Figure B.2: Joint angle response to varying the piston areas A and B
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(a) Solenoid A contact stiffness, range from 100000

to 3000000 N/m

(b) Solenoid B contact stiffness, range from 100000

to 3000000 N/m

Figure B.3: Joint angle response to varying the solenoid A and B contact stiffness

(a) Solenoid A damping, range from 0 to 15

N/(m/s)

(b) Solenoid B damping, range from 0 to 15

N/(m/s)

Figure B.4: Joint angle response to varying the solenoid A and B damping
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(a) Solenoid A force F1 parameter, range from 1

to 30 N

(b) Solenoid A force F2 parameter, range from 0.1

to 3 N

Figure B.5: Joint angle response to varying the solenoid A force F1 and F2 parameters

(a) Solenoid B force F1 parameter, range from 1

to 30 N

(b) Solenoid B force F2 parameter, range from 0.1

to 9.5 N

Figure B.6: Joint angle response to varying the solenoid B force F1 and F2 parameters
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(a) Solenoid A stroke X1 parameter, range from

0.5 to 15 mm

(b) Solenoid A stroke X2 parameter, range from 3

to 32 mm

Figure B.7: Joint angle response to varying the solenoid A stroke X1 and X2 param-

eters

(a) Solenoid B stroke X1 parameter, range from

0.5 to 15 mm

(b) Solenoid B stroke X2 parameter, range from 2

to 31 mm

Figure B.8: Joint angle response to varying the solenoid B stroke X1 and X2 param-

eters
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(a) Pump pressure, range from 12000000 to

26500000

(b) viscous friction, range from 0 to 290 N/(m/s)

Figure B.9: Example of parameters not included in GA, Pump pressure does have

an effect on the joint response but is less pronounced than other parameters, and oil

pressure of the real system can be measured to give a value for use in the model
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Appendix D

Inverse Kinematics Equations
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δθ1

= − S1×
(
C2×

(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
+ . . .

C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ 165

)
+ . . .

13087/25
)

+ S2×
(
C3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + . . .

1063/5
)
− S3×

(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
. . .

+ 165
))

+ 70
)
− C1× S4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
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δfx
δθ2

= C1×
(
C2×

(
C3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
− . . .

S3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ 165

))
− . . .

S2×
(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
+ . . .

C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ 165

)
+ . . .

13087/25
))

δfx
δθ3

= C1×
(
C2×

(
C3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
− . . .

S3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ 165

))
− . . .

S2×
(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
+ . . .

C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ 165

)))

δfx
δθ4

= − C1×
(
C2× C3× S4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + . . .

889/20
)
− S2× S3× S4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + . . .

889/20
))
− C4× S1×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)

δfx
δθ5

= − C1×
(
C2×

(
S3×

((
1424× C5

)
/5 + . . .

(
1847× S5

)
/100

)
− C3× C4×

((
1847× C5

)
/100− . . .(

1424× S5
)
/5
))

+ S2×
(
C3×

((
1424× C5

)
/5 + . . .(

1847× S5
)
/100

)
+ C4× S3×

((
1847× C5

)
/100− . . .(

1424× S5
)
/5
)))
− S1× S4×

((
1847× C5

)
/100−

(
1424× S55

)
/5
)
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δfy
δθ1

= 0

δfy
δθ2

= C2×
(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
+ . . .

C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ . . .

165
)

+ 13087/25
)

+ S2×
(
C3×

((
1847× C5

)
/100− . . .(

1424× S5
)
/5 + 1063/5

)
− S3×

(
C4×

((
1424× C5

)
/5 + . . .(

1847× S5
)
/100 + 889/20

)
+ 165

))

δfy
δθ3

= C2×
(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
+ . . .

C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ . . .

165
))

+ S2×
(
C3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + . . .

1063/5
)
− S3×

(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + . . .

889/20
)

+ 165
))

δfy
δθ4

= − C2× S3× S4×
((

1424× C5
)
/5 +

(
1847× S5

)
/100 + . . .

889/20
)
− C3× S2× S4×

((
1424× C5

)
/5 + . . .(

1847× S5
)
/100 + 889/20

)
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δfy
δθ5

= C2×
(
C3×

((
1424× C5

)
/5 +

(
1847× S5

)
/100

)
+ . . .

C4× S3×
((

1847× C5
)
/100−

(
1424× S5

)
/5
))
− . . .

S2×
(
S3×

((
1424× C5

)
/5 +

(
1847× S5

)
/100

)
− . . .

C3× C4×
((

1847× C5
)
/100−

(
1424× S5

)
/5
))

δfz
δθ1

= S1× S4×
((

1424× C5
)
/5 +

(
1847× S5

)
/100 + 889/20

)
− . . .

C1×
(
C2×

(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + . . .

1063/5
)

+ C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + . . .

889/20
)

+ 165
)

+ 13087/25
)

+ S2×
(
C3×

((
1847× C5

)
/100− . . .(

1424× S5
)
/5 + 1063/5

)
− S3×

(
C4×

((
1424× C5

)
/5 + . . .(

1847× S5
)
/100 + 889/20

)
+ 165

))
+ 70

)

δfz
δθ2

= − S1×
(
C2×

(
C3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + 1063/5

)
− . . .

S3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + 889/20

)
+ . . .

165
))
− S2×

(
S3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + . . .

1063/5
)

+ C3×
(
C4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + . . .

889/20
)

+ 165
)

+ 13087/25
))
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δfz
δθ3

= − S1×
(
C2×

(
C3×

((
1847× C5

)
/100−

(
1424× S5

)
/5 + . . .

1063/5
)
− S3×

(
C4×

((
1424× C5

)
/5+

(
1847× S5

)
/100 + . . .

889/20
)

+ 165
))
− S2×

(
S3×

((
1847× C5

)
/100− . . .(

1424× S5
)
/5 + 1063/5

)
+ C3×

(
C4×

((
1424× C5

)
/5 + . . .(

1847× S5
)
/100 + 889/20

)
+ 165

)))

δfz
δθ4

= S1×
(
C2× C3× S4×

((
1424× C5

)
/5 +

(
1847× S5

)
/100 + . . .

889/20
)
− S2× S3× S4×

((
1424× C5

)
/5 + . . .(

1847× S5
)
/100 + 889/20

))
− C1× C4× . . .((

1424× C5
)
/5 +

(
1847× S5

)
/100 + 889/20

)

δfz
δθ5

= S1×
(
C2×

(
S3×

((
1424× C5

)
/5 +

(
1847× S5

)
/100− . . .

C3× C4×
((

1847× C5
)
/100−

(
1424× S5

)
/5
))

+ . . .

S2×
(
C3×

((
1424× C5

)
/5 +

(
1847× S5

)
/100

)
+ . . .

C4× S3×
((

1847× C5
)
/100−

(
1424× S5

)
/5
)))
− . . .

C1× S4×
((

1847× C5
)
/100−

(
1424× S5

)
/5
)
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Appendix E

SDP Model Validation

Validation results for SDP model, 5 minute long pseudo random voltage inputs, 2

examples for each joints.

Figure E.1: Joint 1 SDP model validation example 1, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.
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Figure E.2: Joint 1 SDP model validation example 2, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.

Figure E.3: Joint 2 SDP model validation example 1, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.
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Figure E.4: Joint 2 SDP model validation example 2, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.

Figure E.5: Joint 3 SDP model validation example 1, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.
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Figure E.6: Joint 3 SDP model validation example 2, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.

Figure E.7: Joint 4 SDP model validation example 1, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.
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Figure E.8: Joint 4 SDP model validation example 2, (Top)Comparison of SDP model
and experimental output (bottom) pseudo random input voltage.
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Appendix F

Fuzzy membership functions
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Figure F.1: 2 Input fuzzy controller membership functions for Joint 1, top is for joint
error, middle is for rate of change of joint error and bottom is output membership
function for CFP voltage
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Figure F.2: 2 Input fuzzy controller membership functions for Joint 2, top is for joint
error, middle is for rate of change of joint error and bottom is output membership
function for CFP voltage
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Figure F.3: 2 Input fuzzy controller membership functions for Joint 3, top is for joint
error, middle is for rate of change of joint error and bottom is output membership
function for CFP voltage
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Figure F.4: 2 Input fuzzy controller membership functions for Joint 4, top is for joint
error, middle is for rate of change of joint error and bottom is output membership
function for CFP voltage
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Appendix G

Controller Comparison

G.1 Simulation results
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