The Written British National Corpus 2014:

Design, compilation and analysis

Abi Hawtin
ESRC Centre for Corpus Approaches to Social Science
Department of Linguistics and English Language

Lancaster University

A thesissubmitted to Lancaster University for the degree of
Doctor of Philosophy in Linguistics

December 2018



Table of Contents

Table Of CONTENTS ... e e e e s i
[T ox =T = 4[] o PP Vi
Y 01 = T PP vili
LISt Of TaDIES ... e e Xi
LISt OF FIQUIES ...ttt et e e e s Xii
(IS 0] Y o] 1= o | 0TSSP xiii
ACKNOWIEAGEMENTS ... Xiv
Chapter 1: INtrOJUCTION ......ccoiiiiiii et eeenaa 1
1.1 The British National Corpus 2014...........cooiiiiiiiiiiiieeeei e 1
1.2 Distinguishing between spoken and written language............................. 3
1.3 Justifying the Written BNC2014 PrOJECL......uuiiiiiiiiiiieeeeeeeeeeii el 5.
IS 04 [ 11 o To 11 T (o] WP 5.
1.3.2 The British National Corpus (BNC1994).............coviiiiiiiiiiiieineeeeeeiiinnnn 6
1.3.3 The enduring popularity of the BNC1994............coovvviiiieeeiiieeeeeen, 9
1.3.4 Other corpora of written British English...............cccooiiiviiiin s 14
1.3.4.1 The Brown Famlily...........cooiiieiiiiieiiees e e e e e 15
1.3.4.2 The Bankf ENgliSh...........coouiiiiiii e 18

L3 4.3 UKWAC.......coiiiiiiiiiiee e eeeee et eeeas 19
L1344 ICEGB ..ottt 20

1.3.5 Summary and justification for the project..........ccccooevviiiieeeiiineeennnn. 21

1.4 The project team and my ownership of the research............................. 22
1.4.1 The Written BNC2014 project team...........cceuviieiiiiiiieeeiiie e eeeennn, 22
1.4.2 Ownership of researCh...........ccooooiii e, 22

1.5 Copyright and PeriBSIONS.........ccoiuiiieiiiiie e e e e e 24
0700 R 1010 To [1 Tox 1 (o o SRS 24
1.5.2 COPYHGNE TaW....ccovencee e e 25
1.5.3 EXPErt OPINIONS. ... cciiiiiieiiie e e e e e e e eans 28
1.5.4 DEfiNILIONS ...cveeieiee ettt e et e e e e eebb e e e e eenes 29
1.5.5 CONCIUSION ....couiiiieieiiiie et e e e e e eenes 29

1.6 Research aims and the structure of the thesis..............cccvviiiiiiieeenns 30
Chapter 2: Contemporary National COrpora ...........ccceevvvvieeeiiiiiieeeeiiieeeeiieeeeens 35
P28 R 1 11 70T (3 Tod T o A PP 35



2.2 The Corpus de référence du francais contemporain (CREC)................. 36

2.3 The Czech National Corpus (SYN2015)......ccccieeiiiiiieiiiiieeeeeiieeeeiieeees 41
2.4 The Thai National Corpus (TNC)........ui i 44
2.5 The American National Corpus (ANC).........uuiii i 47
2.6 Corpus of Contemporary American English (COCA)..........ccoovviiiiiennenn. 50
2.7 Deutsches Referenzkorpus (DeReKD)........ccoouviiiiiiiiiiiiiiiiicceeeie 52
P2 < T 0] o o1 111 (o o PR 54
Chapter 3: Creating Representative and Comparable Corpora....................... 57
G 700 {11 0 o 11 o {0 o PR 57
3.2 Corpus RepresentatiVENESS. ........uuiieiiiiiiii et e e eeaenes 57
3.2.1 Defining repreSentatiVeNESS. ........ccovvvvuuiieiiieeiiiie e et e eeeeenees 58
3.2.2 SAMPIING. e 59
3.2.2.1 Population definition...............oiiiiiiiiiiiie e 59
3.2.2.2 Random SamPling......cccuuuuuiieiiiiiiiie et 62
3.2.2.3 Proportional sampling...........ooovveeiiiiiiiiieeiiiii e 64
3.2.2. 4 BaAlANCE......ue e e 67
3.2.2.5 SAMPIE SIZE.... i 67
3.2.2.6 Number aamples...........ooiiiiiiiiiiiii e 69
3.2.2.7 COIPUS SIZE..uuieiiieeeeeiie e e e ieeeeeaie e e et e e e et e e e e aae e e e eaa e e aann e 70
3.2.3 Representativeness is Not PoSSible..........covvvviiiiiieeeiiie e 12
3. 2.4 The BNCLOA.... .ot e e e e e e e eeeaea e 75
3.2.5 CONCIUSION. .. ittt e 76
3.3. Comparability in COrPUS AESIGM......ccvuunieeeiieeeeeiiie e e e e e eanaans 77
ICTRC 700 N [ 91 (o o 18 Tox 1 o o FE RSP PPRTRSPPPRRIRY 4 4
3.3.2. Methods for creating and testing comparable corpora................... 80
3.3.2.1 Creahg comparable corpora using web crawling...................... 80
3.3.2.2 Testing corpus comparability.............ccccoeiiiiiieereeiiiie e, 84
3.3.3The Brown Family...........coeiiiiiiiii e 86
3.3 4 ARCHER......uuiiiiii e 92
TR TR @] o Tod (1] To] o FOAR R A
3.4. Representativeness vs. Comparability............c.ccoiiiiiieeiiiiiiineec 95
3. 4.1 The ProbIem... ...t 95
3.4.2 The SOIULIOM ....cvviiiie e 98
Chapter 4: Designirg the Written BNC2014 Sampling Frame........................ 100
v R [ g1 (o o [ T £ (o] o I PPN 100



4.2 Classifying teXtS IN COMPOMA......ccuuuiiiiiinieeeiie e eeeeie e et e e e e eeeaeaeeeees 100

vy I [ 1 o To [Tt Ao o S PP 100
4.2.2 GENIE TNROIY ..ttt e e e 101
v A [V 0 Yo [T 1[0 o 101
4.2.2.2 APProaches to geNIE.........oiiiiiiiiiie e e 101
4.2.3 Genre, register, style, text tyjppgome definitions.............cccceeeveeeiennes 103
V2 0 A [ 10T [ Cd 1[0 o P 103
4.2.3.2 GBINIE. et 104
4.2.3.3 REQISTEI. ...ttt e 105
A.2.3.4 SEYIE. ..o 106
4.2.3.5 T X BY P ettt 107
4.2.3.6 Terminology in this thesSIS..........ccoooiiiiiii 107
4.2.4 Text classification in previous natiogakpora...............ccccvvviieeeeenen. 108
4.2.4.1 The Brown Family.........coouuuiiiiiiiiiiii e 108
4.2.4.2 The Corpus de référence du Francais contemporain (CREC).110
4.2.4.3 The British National Corpus 1994...........cccoiiiiiiiiiiiniiiiineeeeeens 112

4.2 4.4 SUMMAIY....uiitiiiieie et et et e e e e e e et eaeeenes 115
4.2.5 Text classification in the Written BNC2014...........ccccvvviviieiiieennnnnnn. 115
4.3 Design of the sampling frame...........cooooii e 117
4.3.1 Population definitionL............iiriiiieeieees e 117
4.3.2 SAMPIE SIZE....nn e 120
4.3.3 Proportions of each gente.........coooovviiiiiicee i 123
G B N @0 ¢ 01U 1S4 =S 124
4.3.5 Sampling MethOAS.......coviiiiiee e 125
4.4 Comparability with the Written BNC1994............cooeviviiiiiiieiiee e 127
4.4.1 Genres iNthe COMAUS........uuiiiiiii e e 127
4.4.2 Proportions of genres in the COrpuS............ccoovevviiiieeeviiii e, 128
4.5 CONCIUSION. ...ettiiee ittt e et e e e e e e e e e e e eeannaaas 132
Chapter 5: Collection of books for the Written BNC2014..............cccevvnenennn. 135
o0 I 1o To 18 Tox 1 o o 1SS 135
5.2 Contacting pUbliSNErS..........coouiiii e 140
o070 R [ 911 o To 18 Tox 10 o AU 140
B5.2.2 MENOM........eiiiiiiee e 142
5.2.3 OULCOME......eie ettt e e e e e e eeens 143
5.2.4 CONCIUSION. ....uiiiiiii e 147



5.3 Other book collection Methods........coveoeieie e, 147

5.3.1 Professional CONtACLS..........cccuiiiiiiiii e eeea e 150
5.3. 1.1 MENOG....... i 150
5.3.1.2 OULCOME. ... ittt et r e e e e e aanas 150
5.3.2 Contact authors direCtly............cooouuiiiiiiiiiiii e, 151
5.3.2. 1 MENOG.......o o 151
5.3.2.2 OULCOME. ... ittt et et r e et e e e eanas 153

5.3.3 Collect OpEeIRCCESS TataL........uuuieeeeiiiiii e 153
5.3.3. L MEthOG...... oo 153
RS S T2 @ L1 (o] 1 o = PP 156

5.3.4 Collect free SamPIES.......coouiuiiiieiiei e 157
5.3 4.1 MEthOd... oo 157
5.3.4.2 OULCOME. ...ttt e e e e e e et e e e ees 158

5.3.5 Manual scanning and OCR..............coiiiiiiiiiiiiii e 158
5.3.5.1 MethodolOgy..........uiiiiiiiiiiiie et 158
5.3.5.2 OCR COMPATISON.....cceiriinieeiiiiiiiiiee e e e eeetie e e e e eeiie e e e aeeeenaaes 161
5.3.5.3 OULCOME. ... it e e e 164

5.4 CONCIUSION.....ciiiiiii e e et e e e e eerees 165
5.5 Composition of the books medium of the Written BNC2014................. 166
Chapter 6: Collection of periodicals for the Written BNC2014....................... 170
6.1 INEFOAUCTION. ...t e 170
6.2 Collection of academic prose (journal articles)...............ccevveveeiinnens 172
6.3 ColleCtion Of NEWSPAPEIS. .......ocviiiii i e eeee e 176
6.3.1 AULOMALIC SCrapPiNg.......uuieieiiieeeii e eee e e e e e e e ee e e eaans 177
6.3.2 LEXISINEXIS ..cevuiieeeeiiiiiiii ettt e e a e eeeeenen 179

6.4 Collection of MAagazZiNesS.............ieeiiiiii i e 181

6.4. 1 INEFOAUCHION......ieeiiiie e 181

6.4.2 MethOdOlOgY......cccuuiiiiiie e 182
6.4.2.1 DataBelECHION. ... ..t eiiieiiiie et 182
6.4.2.2 ANAIYSIS. .. coeiiieiii e 182

G 3 T T [ o 1 PP 183

B.4.4 DISCUSSION ....uuuiieeeiiiiiiie e e e ettt e e e ettt a e e e e e et s e e e e eeeni e e e eeeeenen 185

6.4.5 Decisions regarding the collection of magazines........................... 186

6.4.6 Magazine collection in PractiCe..........ccoeeevviiieiiiecee e 188

6.5 Composition of the periodicals medium of the corpus...............ceeeenee. 189



Chapter 7: Collection of elanguage for the Written BNC2014....................... 196

4% R 111 {0 T (3 Tod 1 T o 196
7.2 LILErAtUIE MEVIBWL. ... ieieie e e et e ettt e et e e e e e eeeee e e e e e eea e e e eenn s 198
478 R 1 1 (0 o 11 ox 0 o PR 198
7.2.2WED IrEQISTEIS ...t 199
7.2.3 ELANQUAGJE CONMPOTAL. .. cevtuueierieeieri e eeenniaeeeaiaeeean e e een s eeeeennaeeeen 203
7.2.3.1 Corpora Of €MAIIS........ccoovuuiiiiiei it 204
7.2.3.2 Corpora Of SMS MESSAGES......cccvuuuuniieiiiiiiinie e eeeeeeiina e eeeenes 205
7.2.3.3 Corpora of forum diSCUSSIQNS.........c.uuuuiieiiiiiiiiiine e 207
7.2.3.4 Other SPeCific COMPOLAL......ccuuuuiieeiiiiiiieee e 208
7.2.3.5 General4anguage COMPOIa........cuuuuuiaeeriiiiiiaeeeeeeeeiiieeeeeeennnnn 208
A N o] od U1 (o ] o S 211
7.3 Copyright and ethical considerations............cc.oovviiivieeiiieeviee e 212
7.3.1 Does permission need to be gained?.............ooooiviiiieiiinieeneeein 212
7.3.2 Ethical CONSIAErationS..........veveveieeiiiiieeee e e e e 215
7.3.3 Public perceptions of research usidgrgguage data investigation.....219
7.3.3.1 Rationale and methodology..........cccovvviiiiiiiicei e, 219
7.3.3.2 RESUILS ..o 220
7.3.3.3 Summary of questionnaire results.............cooeevviieveeiiieeeennnnnn. 224
7.3.4 Copyright and ethiCS SUMMALY..........ccccvuviiieiiiiieeeeeeee e eeaie e 224
7.4 Composition and collection of thdamguage medium of the Written BNC2014
................................................................................................................. 225
A R (0] oo 4o 1P 226
T 8.2 TWILERE ettt e e e e e et e e e e e et e e e e e enees 228
T 4.3 BlO0gS. ..o 230
7.4.4 DISCUSSIOMOIUIMS ....outiiiieeieiitiie e e e e eeeeaitis s e e e eettis s e e e e eesbaa e e e e eennnes 233
TAS EMAIIS.....coiiiiii e 235
7.4.6 SMS AN IM..cooiiiiiiiiiiiiie e 236
TA.T REVIBWS ....uiiii ettt e e e bt e e e e e e eabanan 237
7.4.8 COMMENES ....euiiii it e e et et e e e e e e e e e e e enaaes 238
7.5 Composition of the-anguage medium of the Written BNC2014............ 239
Chapter 8: Collection of miscellaneous and writterto-be-spoken genres for the
WIHEN BNC20LA ...ttt e e e e e e e e e e e e e e e e e e e e eeeeeaeannnnnnns 243
8.1 Design of the miscellaneous and writterbe-spoken mediums............... 243
G P ST £ PP 246
.3 AAMIN .. e e e eaa 246



8.4 INSHIEUTIONAL . ..o e 246

8.5 INSIIUCLIONAL. .....eeniieeii e e 248
8.6 Letters, advert, commerce, and religion............ccoovvvuiniieeeeiiiiiiiiiieeeeeens 248
8.7 News and drama SCIPLS. .....uuu i eiiieiiiie e ee e et e e ne e 250
8.8 Composition of theniscellaneous and writteilo-be-spoken mediums....... 250
Chapter 9. Colloquialisation in academic British English...............cccccooeeennn. 253
S 0 I 1 1 70T 3 Tod 1T o 253
9.2 LItErature REVIEW.........uuieeiiiee e e e et e e e e ee e e et e e e e eennns 253
9.3 MethOdOlOgY........uuniiiiiiii e 263
9.4 ANAIYSIS ...t 273
9.4.1 Research qUESTION. L........ccoouuuuiiieiiiiiiie et 273
9.4.2 ReSearch qUESTIAN...........ccouuuuuiiie et 278
9.4.3 Research qUESTION.3.......ccooiiiiiie it 284
S I 1Tt U= (o] o 289

S 0] o o] 1111 1o o PP 290
O.5.1 SUMIMABIY ...eeiieeeeie ettt ettt e e e eeanns 290
9.5.2 LIMILALIONS. ... eiieeiiie ettt et eeee e e e e e eeeee 292
0.5.3 FULUIE rESEAICN.......uiiiiiiiii et 294

(@ gF=T o] (= g 0 A 0] o o1 113 [ o 1P 296
10.1 Overview Of the thesSIS. ... 296
10.2 Successes, limitations, and future directionS...........cccoovevvvvveeniinneenen. 301
L0.3 SUMIMAIY ..ttt e e e e et e e e et e e e eneeeneeens 306
REIEIENCES. ...t et 308
Y o] 01T T Lo = S 326

Vi



Declaration

This thesis has not been submitted in support of an application for another degree at
this or any other university. It is the result of my own work and includes nothing that
Is the outcome of work done in collaboration except where specifically indicated.
Many of the ideas in this thesis were the product of discussion with my supervisor
Professor Tony McEnery

Abi Hawtin (BA, MA, PhD)

Lancaster University, UK

Vii



Abstract

The ESRCGfunded Centre for Corpus Approaches to Social Science at
Lancastetniversity (CASS and the English Language Teaching Group at
Cambridge University Press (CUP) have collaborated to compile a new, publicly
accessible corpus of contempor&vyitten British English, known as thé/ritten
British National Corpus 201@Nritten BNC2014).The Written BNC2014 is an
updated version of thé/ritten British National CorpugWritten BNC1994) which
was created in the 19908he Written BNC1994 is often used as a proxy for present
day British English, so theé/ritten BNC2014 has been crea in order to allow for
both comparisons between the two corpora, and also to allow for research on British
English to be carried out using a stafehe-art contemporarydataset The Written
BNC2014contains approximately 90 million words of written British English,
published between 2012018, from a wide variety of genres. The corpus will be

publicly released in 2019.

This thesis presents a detailed account of the design and compilation of the
comus, focusing on the very many challenges which needed to be overcome in order
to create the corpus, along with the solutions to these challenges which were devised.
It also demonstrates the utility of the corpus, by presenting a diachronic comparison of
academic writingin the 1990s and 2010with a focus on the theory of

colloquialisation

This thesis, whilst not a Written BNC2014 usgiide, presents all of the
decisions made in the design and creation of the corpus, and as such, will help to make

the corpus as useful to as many people, for as many purposes, as possible.
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Chapter 1: Introduction

1.1 The British National Corpus 2014

The ESRCGfunded Centre for Corpus Approaches to Social Sciahce
Lancaster UniversityCASS see appendix A for a consolidated list of acronyms used
in this thesiy and the English Language Teaching Group at Cambridge University
Press (CUP) have collabdea to compile a new, publicly accessible corpus of
contemporary British English, known as the British National Corpus 2014
(BNC2014}. British English refers here to the language produced by native speakers
of the variety of English spoken in either EnglaScotland, Wales, or Northern
Ireland Of course, native speakisralso a condition which needs defining: for the
purposes of this thesis native speaker is used to mean a person whose first language is
English, which they learnt in a British context (as previously defined). On some
occasions throughout this thesistima speaker status is also seééfined by the
people who contributed data to the corpus (see chapter 7 for examples of this in the
context of elangaugesee section 4.3.1 for more information about population
definition). The corpus contains both spokand written data. The spoken section of
the corpus (the Spoken BNC2014) has already been compiled and released (Love et
al., 2017a). This thesis outlines the challenges and solutions in the design and
compilation of the written component of the corpire (YWritten BNC2014), and also
presents an analysis sdme of the data. The BNC2014 is an updated version of the
British National Corpus which was created in the 1990s (henceforth known as the
BNC1994; see section3for more information on the BNC1994)he BNC1994 is

often used as a proxy for present day British English (see secBpsdthe

! The project was supported by ESRC grants no. EP/P001559/1 and ES/K002155/1.
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BNC2014 has been creat@dorder to allow for both comparisons between the two
corpora, and also to allow for research on British English to be carried ogtausin
stateof-the-art contemporarnydataset (I return to this issue in sectio3)L.The

Written BNC2014 contains approximaté&9 million words of written British

English, published between 202018, from a wide variety of genres. The corpus will

be publcly released in 2019.

In this thesis | give a thorough account of the very many important challenges
and decisions made in the design and compilation of the Written BNC2014, along
with an analysis of the datasdaroh i | | ustr at
community. A running theme throughout this thesis is the need for a balance between
what isideal in a project such as this, and whapassible Thus, many of the
decisions which | discuss throughout this thesis centre on reaching a compromise
betwveen the desires of a corpus linguist and the time and budget constraints of the
project; all of these compromises are laid out transparemtyghout the thesis in the
hopethat users of the corpus will assess for themselves the impact that these
compramises may have on their research. Whilst this thesis is not a Written BNC2014
user guidé it is a detailed and thorough account of all of the careful decisions which |
made during the design and creation of the corpusslamdld be read by all users of
the corpus. At the time of submitting this thesis, data collection is not yet fully
complete. Thus, some of the numbers quoted in this thesis may differ slightly from the

numbers in the corpus when released.

2 See Love et al. (2017b) for the BNC2014 user manual and reference guide
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1.2 Distinguishing between spoken and written language

As stated, the BNC2014 will be split into two sections: the spoken BNC2014
and the Written BNC2014. Whilst the disti
language may at first seem to be a straightforward on¢haespoken language is
delivered orally whereas written language is delivered graphically, this thesis will
demonstrate that this is in fact not the case. In section 2.2 | note that the CRFC labels
scripts, text messages, and online fora as spoken lg@gwailst these genres are
considered written language in the Written BNC2014 (and in many other corpora).
Furthermore, in section 8.4 | highlight the difficulty encountered when considering
whether Hansard texts are written language (and included Wiitten BNC2014) or
spoken language. Thus, it seems clear from these examples that whilst there are
prototypical, easihdefined members of the written and spoken mediums (e.g. a
fiction book and a spontaneous telephone conversation respectively), there is
significant degree of overlap when it comes to the representation of one medium in the
form of another (e.g. representing speech in written form, as in a script for a play). |
will considerhowto resolve tis overlap here, in order to clearly defineunolaries for

the types of language to be included in the Written BNC2014.

Nencioni (1983 [1976]; cited in Zago, 2016) addresses this problem by
drawing a distinction between O0spoken spe
being a spontaneous conwiien and the latter being spoken dialogue in books, or
play scripts. Nencioni seems to suggest t
| anguage, separate from O0spoken speechd a

separate corpus would be needettlfiis type of writing.



However, Gregory (1967: 189) neatly captures this blurred boundary in a
diagram (see figure 1a) which could be used to clarify this issue further. In this model,
language is split into speech and writing, with speech being fudthidied into
spontaneous and napontaneous language. Nspontaneous speech can be split into
6recitingdé and 6t he speaking of what 1is w
also connected, in this model, to written language, and this is wieebdutined
boundary between the two mediums occurs. However, using this model one may infer
that speech and writing can be distinguished at the point of delivery. It is possible to
arrive at any of the three typesoopd weit.
spokendé, and O6not necessarily to be spoke
writing. It is the first distinction between oral or graphical delivery which
distinguishes the types of writing. Thus, a play script would be consideredhspoke
| anguage (6the speaking of what is writte
receiving the language orally (as when watching the play performed, for example),
and considered written |l anguage (o6writing

reading thescript.

Thus, in corpus construction, we could use this model to define any text which
is recorded (i.e. delivered oO6orallyd) and
text which is collected in written form (e.g. a play script, rather than rexgpeshd
transcribing a performance) as written language. This is a definition which would
seem to work well within the constraints of the present project. The Spoken BNC2014
(Love et al., 2017a) has already been created and only contains transcripts of
spmtaneous, recorded speech. The Written BNC2014 will include language which
was collected in written form. Although this does not resolve the blurred boundary

between these types of language completely, it does provide boundaries for what can



and cannot beonsidered written language for the purposes of the present corpus. This
discussion will be returned to on several occasions throughout this thesis as individual

genres are discussed.

DIAGRAM 3
suggested distinctions along the dimension of situation variation
categorised as user's medium relationship
speaking writing

spontanedusly non spontaneously

conversing monologuing ‘reciting’ the speaking
of what is written

to be spoken to be not necessarily
as if not written spoken to be spoken
to beTread to bé read
asif
(a) heard
(b) overheard

Figurelaan Suggested distinctions aaatoong t he di
categorised as userd6s medium relationship

1.3 Justifying the Written BNC2014 project

1.3.1 Introduction

In this section | will justify theneedfor the Written BNC2014 project, despite
the very manyontemporary corpora of British English which have been created in
the years since the BNC1994 was created. | begin, in sec8i@, lly giving some
detail about the BNC1994 project, specifically the goals which the creators had in
mind when designing arebmpiling the corpus. In section313 | discuss the enduring
popularity of the BNC1994 by highlighting the many areas of research in which the
BNC1994 has been, and still is being, used. | then consider why this is, when so many
other corpora of BritisfEnglish have been created sintesection 13.4, | argue that
the BNC1994 continues to be used so frequently, despite its age, because none of the
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corpora which contain more contemporary data meet all of the same goals which the
BNC1994 does. | conclude section 13.5, that a new version of the BNC1994 is
needed in order to allow all of the research which was fostered by the BNC1994 to
continue, but with data and results which are truly representata@tfmporary

British English.
1.3.2 The British National Corpus (BNC1994)

A corpus which aims to be representativehaf language used inparticular
national communitys known as a national corp(eg. the Czech National Corpus,
the Thai National Corpus, and the American National Corpus; see chapter 2). For
example, the BNC1994 is a 100 million word corpus of written and spoken British
English which has been-kobemarnii mench | a £ otr lpas st
2008: 384). It was compiled in 199®94 (Burnard, 2002), although some texts
within the corpus date back as far as the 1960s (Burnard, 2000). The project to create
the BNC1994 brought together dictionary publishers, the Britisarlpand
Lancaster and Oxford Universities (Burnard, 2002). This consortium worked toward
several goals which, if achieved, would makeBNC1994 unique (Burnard, 2002).

These goals were:

1 To create a corpus an order of magnitude larger than any cuffreetly
available corpus.

1 To create a synchronic corpus.

1 To create a corpus of contemporary language.

1 To include a range of samples from the full range of both spoken and written
British English.

1 To create the corpus usingnanopportunistic design.



9 To include automatic word class annotation, and detailed contextual
information.
1 To make the corpus generally available.

(Burnard, 2002: 53).

The creators of the BNC1994 did indeed achieve all of these goals, which is likely the
reason why its popularity as a data set for research endures to the present day (an issue

which | return to in sections3.3 and 13.4).

The goal of creating the corpus using a-o@portunistic designvhere target
amounts or types of texts are set pubr to data collection commencingas
particularly important to the creators of the BNC199Mis isbecause, at the time that
the BNC1994 was created, it was not common for texts to be digitised prior to their
publication. This meant that corpus creatat that time tended to include in their
corpora only those texts which had been digitised, without much consideration given
to what those texts actually represented (Burnard, 2002: 57). In contrast to the norms
at the time, the BNC1994 creators estdidis a set of design criteria at the outset of
the project, which proposed target text characteristics and proportions. Thus, the
creators had to seek out texts whictefitheir criteria, rather than taking just those
texts which were readily available andigitised format. Burnard (2002: 57) claims
that this allowed the BNC1994 to be wused
general 0, which had not been possible usi
composition of the BNC1994 is shown in tables 1aHndlhe design and
composition of the BNC1994 will be discussed in more detail throughout this thesis

where relevant.



Table 1a Composition of BNC World Edition (Burnard, 2000)

Text type Texts W-units S-units Percent
Spoken 153 4.30 610563 10.08
demographic

Spoken 153 6.28 428558 7.07
context

governed

All spoken 910 10.58 1039121 17.78
Written 2688 80.49 4403803 72.75
books and

periodicals

Written -to- 35 1.35 120153 1.98
be-spoken

Written 421 7.55 490016 8.09
miscellaneous

All written 3144 89.39 5013972 82.82

Note: The BNC World Edition was the second edition of the corpus, with some
improvements made to the tagging over the first edition of the corpus

Table 1b: Domains in the Written BNC1994 (Burnard, 2000)

Domain Texts W-units Percent S-units Percent
Applied 370 7104635 8.14 357067 7.12
Science

Arts 261 6520634 7.47 321442 6.41
Belief and 146 3007244 3.44 151418 3.01
thought

Commerce | 295 7257542 8.31 382717 7.63
and finance

Imaginative | 477 16377726 | 18.76 1356458 27.05
Leisure 438 12187946 | 13.96 760722 15.17
Natural and | 146 3784273 4.33 183466 3.65
pure science

Social 527 13906182 | 15.93 700122 13.96
science

World 484 17132023 | 19.62 800560 15.96
affairs

The creators of the BNC1994 originally thought that the corpus would only be
of interest to a few researchérghose working in Natural Language Processing

(NLP) or lexicographers (Burnard, 2002: 67). However, it rapidly became clear that



this was not thease; as we now know, the main users of the BNC1994 would be
those working in applied linguistics, particularly researchers concerned with language

learning and teaching (Burnard, 2002; 6&e section 3.3).

1.3.3 The enduring popularity of theBNC1994

In this section | will show that, despite being created in the 1990s and
containing data from as far back as the 1960s, the BNC1994 is still extremely widely
used in linguistic research to this day. This is perhaps surprising because the
BNC1994 cetainly no longer represent®ntemporanBritish English, and yet it is

being used as though it does.

A simple search forthetermBr i t i sh Nat i onlbantast&€€or pus B
Universityoés online |ibrary catabesgue yie
include some repeats). These are mostly articles, but there are also several books and
conference proceedings. Almost 60% of these results were works which were
published from 2010 onwards, and 11% of these results were published in 2017 or
2018. Ths shows that the BNC1994 continues to be a very productive data source for

research right up to the present day.

A more specific example of just how productive the BNC1994 still is comes
from the abstract book for the ICAME36 conference held in 2015 (IE364 2015).
20 of the research papers, posters, and works in progress which were presented at the
conference used the BNC1994 as a data source. Many of these works used the
BNC1994 as a fApresent dayo corpus despite
the BNC1994 asomparabldo the Corpus of Contemporary American English
(COCA,; Davies, 2013b), despite the fact that COCA contains data collected as

recently as 201 For example, Smith (2015) compares the use of temporal phrasal



adverbials, such @ke noment in British and American English using COCA and the

BNC1994.

As highlighted by the two examples, above, the BNC1994 has been, and
continues to be, an extraordinarily productive source of data for researchers from
many disciplines within linguisticI.here has been far too much research for a
comprehensive discussion of it all within this thesis. Thus, | will briefly highlight
three areas of linguistics where the BNC1994 has been widely used: language

teaching research, discourse analysis, and gramasearch.

Use of the BNC1994 has made language teaching a particularly productive
area of research in linguistics because i
linguistics enable people to look beyond the word level into the chunk of language,
whichiszt ually the key to develop writing co
researchers use the BNC1994 to show how useful corpora can be for language
pedagogy. Chujo and Utiyama (2006) apply various statistical measures to the
6commer ce and the BNEChI84einbordsr éocsde if @ lensgexific list
of technical vocabulary can be generated for learners. This research is based on the
idea that having students use word lists can speed up vocabulary acquisition and
expansion (Chujo and Utiyama, 200662. However, previous resear¢Fhorndike
and Lorge, 1944; Harris and Jacobson, 1972; Engels et al) A@81ised objective
measures such as frequency, or subjective
generate vocabulary lists for learners (Charjol Utiyama, 2006: 256). Chujo and
Utiyama (2006) use a 2973 word list from the BNC1994, and apply statistical
measures to compile vocabulary lists for various levels of language learner. They find
that the cosine is an effective measure for identifyirgjriveerlevel basic business

words, the logikelihood and chisquare tests are effective at extracting intermediate
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|l evel business words, and the mutual info
generating lists of advancéelvel business words (Clupand Utiyama, 2006: 255).

This study shows that corpora such as the BNC1994 are a valuable tool for

Afaut omatically extract[ing] various types
accurately targeted to | earGhgoasddUtiyammac abul a
2006: 266).

Some researchers, such as Sha (2010), use the BNC1994 as a basis of
comparison when trying to improve methods of language teaching. Sha (2010)
compares the effectiveness of the use of traditional corpora, such as the BNi61994
the use of the search engine Google in language learning. Sha finds thaesganeh
based corpora are more effective than traditional corpora. This is because Google
returns many more results than the BNC1994. Providing learners with many examples
is advantageous because it allows them to see the phrase they are learning about in
many different contexts and varieties of English. Also, Google was found to perform
searches faster than the BNC® @beginnereand Goo
who< spelling is not as advanced, whergg@BNC1994 cannot do this (Sha, 2010:

391). However, this is a category error; Sha is equating the software used to perform
searches on the BNC1994 with the actual data contained within the corpus. The fact
that searches are slower and the software doasamporate a spellchecker has

nothing to do with how useful the actwhdta contained within the BNC1994 is to
learners. Despite this, this study shows that even in research where the BNC1994 is
not used directly in language teaching, it is helping taave teaching methods by

being used as a comparison tool.
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For more language teaching research ugie@NC1994 see: Hsu (2013), Lin
(2014), Zhao and Feng (2014), PeRaredes et al. (2011), Cheng et al. (2003),

Bartley and BeniteCastro (2013), and Sayova and Schmitt (2008).

Another area where the BNC1994 has been used widely in research is
discourse analysis. Corpora can be very useful tools in discourse analysis because they
allow Aresearchers to objectilyectuyingi dent i f
language and rare but telling examples, both of which may belavezd by a small
scale analysiso (McEnery and Baker, 2005:
(2012), use the BNC1994 in order to identify discourses around particules topi
events. Norberg (2012) uses the BNC1994 to examine the discourses around male and
female shame. Norberg searches the BNC1994 for singular and plural forms of the
noun Oshamed6, all of the inflected for ms
0Oasdadme 6shamel essdé, and O6unashamedd6. Of t
0shamedé were able to be coded for gender
the same amounts of instances relating to men and women, which may lead one to
concludethatmeand women arepfiegeai hyt s@damer puso
2012: 164). However, upon further qualitative analysis Norberg (2012: 165) finds that
men and womepnr carreed Oisnhavmeer y di fferent situ.
result of Oboammd héphemenals weaknessd, whe
contrast, women feel shame due to Operson
men do not. This study exemplifies how quantitative corpus methods can complement

gualitative discourse analysis methodsider to give a more in depth analysis.

Other discourse analysis researchers, for example McEnery and Baker (2005),
have used the BNC1994 as an example of British English to which their data can be

compared. McEnery and Baker (2005) use a cebased approach to examine the
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discourses surrounaly refugees and asylum seekers in a corpus of newspaper articles

and a corpus of articles published by the UN. They choose to use the BNC1994 as a
third corpus in their analysis because fii
which canthenbeecop ar ed against the findings in ¢t
(McEnery and Baker, 2005: 200). In this way, the BNC1994 helps to reveal how

movement descriptors construct discourses around refugees. Refugees are found to

often be described asreaming ovaflowing andswellingin the newspaper corpus.

All of these words are found to occur in negative contexts in the BNC$884ming

collocates withtear, water, andrain; overflowingcollocates witHeakingandwater,
andswellcollocates with words connsdl to water. McEnery and Baker (2005: 204)
conclude that these collocations | ead to
disastero |like a flood, which is difficul
(McEnery and Baker, 2005: 204). Tsidy highlights the utility of the BNC1994 as

a point of reference for oO6normal d | anguag

For more examples of discourse analysis research using the BNC1994 see:
Wang (2005) , Poole (2015), OO6Halloran (20

Newman (2006)Yamasaki (2008), and Pearce (2008).

The BNC1994 has also been used in grammar research, as a way of examining
the existence or usage of various grammatical constructions. Schonefeld (2013) uses
the BNC1994 to research whether the EnglishuntV-en constriction varies
depending on the register it is used in. Schonefeld (2013: 17) first extracts alll
examples of this construction from the BNC1994 and correlates these results with the
more generajjo adjectivgpattern. Next, Schonefeld reduces these instaondé®se

occurring in the academic prose, newspaper, fiction, and conversation categories of

13



the BNC1994, and finds that register has a big effect on the usagegof &lagective

pattern:

Academic prose has a remarkable number of attributive readinigs géneral

go adjective pattern; in newspaper texts the differentswmstructions are

more evenly distributed, with three readings represented by the top 4 ranking
collexemes. Fiction noticeably favours the resultative pattern (17 collexemes,
among hem the first 12 ranks) and conversation is a mixed bag indeed, though

it does not have depictives. (Schonefeld, 2013: 29)

Schonefeld (2013: 17) argues that these findings show a need forbasmge
approaches to constructions to incorporate dxtgauistic factors, such as register

variation.

For more examples of grammar research using the BNC1994 see: Liu (2011),
Erman (2014), Breul (2014), Weichmann and Kerz (2013), Van Bogaert (2010), Berg

(2011), and Tottie (1997).

This section has shown justwanuch research has been based on the
BNC1994, continuing right up to the present day. However, the reasis for
continued popularityras not yet been addressed. Many other general language corpora
have been created since the BNC1994 (e.g. BEO6, thed&glish, ukWaC, ICE
GB; see section 3.4), and yet the BNC1994 still retains its popularity as a tool for

investigating contemporary British English. | will consider why this is in sectidd.1.
1.3.4 Other corpora of written British English

In this section | will consider some wddhown general corpora of written
British English which have been created since the BNC1994, and aim to assess why

they have not been as widely used. To do this it will be important to return to the goals
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of the BNCL994 project, introduced in sectiorB2. | argue that the reason that none
of the following corpora have enjoyed the level of uptake of the BNC1994 is because

none of them meet all of these goals.

1.3.4.1 The Brown Family

The Brown family consists of uftiple corpora, which are all considered to be
compar abl e i n Mc En:&0 sensaoaf comgarableccorm@di a( 201 2
corpus containing components that are col
(see section 3.for more information about comgble corporasee sectio.3.3 for
a more in depth discussion of the Brown Family). The first member of the Brown
Family was the Standard Corpus of Pred@ay American English (later renamed the
Brown Corpus) which consists of approximately 1 million words of American English
proe produced during 1961 (Francis and Kul
samples of 2,000 words each, with samples representing a wide range of styles and
varieties. The sampling frame used to construct the corpus then became the model for
all subsequennembers of the Brown family which have been created (see table 1c
for the sampling frame, and table 1d for all members of the Brown Family). As can be
seen from table 1d, there are many members of the Brown Family, and all represent a

particular languageariety at a particular point in time.

For the purposes of this discussion | am interested in BEO6, because it is a
general corpus of written British English which was created after the BNC1994. BE06
contains 1 million words of written British English frothe mid2000s (Baker, 2009)
and so represents a much more contemporary form of British English than the
BNC1994. The motivation for building BEO6 was similar to the motivation for

building the BNC2014 the thercurrent Brown family corpora did not adeqaly
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represent contemporary British English (Baker, 2009: 315). For instance, Baker
(2009: 315) notes that FLOB contains no 1in
strongly suggesting that a new corpus was needed to properly reflect current British

Endish.

BEO6 does indeed represent contemporary British English (much more
contemporary than the BNC1994), and has been used to investigate frequent linguistic
phenomena (see Baker, 2009; Ramirez, 2015; Brezina and Gablasova, 2015), but why
has it not beensed more widely by researchers instead of the BNC19947? Whilst
BEO06 does meet the majority of the goals of the BNC1994 project, it falls short on one
extremely important factor: size. BEO6 contains just 1 million words, whereas the
BNC1994 contains 100 inil i o n . Baker (2009: 314) ackno
likely to be the case that one million word samples are not large enough to reveal
definitive conclusions about Il inguistic v
million words may be enough to @&xine the usage of very high frequency words.

Thus, although BEO6 represents a more contemporary form of British English than the
BNC1994, it has been used far less because its size is too small to draw reliable
conclusions from for anything other than ydérequent phenomer(@and, of course,
because it is much newefurthermore, BEO6 is not available to download freely. It

can only be accessed via CQPweb because of concerns over copyright issues which
may arise by making the corpus freely availablesreittirety. Thus, BEO6 does not

fully meet the BNC19946s goal of being ge
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Table 1c Sampling frame for the Brown family of corpora (McEnery and Hardie,
2012: 97)

Text categories Broad Genre No. of texts % of corpus
A Pressreportage | Press 44 8.8
B Press: editorial | Press 27 5.4
C Press: reviews | Press 17 3.4
D Religion General prose 17 3.4
E Skills, trades and| General prose 36 7.2
hobbies

F Popular lore General prose 48 9.6
G Belles lettres, General prose 75 15
biography, essays

H Miscellaneous | General prose 30 6
(government &

other official

documents)

J Learned and Learned 80 16
scientific writings

K General fiction Fiction 29 5.8
L Mystery and Fiction 24 4.8
detective fiction

M Science fiction | Fiction 6 1.2
N Adventure and | Fiction 29 5.8
western fiction

P Romance and Fiction 29 5.8
love story

R Humour Fiction 9 1.8

Table 1d: Corpora within the Brown Family.

Corpus Language variety Period

B-Brown American English 1931 +¢ 3 years
Brown American English 1961

Frown American English 19911992
AmMEQ6 American English 2006 +f 1 year
BLOB British English 1931 +f 3 years
LOB British English 1961

FLOB British English 19911992
BEO6 British English 2006 +f 1 year
Kolhapur Indian English 1978

ACE Australian English 1986

WWC New Zealand English 19861990
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1.3.4.2 The Bank of English

The Bank of English (BoE) corpus was initiated in 1991 as part of the Collins
Birmingham University International LanguaBatabase (COBUILD) project (Xiao,
2008: 394). The BoE is a monitor corpus, which means that it is constantly updated in
order to track rapid language change (Xiao, 2008: 394). The corpus contains both
written and spoken data from British English (70%),ekivan English (20%), and
other English varieties (10%) (Xiao, 2008: 394). As of 2008, the BoE contains 524

million words (Xiao, 2008: 394).

So the BoE is larger and more up to date than the BNC1994, and yet is not as
widely used. This may be becauseBhe E does not meet the BNC:
being a synchronic corpus. The BNC1994 aimed to provide a snapshot of British
English in the 1990s, whereas the BOE is a monitor corpus which tracks language over
time. The advantage of a synchronic corpus over atorocorpus is that it can
provide fia fixed point which can be refer
2013: 126). Furthermore, a synchronic corpus ensures that analysasidgribe
corpus are fully replicable; this replicability is lost oncerendata is added to a
monitor corpugunless, of course, the monitor corpus is structured so as to allow you
to effectively recover earlier versions of the corptk)wever, the advantage of a

monitor corpus is that it remains contemporary.

TheBoEalsd ai | s t o meet the BNC19946s goal
This is because the corpus was created by a publishing company (Collins) and so they
understandably would not want to give away their commercial advantage. Only a 56

million word sampler of theorpus (half the size of BNC1994) is accessible for free

18



online, whereas access to the whole corpus is only granted by special arrangement

(Xiao, 2008: 395).

1.3.4.3 ukWaC

ukWacC is a 2 billion word corpus of English produced bywedwling the
.UK internet domain in 2007 (Ferraresi et al., 2008). The creators of ukWaC wanted to
ensure that the corpus was representative of general English rather than just web
specific genres, and so the corpus contains texts that can be found in print as well as
on the veb (e.g. recipes, sermons, transcripts of spoken language etc.), and also web

specific texts (e.g. blogs and forums etc.) (Ferraresi et al., 2008).

ukWaC would seem to be an ideal candidate to replace the BNC1994 in
popularity; it is extremely large, regsents written and spoken British English, is
modern, and is freely available. However, two of these points may be called into
guestion: ukWaCdbds moder n BitishEnglsm Birstly,t s r epr
although the corpus was collected in 20B&raresi et al. (2008) do not give any
indication of whether the age of the web pages included were taken into account. This
means that, although the data in the corpus is surely more contemporary than that in
theBNC1994, users cannot know exaactizat time span of British English they are
looking at. Furthermore, not all of the texts in the corpus may actually be
representative of British English. Only crawling the .uk domain does indeed increase
the likelihood of the authors writing these pagesd®ritish, however it does not
ensure it. Thus, some of the texts included in ukWaC may come from speakers of
different varieties of English, or namative English speakers. This means that ukWaC
does not meet one of the fundamental goals of the BNC189dpresent spoken and

written British English.Of course, it is also the case that any-tgges which are not
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present online wil!/ not have been collect

representativeness.

UkWacC also fails to meeheB NC 1 9 9 4 6 eing @ a norogpdrtunistic
design. A typical web crawl selects web pages entirely at random and so there is no
way of knowing anything about the actual contents of the corpus. It cannot be known
if the corpus is balanced for register, domain, or denpdgeeactors, and so any
conclusions drawn from the corpus would not be generalisable beyond the corpus

itself.

The criticisms discussed in this section are also true for the many other web
crawled corpora of English which have been created since the BMG#.g.
enTenTen; Jakub?2]| ek-crawledarporgarebrd 3) . Whi | st
contemporary, | arger, and eamadeb aondpgsi s
as the BNC1994, they also do not represen
canrot be guaranteed to contain the target variety of a language, and they also may not
contain samples from the full variety of the language. This is not to say that web
crawled corpora are not themselves valuable resources for particular purposes, most
notally purposes for which the combination of size and speed of collection is
especially desirable. A corpus of the size that has taken the BNC2014 project team
years to create could be created by a-areller in a matter of hours. However,
s mal | ema deonaduch as the BNC1994 and the BNC2014 have in their

own sphere equally many advantages.

13.4.4 ICEGB

The International Corpus of English (ICE) is a family of corpora which were

designed specifically for the synchronous study of world Englishe® (22008: 398).
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It consists of 20 different corpora, each containing 1 million words of written and
spoken data produced during 198894 in countries where English is the first or

official language (Xiao, 2008: 398).

ICE-GB also seems, in some respetisbe a good replacement for the
BNC1994.Despitebeing produced at the same time as the BNC1i98dntainsa
larger proportion of contemporary data (BNC1994 contains data dating back as far as
the 1960s)However, the reason why IGEB has not replacktthe BNC1994 is that,
similarly to BEOG6 (see section3.4.1), the corpus only contains 1 million words of

data in comparisontineBNC19946s 100 million.

1.3.5 Summary and justification for the project

In this section | have described how and why the BNC1994 was created, and
shown that, despite its age, the corpus is still used today as a proxy for present day
British English. The BNC1994 was created in the 1990s with the aims of being a
generally availale, synchronic corpus, of contemporary written and spoken British
English, on a scale larger than anything then available (Burnard, 2002: 53). Although
many corpora of British English have been created since the BNC1994, none of them
have met all of thesgoals, and this, | argue, is the reason for the enduring popularity
of the BNC1994 despite its age: there are simply not any corpora available to
researchers which are as large as the BNC1994, are synchronic, and contain the kind

of carefully selected datwhich the BNC1994 does.

Thus, the enduring popularity of the BNC1994 despite its age implies a need in
the research community for a new BNC which meets all of the same goals as the
BNC1994 but contains truly contemporary British English. This is tipenddch the

BNC2014 will fill.
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1.4 The project team and my ownership of the research
1.4.1 The Written BNC2014 project team

My PhD project, rather than being a traditional singgeson project driven
solely by that researcherodés particul ar
which is externally funded and has a team of people working together on the project.
As aleady stated, the BNC2014 project is a collaboration between CASS at Lancaster
University and Cambridge University Press (CUP). However, CUP had much less
involvement with the Written BNC2014 project than with the Spoken BNC2014
project, and simply acted agerested advisors to the project team. The Written

BNC2014 project team consists of the following members:
Project CommitteeTony McEnery (TM), Vaclav Brezina (VB)
Technical StaffMatt Timperley (MT), Andrew Hardie (AH)

Research AssistantMathew Gllings (MG), Carmen Dayrell (CD), Isolde

Van Dorst (IVD), Andressa Gomide (AG)
Research Studen&bi Hawtin

Members of the team will henceforth be referred to using the initials given above. The
project also benefitted from generous contributions fromra¢peblishers (Dunedin
Academic Press, John Benjamins; see chapter 5), and from texts obtained through
public participation in scientific research (PPSR; Shirk et al., 2012). All contributors

are fully credited in the corpus documentation.
1.3.2 Ownerslip of research

It is important to establish firmly that, although I did not originate the idea for

the project, and although | worked as part of a project team, the work contained in this
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thesis is my own original work. The project committee providedsigkt and
governance for the project, and then | was responsible for actually implementing the
creation of the corpus. The role of the committee was to act as advisors, and to be
involved in major decision making on the project. | was responsible for tieeng

main decision maker and driviifgrce behind the project. All research (unless
otherwise explicitly stated) has been done by me, with advice sought from the
committee where necessary. In this sense, the committee has acted much like an

extended supeisory panel, and has met regularly to discuss progress on the project.

In practice this means that the division of work on the Written BNC2014 has
been as follows. The original goal of a
committee, who identified fuding and recruited me as a research student to
implement the written corpus construction; | then took on full responsibility for
investigating previous relevant corpus construction research to inform the new corpus,
surveying relevant opinion, and developia schema for the design of the corpus
including the different genre categories. This was put to the committee for discussion,
but with the ultimate decisions left to me. After this, | began the work of developing
methods for collecting each section bétcorpus (including, where necessary,-fact
finding research on the text types in question, e.g. the research into magazines in print
versus on the web; see section 6.6). The majority of manual text collection was done
by me. Exceptions to this occurredevhthe timeconstraints of the project simply
would not allow for all data to be collected by one individual, and in such cases
assistance was given by the research assistantaMGDIVD and AQ on the project
team, or from undergraduate or Masters sttgle/ho interned on the BNC2014
project from time to time. These people were, however, working at my sole direction.

Automated text collection (and text format management) was done according to
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designs which | devel oped hbicatstaff(Mpadnee ment ed
AH) following the parameters | laid out (for this reason, parts of this thesis which
discuss automated text collection focus on the conceptual aspéexs collection

rather than the programming done to implement my decisions).

Thus, all work presented in this thesis is my own. The Written BNC2014
represents the result of decisions which | made (and which will be justified in this
thesis) and textollection efforts which | have either done entirely myself or directed
others to d, with the input and advice of the project committee not going beyond the
level of direction and support which any PhD student would receive from their PhD
supervisor. Pronouns will be used systematically throughout this thesis to support this:
first per®n singular pronouns are used to indicate work which was conducted solely
by me, whereas first person plural pronouns, initials of project team members, and
third person references to Athe Written B
discussing decisionsnhade with the team, or data collection carried out by someone

other than myself.

1.5 Copyright and Permissions

1.5.1 Introduction

The Written BNC2014 includes wide variety otontemporary British
English texts. This means that many texts which areepied by copyright will be
included in the corpus. Thus, this section discusses the issue of copyright law, and
gives some useful definitions which will be referred to throughout the thesis. Section
1.5.2 outlines the current copyright law in the UK, anscdsses some exceptions
which are relevant to the project. Sectiob.3.presents some expert opinions on the

issue of copyright in corpus creation. | then give some definitions of terms which will
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be relevant throughout this thesis, and conclude brgfistating in broad terms how

| will approach copyright law in the creation of the Written BNC2014.

1.5.2 Copyright law

The current act which covers issues of copyright in the UK is the Copyright,
Designs and Patents Act 1988 (United Kingdom Intelledeuaperty Office, 2017).
The current law gives the creators of literary works (and others not relevant to the
present discussion) the right to have control over how their material is used (United
Kingdom Intellectual Property Office, 2017). It is an offet@&opy a work, or to
Arent, |l end or issue copies of the work t
copyright holder (UKCS, 2017). This will clearly be relevant to the creation of the
Written BNC2014, as | wil!/l breintheocprgus N g aut
and also issuing copies of these works to people who want to use the completed
Written BNC2014 for research or teaching. This was an issue encountered in the
creation of the American Nationab@us (Ide, 2008; see section2.5he creatws of
the corpus only sought to include data which was not protected by copyright, which
hugely limited the potential pool of data for the corpus, and ultimatelved to be a

huge stumblindplock for themin the project.

However, there are several extieps to copyright protection, two of which
are relevant to fchenmeuri ant rpsejaecth: adMo I
0Text and datcao mmenicnglf aresrecanr chdé ( Gov. uk,
BNC2014 is a nortcommercial project, meaning thao money will be made through
the licensing of the corpus, and also that those who use the corpus cannot do so for
commer cial purposes. T-bosmmeanalthateandah

exception it wildl be acceptabbeksor( @evt o
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2017). This use must be within é6fair deal
there must be no financial impact on the copyright holder because of the use (Gov.uk,
2017). It is highly unlikely that there would be any financial atipon any of the

copyright holders of works included in the Written BNC2014, because the eventual

texts will be so heavily transformed with XML markup and winek| annotation that

it is doubtful that anyone would try to read the text in the Written BN@2Zather

than the original. Furthermore, although | anticipate that the Written BNC2014 will be

a very widely used resource within the fields of linguistic research and teaching, this
actually represents a tiny proportion of the possible audience farampgrightable

works. Thus, most potential readers of the copyrighted texts will have no idea that

they are present in the corpus, much less any idea of how to access them.

OFair deal i ngsedto estabiish whetbeg aaulse of cepyright
mate i a | is | awful or whether it infringes
formal definition of fair dealing; it is determined on a chgecase basis (Gov.uk,
2017) . It is suggested that you s-hould as
mindedanhhonest person have dealt with the wo
have been deemed relevant by courts in determining fair dealing include whether the
use of the work affects the market for the original work (discussed above), and
whether the amountf the work used was reasonable, appropriate, and necessary
(Gov.uk, 2017). As discussed above, the use of works in the Written BNC2014 should
not affect the market for the original, and only samples will be taken from copyrighted
books (other procedureslivie used for other types of text, this will be discussed later
in this section), so this use should be considered to fall within the limits of fair
dealing. In the creation of the Thai National Corpus (TMEponmanakun et al.

(2009) were advised by Thiawyers that their samples of 40,000 words would be too
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big to fall within the bounds of fair dealing. However, the samples included in the

Written BNC2014aremuch smaller than thigypically 5000 wordssee section

4.3.2) Furthermore, it is likely the case that lawyers would err on the side of caution

when advising on these matters as it is their job to protect their clidr@$oundaries

of fair dealing will be assessed separately for each type of text collectee farfjus

(see chapters 5, 6commemanidald)reddaschtard

exception has applied to the collection of texts for the Written BNC2014 project.

The other exception to copyright law which may be relevant to the project is
the exception for OTecxdmnenrdc idaalt ar ens ena rnogh & .o
mi ning is def i ne dhelisyof&itwwated &nalyticalQethniguesas
analyse text and data for patterns, trend
seems to describe the sort of work which will be done with the Written BNC2014, and
thus permits the copying of texts to be included in the cofpusiake use of this
exception, the researchers must already have lawful access to the work (e.g. own a
copyof the book, have a subscription to access material etc.) (Gov.uk, Z0&7).
copied work must also be accompanied by a full acknowledgment of the original
author where possible (Legislation.gov.uk, 2014). However, copyright of the work is
infringed if the copy is transferred to another person (Legislation.gov.uk, 2014). The
aim of the Written BNC2014 project is to make the corpus widely available, so this
means that the text and data mining exception cannot be used for the creation of the
Written BNC2014 Interestingly, this also means that any research which utilises this
exception to collect data will not be replicable, as the data cannot be shared with

others.

It will be possible to collect some texts for the corpus without reference to the

6 Necommec i a | researchod exemption. Only acad
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available under an open access license are included in the ¢sepushapter 6)fwo

commonly used open access licenses are the CC BY 4.0 and ©CBYD 4.0
license. These allowausext f r eel y Aredi stribute or rept
reuse of #Aportions or extracts from the [
books and articles published under this type of license in the corpus is fully compliant

with the terms of thedense, and also allowed me to copy the entire work rather than

trying to stay within the, unclear, boundaries of fair dealing.

1.5.3 Expert opinions

There is currently no case law which relates directly to the issue of copyright
in creating a corpus, and so it is impossible to know how this would be viewed in a
court of law. In order to get an idea of how these issues may be interpreted | contacted

se\eral experts in this area. | will briefly outline the findings here.

Firstly, Lancaster Universityods copyr.
indicated that it would likely be necessary to gain permission to use all texts which
will be included inthe corpus, including-anguagdelectronic language; see chapter
7 and Knight et al., 2@). She also suggested that taking any more than just a few
lines from a text may be seen as operating outside of fair dealing. Secondly, Professor
Christopher Mayf Lancaster University, who specialises in intellectual property
rights, was contacted. His response was quite the opposite; he suggested that because
the corpus will be nomommercial and only used for research and educational
purposes, it will not be messary to gain permission to incluatgytext in the corpus,
providing that we stay within the bounds of fair dealing. Finally, the legal team at
Cambridge University Press were contacted to see how an actual publisher would

view these matters. They indied that they may be able to create a license to use
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their works in a corpus, but that it would be very restrictive (no display or distribution
of the texts would be permitted). They also indicated that for texts other than books
(such as danguage), penission from the individual copyright holders must be gained

before the texts can be included in the corpus.

Professor Christopher Mayds response
only because his interpretation provides the most freedom, but aksaskdute is in the
| east biased position. It is the job of
Cambridge University Pressodé | egal team t
they give is understandably much more cautidherefore, decided to take the advice
of an impartial expert, Professor Christopher May, when dealing with issues of

copyright throughout the project.

1.5.4 Definitions

The following definitions will be applied to these terms throughout this thesis:

The eée&Maommer ci al researcho ex alewstesearchers o UK
to copy extracts of works for the purposes of «@ommercial research, within the

bounds of fair dealing.

Fair dealing: the amount of a work taken which does not affect theketafor the

original work, and which is reasonable, appropriate and necessary.

Open access licensa licence which allows a user to redistribute and republish the

work.

1.5.5 Conclusion

Issues of copyright will be discussed in detail for each mediulexo{see

chapters 5, 6, 7, and 8¢pmmerbial resedvschand f | vy, I
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private studyd exception to UK copyright
text which | have legal access to for the Written BNC2014 (providing that the

collection is within the bounds of fair dealing). This means that, for most texts

collected for the corpus, permission was not sought from copyright holders because it

wasdeemedinnecessario do so

1.6 Research aims and the structure of the thesis

Section 13 has clearly articulated threeedfor a new version of the BNC1994,
and thus, the need for the Written BNC2014 project. As such, the research aims of the
Written BNC2014 project were simple: we would aim to create a wialedylable
corpus of catemporary written British English, which is of the same magnitude as the
BNC1994. This would allow the same kind of research fostered by the BNC1994 to
continue, but with results that are representative of truly contemporary British
English. Furthermorejiachronic comparisons with the BNC1994wid become

possible for the first time.

This thesis will detail the design and compilation of the corpus, along with
presenting an analysis undertaken using the data. As such, the aims of the thesis are as

follows:

(1) To survey relevant literature in the field of corpus creation, and to use this
to design a sampling frame for the Written BNC2014

(2) To test and implement methods of collection for all of the data types to be
included in the corpus

(3) To implement the findingsf (1) and (2) in order to create the Written

BNC2014
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(4) To use the Written BNC2014 to carry out a novel analysis (the specific

aims of which will be discussed in chapter 9)

As the focus of this thesis is expressly methodological, the standard approach to a
thesis, wherein relevant literature is reviewed firstly, and then a methodological
approach is outlined, before presenting an analysis in the rest of thesis, is not suitable.
Instead, | take a chronological approach by firstly addressing each stagelésitre
process, and then discussing each medium of data collection separately. I finish by
presenting an analysis using the data collected for the corpus in order to demonstrate
the potential of the corpus. Rather than one,-avehing, literature review,instead

discuss relevant literature in each chapter of the thesis in order to contextualise all of

the decisions detailed within. The thesis is divided into the following chapters:

1 Chapter 2: Contemporary National Corpora

This chapter presents a disdassand comparison of six contemporary national
corpus projects. | introduce these projects in this early chapter because a good
understanding of other projects, similar to the Written BNC2014 project, will be

essential in order to contextualise the decisipresented throughout this thesis.

1 Chapter 3: Creating Representative and Comparable Corpora

In this chapter | present an in depth discussion of two issues which were key in the
design of the Written BNC2014: representativeness and comparabilist. [k in

detail at the issue of creating a representative corpus, considering both how and
whether this can be done. | then present a discussion of research into methods for
creating and testing comparable corpora. | draw these issues together by stmwing
they can often be at odds with one another, and, importantly, propose a solution to this

for the Written BNC2014 project.
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1 Chapter 4: Designing the Written BNC2014 Sampling Frame

In this chapter, | use all of the knowledge compiled in chapted8smn a sampling

frame for the Written BNC2014. | discuss in detail the issue of how the texts in the
corpus will be classified, and how this compares to other corpus projects. | also return
to the issues of population definition, sample size, numbearopks, corpus size,

and sampling methods, which were introduced in chapter 3, and explain how these
issues will be addressed in the design and creation of the corpus. Importantly, |
consider how the decisions made in the design of the corpus will affect i

representativeness and comparability with the BNC1994.

1 Chapter 5: Collection of Books for the Written BNC2014

This chapter considers the collection of books for inclusion in the corpus. | present an
account of the many methods trialled for the collettidbooks, and critically

evaluate their success. | present a detailed account of the main method used for the
collection of fiction books, and assess its success. | finish by comparing the books
section of the sampling frame to the eventual compositidhi®section which was

achieved.

1 Chapter 6: Collection of Periodicals for the Written BNC2014

This chapter considers the collection of periodicals for inclusion in the corpus. I first
discuss the details of how this section of the corpus sampling frameesigned,
before moving on to discuss the collection of each type of periodical for the corpus.
This chapter focuses, in particular, on the collection of magazines for the corpus. |
present an investigation into the similarity of print and online nmagazand

critically consider how the results of this study may impact the data collected for the
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Written BNC2014. | finish by comparing the periodicals section of the sampling

frame to the eventual composition of this section which was achieved.

1 Chapter7: Collection of elanguage for the Written BNC2014

In this chapter | will discuss the rationale for, the design of, and the construction of the
e-language section of the corpus. In this chapter | investigate what the composition of
the web is, in order tbelp design the section. | also draw heavily on previous corpora
of e-language. Furthermore, | will investigate the very important legal and ethical
considerations which must be addressed in the creation elbag@age corpus. | then
detail the designfdhe elanguage section, and how the data was collected. | finish by
comparing the danguage section of the sampling frame to the eventual composition

of this section which was achieved.

1 Chapter 8: Collection of Miscellaneous and Writterbe-spoken Gaeres for

the Written BNC2014

This chapter presents an account of the design and construction of two mediums
within the corpus: miscellaneous, and writterbe-spoken. | discuss the rationale for
these sections, the design of these sections in the sarfipling, and give details of
how these data types were collected. | finish by comparing the miscellaneous and
written-to-be-spoken sections of the sampling frame to the eventual composition of

these sections which was achieved.

1 Chapter 9: Colloquialisatiom Academic British English

This chapter presents a study which | have carried out using some early parts of the
Written BNC2014. The analysis presented in this chapter focuses on the theory of
colloquialisation, as applied to academic writing. As slieimalyse a suBet of the

academic writing data which has been included in the Written BNC2014 (academic
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books and academic journal articles). Several comparisons are carried out to assess
whether linguistic features associated with colloquialisation bhaeged in

frequency over time, using data from the BNC1994 and the Written BNC2014. | find
that some features of academic writing have certainly become more colloquial over
time, and that this change is much more pronounced in academic books than in

acackmic journal articles.
1 Chapter 10: Conclusion

Finally, | conclude by summarising the work presented in this thesid,discuss the
main successes and limitations of my work. | also consider future research directions
of the project, both using the Wett BNC2014, and, more broadly, whether another

BNC should be created in another twenty years time.

As stated, before moving on to discuss the design and creation of the Written
BNC2014, | first need to contextualise how this project fits in with other

cortemporary national corpus projects. This is the focus of the next chapter.
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Chapter 2: Contemporary National Corpora

2.1 Introduction

In this chapter | will discuss other national corpus projects which have taken
place (or are currently takingace) within the last ten years. A good understanding of
other projects, similar to the BNC2014 project, will help to contextualise the
challenges | faced in the design and construction of the corpus. Such a review is also

helpful as a way of identifyinthe various options for overcoming these challenges.

The projects discussed in this chapter will be referred to throughout this thesis in order

to help contextualise and provideationale for the decisions detailed within.

There have been a great mantioraal corpora constructed around the world (for

example, Korean (Kang & Kim, 2004), Albanian (Arkhangelskiy, 2012), Russian

and Croatian (Tadil, 2002) conterhporamal cor po

projects as these are the most relevant and ljireminparable to the BNC2014

project, and thus the most useful for seeing how others have undertaken similar
projects. | will focus my discussioan aspects of design and compilation of these
corpora, rather than details of annotation and tagging for dgaagpdesign and
compilation are the primary focuses of this thesis. | also will not give details about the
design and compilation of the spoken sections of these corpora, as they are not
relevant for thaNrittenBNC2014 project (readers interested inkgrocorpus design

and compilation should see Love et al., 2017a). \falwled corpora, such as the
TenTen family (Jakub2]lek et al., 2013)
already been discussed in chapter 1, where | justified why the BNC2014 veoald b

Ohamalded cor pus -crawtedhosrpus (sde aattiordy.3\ &Hus,

3 http://www.ruscorpora.ru/en/index.htmi
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web-crawled corpora will not be discussed in this section as they are not relevant for
the decisions being made in this project. The corpora which will be discussesl in thi
chapter are: the Corpus de référence du francais contemporain (CRFC; section 2.2),
the Czech National Corpus (SYN2015; section 2.3), the Thai National Corpus (TNC;
section 2.4), the American National Corpus (ANC; section 2.5), the Corpus of
ContemporaryAmerican English (COCA, section 2.6), and the Deutsches

Referenzkorpus (DeReKo; section 2.7).

2.2 The Corpus de référence du francais contemporain (CRFC)

Siepmann et al. (2015: 63) note that the analysis of French from a corpus
linguistics perspective hdeen lagging behind that of other major languages, both in
terms of Athe diversity and availability
statistical analysiso. This was the motiyv
du francais contemporai(henceforth CRFC). The first version of the CRFC is a 310
million word, genrebalanced corpus of French from 1945 to 2014, with more than
90% of the data coming from the last two decades (Siepmann et al., 2015). The corpus
is @ monitor corpus, and, aschuit is planned for the corpus to be updated as new
material becomes available. The corpus is the largest French corpus which is not
based solely on internet sources, and includes spontaneous speech as well as writing
(Siepmann et al., 2015). The creatanticipate that the corpus will be a source for the
construction of dictionaries, grammars, and language teaching materials (Siepmann et

al., 2015). The CRFC will be available online from 2018 (Siepmann et al., 2015).

The composition of the corpus wamdelled on the BNC1994 and COCA, but
with an even greater diversity of genres (Siepmann et al., 2015: 70; see table 2a for the

composition of the corpus). The creators claim that the CRFC is the first corpus to

36



include equal amounts of spoken and wrileta.However this claim rests largely

on how the blurred boundaries between speech and writing discussed in section 1.2
aredefined Wat t hey -spokebdpdatdd woutb-de be ter
spokend dat a.Wrtentombespoker texts pre texés which were

originally written, but with the intention of them being spoken aloud at a latef(dime
Awriting to be spoken as if not wr.itteno
For example, the BNC1994 incudelay and television scripts as writtémbe-

spoken textsand along with many other corpordassifies theseas written language.

The decision to classify these texts as psespiikenin the CRFGwvas taken because

they tend towardsnidgyommaniheat t\heanprd@ximmur
(Siepmann et al., 2015: 71). Howewveferring back to section 1.2, this decision

could also me made based on how the texts were delivered at the point of collection

(i.e. whether they were recorded or colledtedritten form). This demonstrates that

this distinction can be approached in many ways, and highlights the need for corpus

users to assess how a corpus was constructed before deciding whether two corpora are
comparableThe cor pus cr eadorpus sodtains éqgaal amounte@t t h
speech and writindutt he maj or ity of the O0spokend da
corpus in table 2a) would not be consider
the amount of data in the Written BNC2014 wolbddreduced and the amount of data

in the Spoken BNC2014 would be increased if drama and television scripts, IM

messages, and discussion forums were reclassified as spoken data, as they are in the

CRFC.

The collection of the pseuekpoken texts was done two ways (I am
detailing the collection of these texts here because, although they are classed as

spoken texts in the CRFC, they will be classified as written texts in the Written
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BNC2014, and so their collection is relevant to the present discussicstly, Ehe

stage plays, film scripts, and subtitles were all downloaded from various internet sites,

and secondly, the text messages and discussion forums were sourced from other

corpora (Siepmann et al., 2015). For the written category of the CRFGyastaken

to not allow any of the eight sections to overwhelm the others (see table 2a for details

of these sections), as, the creators note, has often been the case with newspaper texts

in previous corpora (Siepmann et al., 2015: 74). For the acaderhianseicthe

corpus, journals were sampled from a wide range of arts and science journals available

on the web. Noracademic language was sourced from samples and complete books
available online, with preferenakbbeing g
language (although the creators do not state how this distinction was made in practice)
(Siepmann et al., 2015: 74). Complete novels and short stories were sourced online for
the prose fiction section, alongdythei th son
compilers. National and regional newspapers were obtained from the relevant

websites. Sample issues of several magazines were downloaded online, with a balance
between domains. No information is given about how the remaining three sections of

the wiitten corpus were compiled (Siepmann et al., 2015). The written sections of the

corpus differ in size due to differing availability of material (Siepmann et al., 2015).

In addition to organising the corpus according to medium and ¢seee
section 4.2.3 for discussion and definitions of these temms)creators also organise
the corpus by broad and individual subject areas (Siepmann et al., 2015). The texts in
the corpus are divided into 1lleicst hematic s
government and law; computing; the environment; science and scholarship; health and
medicine; belief and thought; psychology and social relationships; leisure,

entertainment, sports; nutrition; clothing and fashion; travel, tourism and transport;
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ho me and gardening; history, communi cati ol
2015: 75). The creators give the example that this could facilitate an investigation of

the lexicegrammatical patterns used in the subject of football. The broad subject area
Olsatir e, entertainment, sportsdé will <contai
football, discussion about football on forums, television commentaries on football etc.

(Siepmann et al., 2015: 75).
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Table 2a Composition of the CRFC (adaptidm Siepmann et al., 2015: 70).

Category Section Proportion Words (tokens)
Spoken Formal 9.7% 30,000,000
Informal 9.7% 30,000,000
Pseudaespoken Stage plays and film| 9.7% 30,000,000
scripts
Film and daily soap | 0.8% 2,500,000
subtitles
Text messages/chat | 0.8% 2,500,000
Discussion forums | 19.4% 60,000,000
50% 155,000,000
Written Academic 9.7% 30,000,000
Non-academic bookg 9.7% 30,000,000
Prose fiction 9.7% 30,000,000
Newspapers 14.5% 45,000,000
Magazines 3.2% 10,000,000
Diaries and blogs 1.6% 5,000,000
Letters and emails | 0.3% 1,000,000
Miscellaneous 1.3% 4,000,000
50% 155,000,000
Not e: I have added the proportions

with the other composition tablgsesented in this chapter.
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2.3 The Czech National Corpus (SYN2015)

SYN2015 is a 100 million word, representative corpus of contemporary-2010
2014) written Czech, published within the framework of the Czech National Corpus,
and released in 201XKGSen et al ., 2016). The Czech Na
provide extensive and continuous representation of Czech in all varieties and forms,
and contains many general and specialised corpora. For example SYN2013PUB
contains newspaper and magazinggdsom 20052009, and SYN2000 is a
representative corpus of texts from 198809 (en:cnk:uvod, 2017). | will focus this
discussion on SYN2015 as it is a contemporary corpus which contains similar data to
the Written BNC2014 (i.e. written texts), and thu#i be most useful as a basis of

comparison.

SYN2015 can be dneasdcerd bceodr pauss ,a soOihnainlda r
BNC2014, as opposedtoawelr awl ed corpus, and features
issues, welbefined composition, reliability of annotati@and highquality text
processingo (KSen et al., 2016: 2522). Th
were cleared, although presumably they are suggesting that they had legal access to
copy all of the texts within the corpiishow this access waxbtained is not clear.

SYN2015 is designed to be representative,
t hat cover all the varieties the corpus a
is not claimed to be balanced proportionally, becaais®ngst other arguments, the

population of texts to be represented was unknown. Texts within SYN2015 are

classified according to text type and genre, and information regarding medium,

periodicity, and audience is also available for every text. A fulbfisext types and

genres included in the corpus, along with their proportions can be seen in table 2b.
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The three togevel categories are fiction, ndiction, and newspapers and
magazines. Hanguage is not included in the corpus as this is coveradiffierent
series of corpora within the Czech National Corpus project. The thrdeveip
categories each comprise one third of the corpgu®portions are set arbitrarily, but
close to the figures seen i n 20&6r2d523er corp
The texts included in the corpus are claimed to be representative of the peried 2010
2014, but, due to the variation of the borders of synchronicity across texts types, the
date of first publication of some texts is much earlier than thisgheffor example,
fiction must have been published within the previous 25 year§irahg@ublished

within the previous 75 years.
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Table 2b: Composition of SYN2015 in terms of the major classification categories
2524) .

(adapted from KSen et al., 2016:
Text type Genre | Category Proportion | Words
(tokens)
Fiction (FIC) 33.33% 33,330,000
NOV Novels 26% 26,000,000
COL Short stories 5% 5,000,000
VER Poetry 1% 1,000,000
SCR Drama, screenplays 1% 1,000,000
X Other 0.33% 330,000
Non-fiction (NFC) 33.33% 33,330,000
SCIi HUM | Humanities 7% 7,000,000
scientific [sub-classified into: ANTI
POPI anthropology, THE theatre, PHI
popular philosophy and religion, HI®
PRO- history, MUST music, LANT
professional philology, INFi library and
information science, ART arts and
architecture]
SSC | Social sciences 7% 7,000,000
[sub-classified into: ECJ
economics, POL politics, LAW i
law, PSY, psychology, SOC,
sociology, REQ recreation, EDU
education]
NAT | Natural sciences 7% 7,000,000
[sub-classified into: BIGO' biology,
PHYi physics, GEQ geography anc
geology, CHE chemistry, MEDi
medicine, AGR' agriculture]
FTS | Technical sciences 7% 7,000,000
[sub-classified into: MATI
mathematics, TEC technology, ICT
I information and communications
technology]
ITD Interdisciplinary 1% 1,000,000
MEM Memoirs, autobiographies 4% 4,000,000
ADM Administrative texts 0.33% 330,000
Newspapers and magazines (NMG) 33.33% 33,330,000
NEW NTW | Nationwide newspapeisselected 10% 10,000,000
titles
[equal shares of HN, LN, MFD,
Pravo]
NTW | Nationwide newspapers 5% 5,000,000
REG | Regional newspapers 5% 5,000,000
LEI Leisure magazines 13.33% 13,330,000
[sub-classified into: HOU hobby,
LIF 1 life style, SCTi society, SPO
sports, INTI curiosities]
Not e: I have added the words (tokens)

comparability with the other composition teb presented in this chapter.
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2.4 The Thai National Corpus (TNC)

The Thai National Corpus (TNC) is a general corpus of written Thai which is
designed to be comparable to the Written BNC1994 (Aroonmanakun et al., 2009). The
Corpus project is ongoing, atise creators aim to collect 80 million words all together
(ibid.). 90% of the texts in the corpus will have been published between 1998 and the
present day, and 10% of texts will have been published earlier than this (ibid.).
However, as the project islsbngoing at time of writing, it could certainly be argued

that this date range does not represent cotgemporaryr hai.

Texts within the corpus are classified similarly to the Written BNC1994: texts
are classified according to medium and domain, and also according to genre (see
section 4.2.4.3 for more information on text classification in the BNC1994). The
classification gstem for texts in the TNC can be seen in table 2c (as the project is
ongoing, it is not possible to provide detailed information on proportions and word
counts, as has been done for other corpora in this chapter). Since it was not possible
for the creatas to know the proportions of texts within their population, they decided
to make the TNC comparable to the BNC in terms of the medium and domain
proportions (Aroonmanakun, 2007). 75% of the texts in the corpus will come from the
0informati veéed dvmdi comendram t he O6i magi ne
decision was based on the belief that gen
e. g. newspapers [€é€] more often than i magi
2007: 7). In the medium dimensicm,n O6i nt er net & medi um has b
the fact that many texts are now published on theiwtbis medium will replace the

written-to-be-spoken medium found in the BNC1994 (Aroonmanakun, 2007).
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Priority was given to collecting texts which weead by lots of people,
produced by famous writers, or recognized as valuable works (although | have been
unable to find information about how this was determined for a given text). The
maximum sample size for texts in the corpus is 40,000 words or &3 pa@4 paper.
Text samples are randomly taken from either the beginning, middle, or end of the text.
If a text is less than 40,000 words then only 90% of the text is used (Aroonmanakun,

2007).

For texts which were protected by copyright (e.g. books)cteators of the
TNC contacted publishers to ask for their permission to include their copyrighted texts
in the corpus (Aroonmanakun et al., 2009). However, initial response rates to this
request were very low, with publishers not seeming to undergtarultpose of a
corpus project (Aroonmanakun et al., 2009). It also transpired that for many texts the
copyright was in fact owned by the author of the text rather than the publisher. The
creators of the TNC contacted 22 publishers in total, 7 of whomatdeeand willing
to provide a list of contact details for the copyright holder of each text which they had
published (Aroonmanakun et al., 2009). Each author then had to be contacted directly
to ask for their permission to include their text in the corpos texts which were not
protected by copyright (e.g. news articles), the creators of the TNC selected texts from

internet sources.
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Table 2c Design of the Thai national Corpus (Aroonmanakun et al., 2009: 159).

Domain Medium
Imaginative 25% | Book 60%
Informative 75% | Periodical 20%
Applied science Published miscellanea 5-10%
Arts Unpublished miscellanea 5-10%
Belief and thought Internet 5%
Commerce and finance
Leisure Time
Natural and pure science 1998 present 90-100%
Social science 19881997 0-10%
World affairs Before 1988 0-5%
Genres Sub-genres
Humanities, e.g. Philosophy, history, literature, art, m{
Medicine

Natural sciences, e.g. Physics, chemistry, biology
Political sciencé Lawi Education

Academic Social sciences, e.g. Psychology, sociology, linguistic
Technology & Engineering, e.g. Computing, engineer
Humanities
Medicine

Nornracademic Natural sciences

Political sciencé Lawi Education
Social sciences
Technology & Engineering

Advertisement

Biographyi Experiences
Commercd Financel Economics
Religion

Institutional documents
Instructionali DIY

Law & Regulation

Essay School
University

Letter Personal
Professional

Blog

Magazine

News report

EditorialT Opinion

Interviewi Questions & answer
Prepared speech

Drama
Poetry
Fiction Prose

Short stories

Miscellanea
Note: As the project is ongoing, more detailed information apmgortions and
word counts is not available.
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2.5 The American National Corpus (ANC)

The American National Corpus (ANC) is intended to be a carefully designed
corpus containing 100 million words of written and spoken American English which
follows the geeral framework of the BNC1994 (Reppen and Ide, 2004). The
currently released version of the corpus contains 22 million words (Ide, 2008; see
table 2d for the composition of the currently released version of the corpus).
Additional genres are included ihg corpus which did not exist when the BNC1994

was created, such adanguage (Ide, 2008).

The creators of the corpus initially hoped that the publishers within their
project consortium would contribute data to the project, but very few did (Ide, 2008).
As such, data acquisition has been the major issue faced in the development of the
corpus (Ide, 2008). Ide (2008) points out that many linguists have turned to using the
web as a source of data, and that haradie corpora, such as those discussed in this
chapter, have been seen as outdated. However, Ide (2008) notes that this approach was
not desirable or possible for the creators of the ANC. Firstly, Ide (2008: 110) notes
that webcrawled corpora are not representative of general language use. Secondly,
and most significantly, studies using wetawled corpora are not replicable because
in the U.S. Afall web data are copyrighted
domain or licensed to be redistributable through a mechanism such as Creative
Commbonso and so the corpora created from t
2008: 110). Although this argument provides justification for the creation of hand
made corpora rather than wetawled corpora, it was also the greatest obstacle in the
creaton of the ANC (lde, 2008: 110). As a result of wadia being protected by
copyright, the creators have had to rely on government sites for public domain

documents, and web archives which are under creative commons licenses (lde, 2008).
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The creators havds® reached out to the public to invite them to submit texts to the

corpus (Ide, 2008).

The current release of the corpus contains 3.8 million words of spoken data,
from unscripted conversations and interviews (see table 2d). The corpus also contains
18.5million words of written data, from sources such as government reports, travel
guides, web forums, academic journals, fiction, magazines, newspapers, and non
fiction books (American National Corpus Project, 2015; see table 2d). These texts are
not, howeve, reflective of the balance seen in the BNC1994 (which was a goal of the
project at i1its outset). The difficulty pr
texts which can be legally redistributed means that obtaining large amounts of data

has hadd be prioritised over balance.
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Table 2d Composition of the second release of the American National Corpus
(adapted from AmericaNational Corpus Project, 2015).

Spoken
Corpora Domain No. files | Proportion Words
(tokens)
callhome telephone 24 0.2% 52,532
charlotte face to face 93 0.9% 198,295
micase academic discoursg 50 2.6% 593,288
switchboard | telephone 2,307 13.5% 3,019,477
Spoken Totals 2,474 17.2% 3,863,592
Written
Corpora Domain No. files | Proportion Words
(tokens)
911 report government, 17 1.3% 281,093
technical
berlitz travel guides 179 4.5% 1,012,496
biomed technical 837 15% 3,349,714
buffy Blog 143 13.8% 3,093,075
hargreaves Fiction 106 1.8% 405,195
eggan Fiction 1 0.3% 61,746
icic Letters 245 0.4% 91,318
nytimes newspaper 4,148 16.2% 3,625,687
oup nonfiction 45 1.5% 330,524
plos technical 252 1.8% 409,280
slate Journal 4,531 18.9% 4,238,808
verbatim Journal 32 2.6% 582,384
web data government 285 4.7% 1,048,792
Written Totals 10,821 | 82.8% 18,530,112
Corpus Totals 13,295 | 100% 22,393,704
Not es: 1) | have added the proportion

comparability with the other composition tables presented in this chapter. 2) The
Corpora column givemformation about the corpora from which the data in these

sections was sourced.
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2.6 Corpus of Contemporary American English (COCA)

The Corpus of Contemporary American English (COCA) was created to
address the limitations of the ANC discussed in se@ibnAs work on the ANC has
been halted by issues of copyright, Davies (2009) decided that a new project was
needed to represent American English. Davies (2009: 159) claims that COCA is the
Afirst | arge and diverse cornpou®pusfo Amer i c
which 20 million words of data have been added for every year between 1990 and
201771 the corpus now contains more than 560 million words. The composition of the

corpus can be seen in table 2e.

For each year, the proportions of texts ia torpus are evenly divided
(roughly 20% each) between spoken, fiction, popular magazines, newspapers, and
academic journals. The creators of COCA chose not to inchimi@geage in the
corpus for two reasons. Firstly, the corpus was designed to faadlitetieronic studies
and, as such, the creators wanted each year contained within the corpus to have the
same proportions of genres. It would have been practically impossible to collect
enough danguage for the earlier years in the corpus as, for exabiples did not
exist until the early 2000s (Davies, 2009). Additionally, the creators wanted each
genre of texts to be present in equal proportions in each year of the corpus, and it was
felt that it would have been extremely difficult to collect 20 mili@ards of e
language for any year. Secondly, as the corpus is designed for the sfudgrafan
English, the texts contained within must be produced in the United States. It is very
difficult to ensure the location of production when collectiAgrguageand so it
would not have been desirable to include this data. Davies (2009: 160) claims that
COCA is the dAfirst large corpus of Americ

range of genreso. However, it i1slyqguestion
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represents a

inwi d

e

rangeo of ftdrexangplenr es f

the ANC contains three different types of spoken data and nine different types of

written dat a

(although

these ar

e referred

ANC; see table 2d)t should be said though, that Davies (2009) does not actually

make any claims that the corpuseapresentativef American English.

Texts for the corpus were mostly downloaded from text archives which

contain, for example, TV transcripts, short stories, magazines, newspapers, and

academic articles. Some texts were retrieved manually, and some were downloaded

automatically using a sctipvhich detects the sources needed for the corpus.

Automatic downloading is advantageous as it allows the corpus to be added to

regularly with little manual effort. In order to circumvent the copyright issues faced by

the creators of the ANC (see sectioB)2the creators of COCA, rather than giving

users full text access, chose to limit KWIC displays to a limited number of words.

This is compliant

adverse economic

Table 2e Composition of COCA

with

US Fair

i mp a(Dawvies,a2009:t164 e

Use | aw as

copyright

Genre Proportion Words (tokens)
Spoken 20.5% 118,000,000
Fiction 19.7% 113,000,000
Magazines 20.5% 118,000,000
Newspapers 19.8% 114,000,000
Academic journals 19.5% 112,000,000
100% 575,000,000

Note: This table is accurate at the time of writing. As COCA is a monitor corpus the
word counts will change over time, but proportions should stay roughly the same.
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2.7 Deutsches Referenzkorpus (DeReKo)

The Deutsches Referenzkorpus (DeReKeg fione of the major
the study of the German | anguageo (Kupi et
started in 1964, and is a monitor corpus which is regularly added to, with the corpus
now containing over 42 billion words (Instutut Fir Beahe Sprache, 2018). Kupietz
et al. (2010) state that the corpus contains fiction, scientific, and newspaper texts, as
well as other text types which Kupietz et al. (2010) do not name explithigre is no
published account of tr@ompositionof DeReKoin either Kupietz et al. (2010),

Kupietz and Lingen (2014) or Kupietz et al. (2018), and information regarding the
composition of the corpus is also not available from the Instutut Fir Deutsche Sprache
(2018). Thus, it was not possible to produce a cortipagablefor this corpussimilar

to those given for the other corpora discussed in this chapter.

The texts contained within the corpus are complete and unaltered, and only
licensed material is included in the corpus. As such, the corpus is not aviilable
download due to the creators of the corpus not owning the rights to the texts. The
rights to use the texts are heavily regul
allowed whereas direct or indirect commercial use is explicitly forbidden; (iijsadse
only allowed through specialized software; (iii) only authenticated users may be
granted access; (iv) full texts must not be reconstructable from the output of this
software; (v) all traffic must be logged; and (vi) abuse must be, as far as possible,
prevented by technical precautionso (Kupi

alteration to German copyright law came into effect, which altered how copyright

protected content can be used in At he sph
socal l ed knowledge institutionso (Kupietz
all ows available content to be fautomatic

52



for building a corpuso without gaining pe
et al., 218: 4353). This new law will allow the creators of DeReKo to legally collect

any documents which are freely available on the web and publish them in DeReKo

without explicit permission from copyright holders. This law seems similar to the

0 neammerciale sear choé exception to UK &opyright
However, the new German law explicitly mentions corpus creation, which the UK law

does not. This may suggest that corpus creation would be viewed favourably under

UK copyright law, if attitués are changing in line with those of German law.

DeReKo is not designed to be either balanced or representative, as the creators
felt that these issues should be decided by individual researchers using the corpus
(Kupietz et al., 2010). As such, althoutlie whole corpus may be used as a sample,
the principle purpose of the corpus is to be used as a large sample from which smaller,
specialized samples can be drawn. This means that the project focuses on the
maximization of the size of the corpus, with tbeue of sampling left to the users of
the corpus. This is not uncommon in monitor corpora, where users of the corpus will
often want to select what time period within the corpus they are interested in. This
idea in the DeReKo corpus simply extends thialso encourage users of the corpus
to select what genres of data, and in what amounts, they want to use. As will be seen
in chapter 3, the issue of creating a representative corpus is fraught with difficulty, and
an approach where users are aware ofitimlanced or unrepresentative nature of the

corpus is often suggested as a solution to this problem.
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2.8 Conclusion

This chapter has shown the various approaches to creating national corpora
which have been taken in recent years. Table 2f summarises some of the basic features
of the corpora. Of the six corpora discussed, three are synchronic corpora (SYN2015,
TNC, and ANC) and three are monitor corpora (CRFC, COCA, and DeReKo). As one
would expect, because they are regularly added to and so continuously grow in size,
the three monitor corpora are the biggest of the six, with DeReKo containing the most

words (42 billion).

The most common ways of classifying texts are according to medium (CRFC
and TNC) and genre (CRFC, SYN2015, and TNC) (see section 4.2 for a more in depth
discussion of this issue). All of the corpora claim, to greater or lesser extents, to
include a wideaange of genres. For the most part the corpora seem to contain similar
genres, e.g. newspaper articles, magazine articles, fiction books etc. However, some
corpora choose to includel@anguage (CRFC, TNC, ANC) whereas others do not
(SYN2015, COCA, DeReKo)he corpus creators who chose to includanguage
did so to ensure that the corpus was as representative of contemporary language as
possible. The creators of SYN2015 did not includenguage because it was already
represented in a different corpughim the SYN series, whereas the creators of
COCA chose not to includelanguage because the different years within the monitor

corpus would not then be comparable.

An issue which four of the corpus creators discuss explicitly is that of balance
and proprtionality. The creators of SYN2015, TNC, COCA, and DeReKo all reached
the conclusion that representing the genres within their corpora in the proportions in

which they occur in the real world was not possible. This is an issue faced by all
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corpus creata (see section 3.2.3 for a more in depth discussion of this issue), and
was, indeed, an issue | faced when designing the sampling frame for the Written

BNC2014 (see chapter 4).

Another issue faced by many of the corpus projects discussed here was
copyright and/or legal access to texts. The TNC, ANC, COCA, and DeReKo projects
all faced these issues to varying extents. One of the biggest issues faced by the
creators of the TNC and ANC was access to published books. Both corpus projects
attempted to contacuplishers for their permission to be given access to their texts to
include them in the corpora, but the response rate in both cases was extremely low.
This is an issue which has been particularly apparent in the creation of the Written
BNC2014 (see chapt®). These copyright issues have greatly stalled the creation of
the TNC and ANC, whereas these issues did not hattrédaion of COCA or
DeReKo. They did, however, impact theal releaseof both (texts within COCA can
only be viewed in KWIC view, anBeReKo is not downloadable)he struggles
faced by the creators of the TNC and ANC further justify my decision to collect the
majority of the texts forcommeWci &kt ene 8&&
exception to UK copyright law. The creatorsloé TNC and ANC followedheir
C 0 u n tcapyrighsla@ss very strictly and the projects stalled, whereas the creators of
DeReKo and COCA have both made use of exceptions to copyrigin their
jurisdictionswhich allow them greater access to textsifafusion in their corpora.

This is the approach which has been followed in the creation of the Written BNC2014.

Now that | have an understanding of previous national corpus projects which
may be useful in the design of the Written BNC2014, | must nowidemihe various
aspects of actually designing a representative and comparable corpus. This is the focus

of the next chapter.
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Table 2f. A comparison of contemporary national corpus projects.

(monitor)

balanced or representativ

Size Dates Classification | Includes e | Balance/proportionality | Difficulties encountered
represented of texts language? regarding legal access
to texts/copyright?

CRFC 310 19452014 Medium, Yes Not proportional, spoken | Not discussed

million (monitor) genre, subject and written sections

areas equally balanced

SYN2015 | 100 20102014 Text type, No Not proportional Not discussed

million genre
TNC 80 million | 1998present Medium, Yes Not proportional, based o] Yes

(aim, domain, genre BNC1994 proportions

currently

33 million)
ANC 100 1990 present Not discussed | Yes Aimed to be balanced the| Yes

million same as BNC1994, not

(aim, possible due to copyright

currently issues

22 million)
COCA 560 19902017 Not discussed | No Not proportional, each Some (can only view

million (monitor) genre equally balanced | texts in KWICview)
DeReKo 42 billion | 1964present Not discussed | No Not designed to be Some (corpus cannot be

downloaded)




Chapter 3: Creating Representative and Comparable Corpora

3.1 Introduction

In this chapter | will discuss two issues which have been key in the design of
the Written BNC2014: representativeness and comparability. In section 3.2 | will
discuss previous research into the issue of how to make a corpus representative, and
the varyingviews regarding whether representativeness can be achieved. In section
3.3 |1 discuss the various ways of definin
and consider research which has investigated methods for creating and testing
comparable corporanlisection 3.4 | will draw these two issues together by showing
how they can often be at odds with one another in the design and creation of a corpus.
I link this to problems which were encountered in the design of the Written BNC2014
sampling frame, and &m outline the solution to this problem which has been

developed for thisorpus.
3.2 Corpus Representativeness

In this section | will discuss previous research on the contentious issue of
corpus representativeness. | will begin by giving sdefanitions of
representativeness and reasons why the issue of representativeness is important in
corpus design. | will then introduce the idea of sampling procedures, and discuss the
related issues of population definition, random sampling, proportiangbling,
balance, sample size, number of samples, and corpus size. | will then discuss the view
that representativeness cannot be achieved in corpus construction and the various
approaches which have been suggested to deal with this problem. | willdynish

outlining how the BNC1994 dealt with the issue of representativeness.
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3.2.1 Defining representativeness

Hunston (2008: 154) suggests that <corp
to paradox, where even the apparently simplest decisions can liansiex
ramificationsodo. This is perhaps never tru
representativeness. Representativeness in corpus design is achieved when the texts
selected for inclusion in the corpus represent the full range of variahilibgi
language which the corpus aims to represent. In other words, representativeness
Ameans that the study of a corpus (or con

study of some entire |l anguage or variety

Leech (D07) states that representativeness is always desired in corpus design,
but that in practice this issue has not been treated as seriously as it should be.
Similarly, Kéhler (2013) argues that whilst representativeness is often claimed for
large corpora,ths cl aim i s rarely justified. Il n L
unacceptable, as fAunless the claim that a
we cannot accept such findings [of corpus research]. Without representativeness,
whatever is found tbe true of a corpus, is simply true of that corpasd cannot be
extended to anything el seo. H oprosethatma, onc e
corpus is representative, what initially seems like a fairly simple concept quickly
becomes very compte The remainder of section 3.2 will discuss the various
considerations which researchers must make in order to achieve a representative

corpus.
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3.2.2 Sampling

One of the most important elements of creating a representative corpus is
sampling (Varadi2001; Biber, 1993). Samplingfers to the decisions made
regarding what texts to include in a corpus, matldes considerations such as
population definition, approaches to considering the importance of texts, sampling
methodsand sample and corpusesiz all of which will be considered in the following
sections. The sampling techniques employed in corpus design are important because
Afa corpus i s not simply an archive of tex
(Véaradi, 2001: 588). Each de@si made regarding what to include in the corpus is a
sampling decision, and so must be considered carefully. Indeed, Bauer and Aarts

(2000: 22) state simply that fAThe mor al i S

3.2.2.1 Population definition

The first sampling issue which linguists must tackle is defining the population
which they want their corpus to be representative of. Biber (1993: 243) states that
there are two aspects involved in defining the target population: the population
boundariegwhat texts are included and excluded), and what text categories are
included in the population, along with definitions of these text categories. Biber
(1993: 243) argues that population definition is often not paid enough attention in
corpus design, whiclmeans that for many corpora there is no way to assess their
representativeness, because what the corpus was intended to represent was never
explicitly defined. The representativeness of a sample will depend upon the extent to
which it represents the fulange of variation within the target population. There will
be a range of linguistic distributions (i.e. the different ways in which linguistic

features are distributed within texts, across texts, and across text types) in a
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population, and a representaigorpus should allow full analysis of all of these

distributions (Biber, 1993).

Both Biber (1993) and McEnery et al. (2006) agree that, when defining a
population, register/genre (see chapter 4 for discussidrdefinitionof these terms)
distinctionsare more important than text type distincti¢again, see chapter 4 for
discussion and definitionRegister/genre distinctions are based on factors which are
external to the corpus, such as the purpose and function of a text, whereas text type
distinctions are based on linguistic criteria which are internal to the corpus. McEnery
et al. (2006: 14) explain that it would be circular to use internal criteria to select data
from a population because a corpus is Aty
distibu i onso. Thus, i f the linguistic distri
is designed, then there is nothing to be gained from analysing the corpus. However,

some researchers, such as Otlogetswe (2004), have indicated that they believe internal

criteria to be the best selection tools.

An important sampling decision, which is closely tied to population definition,
is whether you will define the population in terms of i.) language production; ii.)
language reception or iii.) texts as products. Repteggthe population in terms of
language reception would mean giving great significance to the language of the very
few people within a population who produce language which is heard or read by many
(for example, published authors), whereas represertegdpulation in terms of
language production would give great significance to texts such as everyday
conversations and emails, each of which is often only heard or read by a very few
peopl e. Both of these definitphimlys of t he
organisedd corpus, where the data is coll

about the producers or receivers of the language. Atkins et al. (1992) favour
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representing language production as much as possible because, although texts with a

wide reception are easier to come by, for the corpus to be a true reflection of language

in use, as much production material must be included as is possible. However, Biber

(1993: 244) takes a different route. He suggests that the population shouldhled defi

i n

terms of fAtexts as product so, because

insurance documents) which are very rarely produced or received, and so these text

types would not be properly represented in a demographically organised corpus

(regardles®f whether it was demographically organised according to production or

reception). Thus, Bi ber (1993: 245)

sugge

products would be designed to represent the range of registers and text types rather

thanthetypt al patterns of wuse of various demog
population in this way, Biber (1993: 245) proposes a set of sampling wtrata
should be considered in turn when defining a populdsee table 3a).
Table3a ASit uaneitenmas!l Ipasnad as hierarchical
1993:245).
1. | Primary channelWritten/spoken/scripted speech
2. |FormatPubl i shed/ not published (+ va
3. | Setting.Institutional/othempublic/privatepersonal
4. | Addressee.
(a) Plurality. Unenumerated/plural/individual/self
(b) Presence (place and time). Present/absent
(c) Intercativeness. None/little/extensive
(d) Shared knowledge. General/specialized/personal
5. | Addressor.
(a) Demographic variationSex, age, occupation, etc.
(b) Acknowledgemen#cknowledged individual/institution
6. | Factuality. Factualinformational/intermediate or indeterminate/imaginative
7. | PurposesPersuade, entertain, edify, inform, instruct, explain, narrate,
describe, keep records, reveal self, express attitudes, opinions, or emoti
enhance interpersonal relationsh
8. |[Topi cseé
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So it seems clear that in order to create a representatpascthe first task
must be to define the population to be represented. However, this may not, in fact, be
possible. Hunston (2008), Bauer and Aarts (2000), and Atkins et al. (1992) agree that
delimiting the total population in any systematic way is oitepossible because there
are no exhaustive lists of, for example, genres or social groupings in a population.
This is an issue also encountered by KSen
SYN2015 corpus (a corpus of contemporary written Czech), pAddonmanakun et
al. (2009) when creating the Thai National Corpus (TNC) (see chapter 2).
Further more, Atkins et al. (1992: 4) poin
del imited [é] it will always be epossible
population is not adequately represented
believe that because of these difficultie
approaches to statistical sampling are hardly applicalieitding a language

Corpuso.
3.2.2.2 Random sampling

Once the population has been defined, different sampling techniques can be
used to select items from the population for inclusion in the corpus. The most basic of
these techniques is simple random sampling. In simple random sanadlimgmbers
of a population are assigned a number, and then a table of random numbers is
generated in order to facilitate random selection of members of the population
(McEnery et al., 2006; Bauer and Aarts, 2000; Biber, 1993). This gives every item an
equal chance of being selected, which would seem to be a good sampling method.
However, simple random sampling works against selecting items which are rare in the
population, and favours those which are common (McEnery et al., 2006; Varadi,

2001). Researche are often interested in the rare items within a population, and a
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means of accomplishing this is to use stratified random sampling. Stratified random
sampling first divides the population into strata, and then samples randomly from

within these stratd8i ber (1993: 244) suggests that 0
of guaranteeing that all strata are adequately represented while at the same time
selectinganoibi ased sample within each stratum |
representation across identifialger oups wi | | be more represe.]
course, deliberately seeking to include rare items in a population has the effect that the
sample is no longer quantitatively representative of the population, however, one must
always think about what then@user of the corpus wants to research, and if the users

are interested in rare occurrences in a population then stratified random sampling is

entirely appropriate. Varadi (2001: 590) points out that the granularity of the strata

will have a direct beargon the quantitative results drawn from the corpus. He uses

the example of reviews to illustrate this: if you have a stratum for reviews, chance will
dictate whether any reviews of travel books are selected; however, if a specific

stratum for reviews ofraivel books is set up then the sample is sure to include reviews

of travel books. A further difficulty of random sampling relates back to the discussion

of population definition in section 3.2.2.1. It is often impossible to know the exact

members of a popation, because this information often does not exist, and yet

without an itemised list of the population random sampling is not possible. This again
reinforces Siepmann et al.b6s (2015) belie

suitable for invesgating language.

In the creation of the ARCHER corp@smultigenre corpus of British and
American English covering the period 160999 Biber et al. (1994) used random
sampling within their population of the research libraries of the University of Southern

California, the University of California at Los Angeles, and the Huntington Library in
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San Marino. They used random sampling withlslibgraphies to identify double the

number of samples they would need to fill each of their chosen strata. These were then

checked for availability and suitability, until the target amounts had been met. This

illustrates how the random sampling method @etually be used in practice.

3.2.2.3 Proportional sampling

An important aspect of stratified random sampling is proportionality. In order
for a corpus to be considered representative, it is commonly claimed that the amount
of text in each stratum shalibe proportional to its frequency in the population as a
whole (McEnery et al., 2006; Biber, 1993). However, Biber (1993) argues that
proportional sampling is not suitable for language corpora. This is because, Biber
argues, a proportional language corpuasild have to be organised demographically
based on peopledés |l anguage production

proportions of all registers within a language). This would result in a corpus of

(as

Aroughly 90% conver sat ilothe reanaining 3%dividedt t er s

among registers such as press reportage, popular magazines, academic prose, fiction,

| ectures, news broadcasts, and unpubl i she

a proportional representation of the language, but waonliallow for generalizations

about language which are not particularly interesting to researchers (Biber, 1993),

because fiLinguists consider the rare even

suggest ignoring ito ( Bau enstecadsughesisthatt s,
researchers actually require corpora which are representative in the sense that the full
range of linguistic variation is adequately represented. Biber (1993248)7

concludes that there are two main factors which make proporsanglling

unsuitable for language corpora. The first is that proportional samples only reflect the

numerical frequencies of registers in a language, rather than being representative of a
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registerdos I mportance withi nistessuclhasguage.
books and newspapers are much more important than their numerical frequencies

would indicate (see discussion of language production and reception in section

3.2.2.1), and so perhaps proportional representation based on frequency is ast the b
solution for representing language. Secondly, Biber (1993) argues that we already

know that 90% of texts in a language (i.e. the conversations) are linguistically similar,

so we do not need a corpus to find this out. Rather, we should be creatingicorpo

which are representative of the other 10% of language, since this is where the majority

of variation lies.

However, V8radi (2001) strongly reject
argues that using a notion of importance derived from culture is fautgective for
corpus linguistics. He states that there is no way to establish this notion of importance
i n language, and that wusing this method w
compilation of the body of data that is expected to provide érap@vidence for
|l anguage useo (V8radi, 2001: 592). He al s
proportional sampling for failing to do something which it was never intended to do
(v8radi, 2001). VS8radi (200 Irefanreetheo r ej ect
definition of representativeness for corpus design. Biber (1993) argues that linguists
want a corpus which is representative in the sense that it represents the full range of
variation in a language. But Varadi (2001) sees thdefaition (from the wel
understood definition of representativeness equalling proportionality) as detracting
from the field of corpus linguistics. He argues it is somewhat like cheating in that it
allows researchers to claim that their corpora are representativ@fdy sedefining

the notion of representativeness.
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Leech (2007) proposes a method which h
(1993) <criticisms of proportionality, and
Biber (1993) stated that proportionalisynot appropriate for linguistic corpora
because it would be based on |l anguage use
shows that this does not have to be the case; he proposes that representation should be
proportional to both language production azxguage reception. Leech (2007) labels
this measure of significance an fAAtomic C
radio programme that is listened to by a million people should be given a much
greater chance of being included in a representative cdrpostconversation
bet ween two people, with only one | istene
programme has a million ACEs (Leech, 2007
issue with the subjectivity of measuring cultural importaingethis methoca t e xt 0 s
importance can be measured in terms of its ACEs. Leech (2007) does concede that for
most texts in a population it would be impossible to actually obtain the information
which would allow a researcher to calculate its ACE value, and this is acmomsue
which is raised when considering the value of proportional sampling. Varadi (2001:

590) argues that this kind of information about a population is simply not available.
This is also suggested to be the case by the creators of the SYN2015 c&mus (K e t
al., 2016: 2523) and the TNC (Aroonmanakun et al., 2009). As such, both of these
corpora are not sampled proportionally. However, Leech (2007) responds that this
does not mean that AGaroportionality is not worth pursuing. He suggests that even
when these figures are not known that they can be estimated, and that proportional
representativeness should be viewed as a scalar phenomenon and something which
should be aimed for, rather than something which can be proven to have been

achieved (see secti@?2.3).
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3.2.2.4 Balance

An issue which is intertwined with proportionality is that of balance. Hunston
(2008) views balance as at odds with representativeness, because, in her view, balance
requires all text types in a corpus to be equally representezteas
representativeness requires all text types to be represented proportionally. However,
Leech (2007: 136) argues that #Afor a corp
what 1t means for a corpus to ®dwthrepresen
Leech (2007) that balance and proportionality are essentially the same things (Atkins
et al., 1992; McEnery et al., 2006). Indeed, in the creation of the SYN2015 corpus,
KSen et al. (2016: 2523) consider a bal an
poportions that correspond to the reality
words, a corpus can be said to be properly balanced when all of the text types within it
are represented proportionally to their occurrence in the total popul@tiegnisthe

definition of balance which | will use in this thesis.
3.2.2.5 Sample size

Once your target population has been defined, and you have decided on your
sampling method, there are three final factors to consider, one of which is sample size.
However, béore you can consider your sample size, you must consider where to
select your sample from within a text. Should samples be taken from the beginning,
middle, or end of a text? Or should they be made up from a combination of locations
within a text? Or shdd we include whole texts as our sample, rather than sampling
sections of texts? Sinclair (1991: 19) suggests that sampling texts creates a risk of
differences between parts of texts being overlooked, and therefore advocates the use

of whole texts rathethan sampling. However, many linguists disagree with this
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opinion. McEnery et al. (2006: 20) point out the difficulties which would be
encountered in terms of copyright if whole texts were uisempyright holders are
unlikely to agree to their entire texteing reproduced in a corpus (see chapter 5 for a
discussion of this issue in relation to the collection of books). Furthermore, use of
whole texts would require the eventual corpus to be extremely large to avoid the
problem of one or two large texts skag the results (McEnery et al., 2006: 20;
Hunston, 2008: 166). Although, when sampling rather than using whole texts, it is
important to ensure that you are balancing samples from text initial, middle, and end
positionso that features which are partiauia certain locations within a text are not

over or undefrepresented compared to oth@vicEnery et al., 2006: 20).

So it seems that most linguists favour sampling texts, which leads us to the
consideration of sample size. Sample size refers to the@eehich must be made
regarding how long the text chunks included in the corpus should be in order to
reliably represent the linguistic distributions in the population. Biber (1990) conducted
a study in order to attempt to identify what length of samgle necessary for a
corpus to be representative of the population. He compared a variety féatgrdisst
person pronouns, contractions, prepositions &tdP00 word extracts of texts from
the LOB(a member of the Brown Family; see sectio®i4).and LondonRLund (a
500,000 word corpus of spoken British Englisbypora in order to see if internal
variation was stable. He found that most linguistic features had fairly stable variations
across 1000 word samples, which indicates that 1000 word sawitii@scorpora
would reliably represent the variation within common features. However, the stability
of rarer features, such as conditional subordination, was weaker, leading Biber to
suggest that the larger 2000 and 5000 word samples which are commamyin m

corpora would be satisfactory for this type of analysis. Biber (1993: 252) continues
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this research and finds that for linearly distributed features (i.e. those features which
occur the same amount of times in each equally sized sample), the reguoipdel sa
length will depend on the overall stability of the feature, whilst for curvilinear features
(i.e. those features where each new sample contributes fewer new instancexj a cut
point must be decided where Oadberquat ed r e
suggests when additional material is adding less than 10% new types). Overall, Biber
(1993: 252) acknowledges that much more research is needed in order to propose
specific recommendations for sample length, particularly focusing on less stable
linguistic features, and other types of features such as discourse features. This is
particularly important when making recommendations for general corpora, as these
will be used to study a wide variety of linguistic features rather than the fairly

commononestwi ch Bi ber s research focuses on.

In dealing with these issues in the creation of the ARCHER corpus, Biber et
al. (1994) used 2000 word text samples. For short texts, they grouped together
individual texts to achieve their target, and for longer textg fampled the first and
last 500 words, and the middle 1000 words. Similar approaches were also used in the

creation of the Brown Family corpora (see section 3.3.3).

3.2.2.6 Number of samples

The next sampling decision to consider when trying to create a representative
corpus is how many samples you will need to reliably represent the registers within
your corpus. Biber (1990) examines mean frequency counts across 10 text samples
and five textsamples to assess the reliability of each set in representing the extent of
i nternal variation within registers. Bi be

for the linguistic features analysed in the 10 text samples, which leads Biber (1990:
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263)t o conclude that fthe coverage of most
typically include anywhere between twenty and eighty texts per category, is adequate
for these types of analyses. 0 However, Bi
features considered in this study were all very common, and that the study did not
address Athe representation of Ilinguistic
that, in order to calculate the number of samples required to represent registers, a

measue of variance within each register must be calculated. Registers with more

variation are then allotted proportionally larger samples: a minimum number of

samples should be allocated to all registers and then the remaining samples should be
distributed proprtionally based on the relative variance of each register. Biber (1993:

254) does however stress that this is not the same as proportional representation (as

discussed in section 3.2.2.3).

3.2.2.7 Corpus size

The final issue related to sampling, ane avhich is intertwined with the
issues of sample length and number of samples, is corpus size. Many researchers view
representativeness and size as connected (Hunston, 2008; Leech, 2007; Biber, 1990;
McEnery et al. 2006) . H ammeofithe difficlltedmsed 16 5)
by seeking to make a corpus balanced and representative can be lessened by having a
corpus | arge enough for each of its const
Similarly, Leech (200 dnerukdfghymbshatdegyaret s t ha
likely to dissent from. It is that in general, the larger a corpus is, and the more diverse
it is in terms of genres and other language varieties, the more balanced and
representative it wil | redoesofdfheTarpusdevi ew i s
référence du Francais contemporain (CRFC) who claim to have included a greater

diversity of genres than in any previous
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degree of balance and represeSottseenmsth@#@ne ss o
some researchers firmly believe that representativeness lies in making a corpus as

large as is possible. However, Baker (2009) counters that there is still value in using

small corpora, such as those of the Brown Family which are bmiords in size,

which have been carefully balanced and sampled, in order to research fairly common
linguistic features. Similarly, McEnery et al. (2006) and Hunston (2008) agree that
Corpus si ze c a-sizefitsta |bled sleetv eabtgppeipldteosireat her |
for a corpus depends on the research aims at hand. Furthermore, Kohler (2013)

suggests that no corpus can be large enough to represent all linguistic variation, even

in a limited population, because enlarging a corpus causes an incréaseliversity

of the data.

Biber (1990: 269) aims to identify how big a corpus needs to be to be
representative. He finds tbasedlingiistihe under |
variation [€é] <can be r eplfihateopusmprasamtsa r el a
the full range of wvariationo. He conclude
existingcomputeb ased corpora are adequate for mu
that more research needs to be done to examine the extent toewiktaiy corpora
actually represent the full range of variation in the populations which they claim to
represent (Biber, 1990: 269). As with Bib
above, this conclusion is prooubedenmat i c bec
common grammatical features. When researching features which are less common, a
much bigger corpus will be needed to ensure that there are enough instances of the
feature under examination to make the study possible. It is important to note that
Bi ber was writing in 1990, and so the fito

computetbased corporao (Biber, 1990: 269) whi
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been significantly |l ess than corpora whic

may havestrengthened over time, as corpora have increased in size.

3.2.3 Representativeness is not possible

Section 3.2 has so far shown that there has been extensive research into what
makes corpora representative; however, | have also shown that there are problems
with achieving these ideals for a representative corpus. This leads many researchers to
concludethat representativeness, or at lgasivingrepresentativeness, is simply not
possible. Hunston (2008: 156) claims that
what 1 s desirable, that is, what the corp
There ae many issues, such as copyright and text availability, which may stop a
corpus from being representative even if all of the points above are given thorough
consideration (Hunston, 2008). Hunston (2008: 162) goes on to outline three
responses to the probteof achieving representativeness. One response would be to
forgo the notion of representativeness altogether and simply view a corpus as a
collection of different registers which are frequent in the target population, but
without any claim of representaginess. This was the approach taken by the creators
of the DeReKo corpus (see section 2.7), who do not claim that their corpus is
representative, but rather focus on maximising the size of the corpus (Kupietz et al.,
2010). A second approach would be tiowalthe corpus user to assess the degree of
representativeness of a corpus by making all of the design decisions taken in the
creation of the corpus public. Again, this approach was taken in the creation of the
DeReKo corpus, where the goal was to creddege corpus from which users could
create their own suborpora based on their research needs (Kupietz et al., 2010).
Hunstondéds final response is very similar

subcorpora rather than as single entitiesybger this would only be possible if each
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subcor pus was of a fAreasonable sizeodo (Huns

Areasonable sizeodo is, or how to calcul at e

Kehler (2013: 81) argues that #dAlt is n
a orpus because we lack the theoretical previous knowledge about the hypothetical
population that would be needed. 0 He al so
would be impossible because the number of parameters that could be considered is
infinite. Thisl eads K°hler (2013: 81) to conclude
representative in a scientifically meaningful sense, in particular not with respect to

statistical met hodso.

Leech (2007) agrees that representativeness is something which is unattainable
in corpus creation, but he maintains that representativeness is still a goal which should
be ai med for. Leech (2007) favours Bungar
which is a term used when a corpus has been created to be as representative as is
possibé, but when this representativeness cannot be proven. Leech (2014443
believes that @AWe should aim at a gradual
[representativeness], as crucial desiderata of corpus design. It is best to recognize that
these goalsarehalFor-not hi ng: there is a scale of r e
seek to define realistically attainable positions on these scales, rather than to abandon

them altoget her . o

Many researchers view 6cyclical proced
problems faced in creating a representative corpus (Atkins et al. 1992; Biber, 1993;
McEnery et al., 2006; Bauer and Aarts, 20
theoretical research to begin with, which Biber (1993: 243) believes should always be

Aprion corpus designo, followed by creati
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corpus by users to investigate where the corpus is lacking. This procedure is neatly

Il lustrated by Biber (1993: 256) in figur
of a representative corpus is not truly finalized until the corpus is completed, and

analyses of the parameters of variation are required throughout the process of corpus
development in order to fireine the representativeness of the resulting collecfion o
texts. o0 Bauer and Aarts (2000) also sugge
cyclical procedures should be well documented, so that corpus users can assess the
reliability of their results for themselves. However, these cyclical procedukes ris

falling prey to the circularity problem mentioned in section 3.2.2.1. If enough research

and testing has been done that the linguistic distributions of the population are known,

then there is nothing to be gained from analysing the corpus.

Pilot empirical —— Corpus —— Compile ——— Empirical

investigation design portion investigation
and theoretical of corpus
analysis

Figure 3a Schematic representation of cyclical corpus creation (Biber, 1993: 256).

Some researchers have also highlighted
representativeness cannot be proven, that this does not make the corpus useless. Leech
(2002: 71)argue t hat t he difficulties presented
response of extreme scepticismo. Rat her ,
further research should be done to corroborate findings (Leech, 2002). Atkins et al.

(1992: 6) gree with this notion; when discussing balance they claim that any corpus,
regardless of how well bal anced it is, i s

that your corpus iIs unbalanced is what <co
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3.2.4 The BNC1994

In this section | will outlne the approach taken by the creators of the
BNC1994 to some of the issues discussed above. In terms of population definition, the
creators of the BNC1994 wanted to take account of both language production and
language reception (Burnard, 2000). Books féinengreatest part of the Written
BNC1994 because, although they are written by very few people, they are read by a
large proportion of the population (Burnard, 2000). Bestseller lists, prize winner lists,
library lending statistics, and periodical circuga figures were used to ensure that
where a particular type of text was needed, one with a greater reception was

prioritised for collection (Burnard, 2000).

Despite some statistics being available for books, for the majority of the
population there wereot enough objective measures of the target population for the
creators to implement a proportional sampling method (BNC Document Register,
1991). Thus, the creators utilised a stratified random sampling method. Texts were
chosen based upon three featycesmain, time, and medium), and these selection
features were further subdivided into strata with target amounts of text set. These
target percentages were decided by the corpus creators, sometimes based on similar
factors to Bi berselscting eX@sh&8s¢d os aultupléenmgpartancen o f
For example, it was found that imaginative works accounted for far less than 25% of
published and unpublished writing. However, the target percentage was set at 25%
because of the Ai hiteeatuankt aodtorebtroée
2000: 7). For books, roughly half of the
6Books in Printdéd (1992), and the remainin

the reception criteria outlined above fitbthe remaining target percentages.
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The sample size used for books in the corpus was 40,000 words. According to
Bi berdos (1993) work this would appear to
a text. Texts which were shorter than 40,000 wordeweduced by a further 10% to
avoid copyright issues. Samples are continuous stretches, and were selected randomly
from the beginning, middle, or end of the whole text. Convenient points, such as
chapter or section ends, were chosen as end points folesamprder to preserve
high-level discourse units (Burnard, 2000). For some text types, such as newspapers,
multiple articles were included in one sample, but in these instances articles were

always grouped together with other articles from the sameidoma

So, the BNC1994 is an example of how all of these problems and
recommendations can be dealt with in practice. Of course, the BNC1994 was created
before much of the literature discussed in this chapter was written, but it remains a

good example of a copromise between what is desirable, and what is possible.

3.2.5 Conclusion

This section has discussed the issue of representativeness in corpus creation,
and has investigated some of the problems associated with this issue. The first issue
which must beconsidered is population definition, but, as section 3.2.2.1 showed,
even this is not always as straightforward as one may think. Defining a population in
any systematic way can often be very difficult, or even impossible. Decisions must
then be made abouthat sampling procedures to use. Proportional sampling seems to
be the method which is considered most representative, but again this is often not
possible in practice. Sample size, corpus size, and number of text samples are further
sampling decisions wth must be made. Whilst there has been valuable research into

all three of these issues (Biber, 1990; 1993) there is still no definitive consensus on
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what will achieve representativeness in these areas. Despite all of this research, many
researchers stifeel that true representativeness is unattainable. However, researchers
have stressed that this doesndét mean t hat
(Leech, 2007), and have proposed cyclical procedures as a way of getting closer to
representat® corpora (Atkins et al. 1992; Biber, 1993; McEnery et al., 2006; Bauer

and Aarts, 2000). Finally, | outlined the decisions of the creators of the BNC1994 in

relation to some of these areas, and showed that when it comes to putting these ideas

into practi@ compromises must sometimes be made.

3.3. Comparability in corpus design

3.3.1 Introduction

In this section | will introduce the concept of corpus comparability and discuss
some of the different ways in which a corpus can be considered comparable. Of
course, this is a very important consideration in the creation of the Written BNC2014
as the corpus will inevitably be used in research which compares the BNC1994 and
the BNC2014. It is therefore important to gain a full understanding of the different
ways d considering, realising, and using comparable corpora. Firstly, | will discuss
the varying definitions of &é6comparabl ed i
research into how to create and test comparable corpora. | will also give an overview

of two well-known sets of comparable corpdrahe Brown Family and ARCHER.

For some | inguists the term 6comparabl
corpusbo. A parallel corpus is a corpus W
transl at i on2013 B8 ofacooesgondiag corpus in another language.

For example, Sharoff et al. (2013: 3) suggest that there are four different levels of

comparability within parallel corpora: parallel, strongly comparable, weakly
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comparable, and unrelated. Parakedts are direct translations of the same text, but in
another | anguage. Strongly comparable tex
et al., 2013: 3) or strongly related texts which report on the same event or subject in
different languages. Weakl compar abl e texts are from it
domain and genre, but describing differen
within the same broader domain and genre, but varying in subdomains and specific

genr es o ( Shar &ndxample of antelated text arethe m&jority of

texts on the internet, which can still be used for comparative research. For example,

two comparable corpora could be created, one representing a random snapshot of the

Chinese web and one representingraloan snapshot of the French web.

However, McEnery and Hardie (2012) view parallel and comparable corpora
as very different things, rather than as varying levels on a single scale. They define a
comparable corpus as fia c ecofectedusingtheg ai ni ng
same sampling methodo, and define a par al
| anguage (L1) source texts and their (L2)
20). Typically these two types of corpora are used for diffeygrats of studies;
parallel corpora are used for translation research and comparable corpora are used for
contrastive studies (McEnery and Hardie, 2012). Furthermore, McEnery and Hardie

(2012: 20) also point out that they are designed with very differensés:

AFor a comparabl e c or ptabk Allthe ¢tcomposentsnp | i n g
mustmatch with each other in terms of what typésexts they sample, in

what proportions, from what periods. For the translateds in a parallel

corpus, thesampling frame is irrelevant, because alllaf torpus components

are exactranslations of each other. Once the source texts havesbé&rted
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in the first placethere is no need to worry about the sampling frame in the

ot her | @ioEperyagdeHardie, 2012:20).

However,McEnery and Hardie do stress that this does not mean that creating a

parallel corpus is easier than creating a comparable corpus.

So far, alof these definitions, regardless of the variation in how the
terminology is used, have been based on the premise that a parallel or comparable
corpus will vary in the dimension of the language of the texts in the corpora.
However, Leech (2007: 14142)i ews compar abl e corpora as
corpora whose design differs, as far as is possible, in terms of only one parameter: the
temporal or regional provenance of the textual universe from which the corpus is
s a mp | e duggestdhdt comparsale corpora cannot only be used to investigate
translation or differences between languages, but that they can also be used to
investigate diachronic changes or dialectal differences within the same language. In
these types of ¢ o mpgedmaendiorisfxedramdisanedit he | a
the other di mensions which varieso (Sharo
dialect. It seems that McEnery and Hardie
can be neatly expanded to include this typearhparability: two corpora created
using the same sampling frame, but from different time periods or dialects of the same
language. An example of these types of comparable corpora are those of the Brown

Family (which will be discussed in more detail ircsen 3.3.3).

As it seems that there are many different definitions for what constitutes a
comparable corpus, it is important to consider in what way the Written BNC1994 and
the Written BNC2014 will be comparable. The two corpora both represent British

English, soarenot parallel corpora by any of the definitions given above. Rather, they
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represent comparability of the kind discussed by Leech (2007) and McEnery and
Hardie (2012), that is, thdyave(as far as is possible, see chapter €nloeeated

using the same sampling frame and vary only in the dimension of time. Thus, for the
remainder of this thesis, when | discuss the comparability of the Written BNC1994

and the Written BNC2014 | will be using this definition of comparability.
3.3.2. Methods forcreating and testing comparable corpora

In this section | will discuss some of the methods which linguists have
proposed for creating comparable corpora and for testing corpus comparability. The
methods for corpus creation which | will discuss are allvas on automatic web

crawlingi a procedure which allows large corpora to be created very quickly.
3.3.2.1 Creating comparable corpora using web crawling

All of the methods for creating comparable corpora discussed in this section
create the type of coparable corpora which Sharoff et al. (2013) would class as
ounrel atedd and which McEnery and Hardie
t han 6parallel 6. Il n ot her words, these me

different languages using tharse sampling method.

The first method for creating comparable corpora which | will discuss uses the
Boot CaT toolkit (Baroni and Bernadini, 20

Very briefly the process works as follows:

1. Aninitial list of wordsare defined which are expected to be relevant to the
domain being researched.
2. Thewords are randomly combined and used as search terms in a web search

engine.
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3. The topn pages returned by the search engine are selected and converted to
text files which arencluded in the corpus
4. New sarchterms are then generated from these pages and the process runs

iteratively until stopped.

Baroni and Bernadini (2004) use this process to create an English and an Italian
corpus, with limited success. Of 30 pages randa®lgcted from the English corpus,

ten were found to be unacceptable, and in a random selection of 30 from the Italian
corpus nine were found to be unacceptable. They also found that the newly generated
search terms (step 4) were limited in their acceptalfiBaroni and Bernadini, 2004).
Thus, BootCaT is certainly a useful tool for generating corpora from the web, but is
limited in its ability to create comparable corpora which closely match each other for

topic.

A similar method for creating comparalderpora from the web is discussed
by Talvensaari et al. (2008). This method uses focuseecvestding, and works as

follows:

1. A set of URLs which are known to be relevant to the topic to be collected are
specified.

2. These URLs are placed in a queue, andaa@ed one by one.

3. Out-links of the page are extracted and added to the queue.

4. The queue can be prioritised usingraver query(words from the desired
domain) which is specified at the start of the process. Pages are compared to
the driver query to seehich are most relevant to the topic.

5. Process continues until the queue is empty or the process is stopped manually.
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Talvensaari et al. (2008) use this method to create two comparable corpora in order to

test domairspecific translation.

Ghanietal. (200) propose anot her method, <calll
generating comparable corpora from the web. This process works in a similar way to

those outlined above:

1. Decide on two sets aritial documents: one set whichdiaeen judged to be
relevant to the gin query, and one set which has been judged as irrelevant.

2. These documents are used for query generation based on thatald$
each word (probability of the word occurring in the relevant andrat@vant
documents).

3. The three words (botpositive and negative) with the highest oddsos are
used for query generation.

4. After each retrieval operation, the first document is automatically analysed to
check that it is in the target language.

5. If the document is in the target language therstteof documents are updated
and query generation is performed again. If the new document does not
change the query then the next document is used.

6. This process is performed iteratively.

Ghani et al. (2005) illustrate that this method can be used to corataa of under

resourced languages, such as Slovenian.

A problem with all of these methods is that by usarggt of initialqueries or
pages, you end up only finding what you set out to find, at least in terms of topic. For
the creation of comparabtorpora where it is the language dimension which varies

this poses no problems, rather, it is the whole point of the process. However, for the

82



creation of corpora which will be comparable across time periods this is detrimental.

By limiting what you cokct to what is identified using your initial search terms you

risk missing out on the collection of new topics which have become relevant since the
earlier corpuswascreatéde . g. O6Brexitd is a new topic
exist just a few yearago) Furthermore, it is unlikely that these processes would be

suitable for the collection of corpora where the time dimension varies. These web

crawling methods do not take account of the date that a text was published, and so
cannot limit the crawltdt ext s publ i shed in a particular
(2013: 126) state that, in the creation of the enTenTen corpus, most web pages do not
reliably state when a text was written; the only information available is the date that

the crawl was cared out. Le and Quasthoff (2016), in their construction of the

Vietnamese Corpus, search the veewled corpus for the frequencies of the years
19802030, and propose that fAthe distributic
with the origin ofthetex s 6 ( Le and Quasthoff, 2016: 41
assumption, and relies totally on the date of publication being listed within the text of

the web page. Of course, an archive such as the WayBack machine could be used to
access web pages fronparticular time period (Arora et al., 2015). However, this

presents a similar problem in that the search will return anything present on a website
within the analysts selected time period, and does not guarantee that the text was

written on that particuladate. Also, if the corpus being created aims to represent texts

from any further back than the early 2000s, then there would probably not be enough

texts from the target time period which have been digitised and put online anyway.
Similarly, these methadare all designed to aid collection of texts about very specific

and narrow topic fields, which would be unsuitable for the creation of comparable

general corpora. The fact that all of these methods useragbing technigues is also
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problematic in someases. For example, one of the main aims of the Written
BNC1994 was to be neopportunistic (see Chapter 1), and as such the Written
BNC2014 will also be created napportunistically. A wekcrawl is an opportunistic
method of data collection, and so thésehniques are unsuitable for anyone wishing
to create comparable corpora rmpportunistically. All of these factors make these

methods unsuitable for collecting data for the Written BNC2014.

3.3.2.2 Testing corpus comparability

Another problem with @ating corpora from the web in the ways described in
section 3.3.2.1 is that once they have been created, unless they are very small, we
cannot know their composition (without undertaking an extremely time consuming
manual analysis). Sharoff (2013) notkattthis problem is exaggerated when creating
and using comparable corpora because we ¢
by sendi ng c o (Shaoff, 2¢l8:¥L4).dcShaeoff (RGL3) proposes a
method of analysing the contents of corpora gengraben the web. Very briefly, this
met hod involves statistically identifying
corpora under evaluation which can then be compared to those identified in the other
corpora to which they are claimed to be comparablerder to assess the level to
which these corpora are truly comparable with one another (Sharoff, 2013). This could
be a potentially useful way of analysing how comparable the Written BNC2014 is to
the Written BNC1994; however, it does of course requoté lborpora to be created
before such an analysis can be performed. Thus, this method cannot helpeaseto
a corpus which is comparable to the Written BNC1994, although it may be useful in
designing the comparable sabrpus of the Written BNC2014 (disssed in section

3.4).
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Il n addition to Sharoffdés (2013) met hod
corpora, other methods have been designed by linguists. Kilgarriff (2001) presents a
method for use with monolingual corpora, but Sharoff (2013) notes teandthod
could also work for testing the comparability of corpora of different languages.
Kilgarriff (2001) proposes a method for t
Similarity Corporad6é (corpora composed of
categores, but different across categories). The distance between the corpora under

guestion can then be measured by the overlap in their keywords.

Kohler (2013) also outlines a method for assessing the comparability of
corpor a, but f i matitteshforcoenparabilityastinteiidedf a a sy st e
number of predicates come into play which are logically connected to comparability
and must be discussed before.o (K°hler, 2
representativeness, homogeneity, homoscedasticity anasheksyand corpus
balancing (see section 3.2 for a discussion of some of these issues). Once these issues
have been considered, Kdhler (2013) outlines a method for testing the comparability
of a corpus whilst creating it. The method (greatly simplified)ks@s follows (for

creating comparable corpora in different languages):

1. Firstly, you must have one corpus already created, and wish to create another,
comparable corpus in another language.

2. Create documents which are direct translations of some of tiseinexie
already created corpus.

3. Use statistical tests to determine how the translations behave in relation to the
original corpus for a parameter which you are interested in (Kdhler, 2013, uses
the example of sentence length). This becomes your hypstinasn which

your text collection will be based.
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4. Then test the documents which are being considered for inclusion against this
hypothesis. If they do not fulfil the hypothesis then they cannot be included in

the corpus; if they do then they are included.

This method must be repeated for every parameter which is expected to be relevant to
the comparable corpora, so would be extremely time consuming. It must also be noted
that by collecting a corpus based on parameters which you expect to be relevant, you
will greatly limit the diversity of the corpus, and, similariythe above, may only find

what you set out to find.

3.3.3 The Brown Family

In this section | will introduce the Brown Family of corpora, and outline some
of the research which has been done using it. The Brown family consists of multiple
corpora, which are all considered to be ¢

sense of caparable corpora.

The first member of the Brown Family was the Standard Corpus of Present
Day American English (later renamed the Brown Corpus) which consists of
approximately 1 million words of American English prose produced during 1961
(Francisand Ku e r a 1979) . The corpus contains !
with samples representing a wide range of styles and varieties. The corpus was built in
two phases: an initial classification of samples and decisions regarding how many
samples of each agory would be included, and then a random selection of the
samples for each category (Francis and Ku
became the model for all subsequent members of the Brown family which have been
created (see table 3b for the samplirame, and table 3c for all members of the

Brown Family). As can be seen from table 3c, there are many members of the Brown
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Family, and all represent a particular language variety at a particular point in time.
The fact that they are all created accogdimthe same sampling frame means that
they can be used to make diachronic comparisons within language varieties and

comparisons between language varieties at various time periods.

Table 3b: Sampling frame for the Brown family of corpora (McEnery anddiéar
2012: 97).

Text categories Broad Genre No. of texts % of corpus
A Press: reportage | Press 44 8.8
B Press: editorial | Press 27 5.4
C Press: reviews | Press 17 3.4
D Religion General prose 17 3.4
E Skills, trades and| General prose 36 7.2
hobbies

F Popular lore General prose 48 9.6
G Belles lettres, General prose 75 15
biography, essays

H Miscellaneous | General prose 30 6
(government &

other official

documents)

J Learned and Learned 80 16
scientific writings

K General fiction | Fiction 29 5.8
L Mystery and Fiction 24 4.8
detective fiction

M Science fiction | Fiction 6 1.2
N Adventure and | Fiction 29 5.8
western fiction

P Romance and Fiction 29 5.8
love story

R Humour Fiction 9 1.8
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Table 3c: Corpora within the Brown Family.

Corpus Language variety Period

B-Brown American English 1931 +/ 3 years
Brown American English 1961

Frown American English 19911992
AmMEQ6 American English 2006 +f 1 year
BLOB British English 1931 +f 3 years
LOB British English 1961

FLOB British English 19911992
BEO6 British English 2006 +f 1 year
Kolhapur Indian English 1978

ACE Australian English 1986

WWC New Zealand English 19861990

Much of the research done using the Brown Family has, unsurprisingly,

focused on thenvestigation of diachronic change in the languages within the family

which have multiple corpora from different time periods. Much of this diachronic

style of research has focused on researching the specific social change of

6colloquialisht{({@062: wARthdkééenes

as na

language gradually to acquire norms and characteristics associated with the spoken

conver sational

from the Written BNC2014). Mair (199 206) notes that in studies which have

compared t he

change were

| anguagebo
LOB and

notedo and i

FLOB

(see

corpor a,

nstead

chapter 9

Anvery

suggest s

colloquialisation of the norms of written Englisthizh has taken place over the last

thirty

year so.

For examp

| e,

L eirelttat ( 200 2)

thereis a trend of colloquialisatio(features typical of spoken language spreading in

written language; see chapter Bhe findings indicating colloquialisation include the

use of the present progressive construction increasing, contractions increasing, a

decline in the use of the passia®d an increase in questions (Leech, 2002: 74).
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Furthermore, Mair et al. (2003) compare tag frequencies in LOB and FLOB and their
findings echo those of Mair (1997) and Leech (2002). They conclude that the change

in tag frequencies which they observe, dgample a 7.3% rise in verbs in the

reportage samples, is not a direct indicator of grammatical change but is rather a style
change indicative of colloquialisation. Baker (2009) builds on this research by

comparing pronoun usage in BLOB, LOB, FLOB, a6 . He concl udes
higher frequencies of first and second person pronouns in the BEO6 are indicative that
colloquialisation or O6involveddé discourse
English than in previ ou:s3273 butrdods hateghatper i od s
more linguistic features would need to be investigated before stronger claims could be

made.

The corpora of the Brown family have also often been used to investigate
cultural differences and cultural change. Leech and Fallo®2)18&mpare word
frequency lists in Brown and LOB in order to attempt to identify cultural differences
between America and Britain. They take the linguistic items with the greatest
significance from each corpus atnéd, cat egor
Obusinessdé, oOmilitaryd and o6éeducationd in
cultures. Leech and Fallon (1992:-48) sum up their findings as follows (although

they do acknowledge that this is a dwild

[W]e may propose a diare of US culture in 1961masculine to the point of
machismo, militaristic, dynamic and actuated by high ideals, driven by
technology, activity and enterpriseontrasting with one of British culture as
more given to temporizing and talking, to bertefg from wealth rather than

creating it, and to family and emotional life, less actuated by matters of
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substance than by considerations of outward status. (Leech and Fallon, 1992:

44-45).

Much research since has built on these findings using more co@Quttas (2003)

conducts a very similar study using FLOB and FROWN in order to see if the cultural
differences identified by Leech and Fallon (1992) still held true 30 years later. He

found that some cultural differences had changed, for example, Americagas had

a greater interest in sport or transport than Britain, and America had lost the masculine
bias found in Leech and Fallondés (1992) s
found that most of the diffemst#hedeue f ound
for acomparisorof UK andUS Englishusingtextswrittenin thel 9 9 (Oakes,
2003:221).Baker(2011)uses BLOB, LOB, FLOB, andBEO6to investigatdanguage
changewithin British English. Amongsthis findings aboutlinguistic featuressuchas
grammaticachangeBaker(2011)alsohypothesisethat someof his findings could

be indicativeof culturalchangeForexamplethewordé ¢ h i Iwdsfoendtd

increasan frequencyovertime which could represent culturalshift towardsgreater

anxiety aboutdangergosedo andby children.PottsandBaker(2012)drawtogether
thesecrossculturalcomparisongnddiachronicinvestigationsn their studywhich
investigatesvhethersemantidagscanshowculturalchangeusingBrown, Frown,

AmMEO06,LOB, FLOB, andBEO06.PottsandB a k g20B2Xindingslargelyechothose

of LeechandFallon(1992)andOakes(2003)in thattheynotefithe continued focus of
British English on words to do with ti me,
AmericanEngl sh focus on the military and weapo
and Baker, 2012: 321). However, Potts and Baker (2012) do admit that they are

hesitant to conclude that their findings are firm proof of actual cultural differences, as

many of the obseevd di f f erences may simply be 6top
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Other researchers have used thevBré-amily to comparaspects of British
and American English. Hundt (1997) a&own, Frown, LOB, and FLOB to
investigate whether British English has been catchingittpAwmerican English in
terms of morphological, syntactic and lexigiammatical change. Hundt (1997: 146)
findst hat AAME, with the occasional exceptic
mor phol ogi cal a nBakes(201i}tuses the BcowrcHarailpaf e s 0 .
corpora to compare a wide variety of linguistic phenomena in American and British
English.Baker (2017 presents far too many findings to detail them all here, but this
expansive study makes full use of the Brown Family of capolinvestigate
differences and similarities between the two varieties. BE@&Y7 237) finds that
American English is fAat the forefront of
words, British English is lagging behind American English in tesfrgrammatical
changes. However, this same trend of O0Ame
differencesor semantic tag use (Baker, 20287).Baker (2017 236) links his
findings to six major trends: tbMhmer i cani s

informalisation/colloqu al i sati on, grammaticalisation

Another use of the Brown family has been to investigate the differences
between text types. Johansson (1985) congiitheevarious LOB text categories and
findsthe most siking and consistent differencaseb et ween oO6f i ct i ondé ar
and scientific Englishd. They find that,
fiction texts whilst nouns predominate in learned and scientific texts; fiction favour
adjectives desibing personal qualities whilst learned and scientific texts favour
adjectives describing ngpersonal qualities; and fiction texts favour the past tense

whilst learned and scientific texts favour the present tense.
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3.3.4 ARCHER

Anothercollection of corpora which allows for similar comparisons to those
facilitated by the Brown Family is the ARCHER collection. ARCHER was designed
t oinvestigate the diachronic relations among oral and literate registers of English
between 1650 andthegr&e nt 6 ( Bi ber et al ., 1994:1).
written and spoken British and American English, and the breakdown of the corpus
can be seen in table 3d. In total ARCHER contains approximately 1.7 million words,
with around 2,000 words per registeeddable 3e) in each corpus (Biber et al., 1994:
4).

Table 3d: Chronological and geographical coverage of ARCHER (Biber et al., 1994:
3).

British American

1. 16501699

2.17001749

3. 17501799 4.17501799
5. 18001849

6. 18501899 7.18501899
8. 19001949

9. 19501990 10. 19561990

Table 3e The registers of ARCHER (Biber et al., 1994: 4).

Written SpeechBased
JournalsDiaries

Letters

Fiction Fictional conversation
News Drama

Legal opinion (1759 USA only) SermonsHomilies

Medicine (excluding 18-cent. USA)

Science (British only)
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Similarly to the Brown Family of corpora, and perhaps unsurprisingly, a
predominant use of ARCHER has been for diachronic investigations. For example,
Broccias and Smith (2010) use the British component of ARCHER to investigate the
diachronic change oftrei mul t aneity subordinator O0asbé6.
dramatic increase in the frequency of simultaneitglasses from the first half of the
nineteenth century onwardso (Broccias and
it he s pr e abdsymptomatia af &n ewolution in narrative techniques,
particularly in respect of the means by which complex events are typically
representedo (Broccias and Smith, 2010: 3
to investigate grammatical change in the nphrase, and to consider whether
linguistic innovation always occurs in spoken language before written. They research
historical patterns in the use of, amongst other features, nouns as nominal
premodifiers and prepositional phrases as nominal postmogddieasind that whilst
Alt i s not possible to prove that these ¢

than in speecho (Biber and Gray, 2011: 24

characteristic of written rather than spoken discourse over ghévpa centuries.

Another similarity in the use of the Brown Family and ARCHER is that
ARCHER has also been used to investigate differences between texPgpes.
Guerra and Martinelnsua (2010) compare the lexical and syntactic complexity of the
newsand letters text types in the British component of ARCHER. Timejtihat the
proportion of pronominal subjecisgreater in the letters, the proportion of non
pronominal subjects and objedsgreater in the news texts, and the average length of
syntadic units in the news texis greater than in the letters (Pé&@mnerra and

Martinezlnsua, 2010). They interpret these findings as showing that news texts have a
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greater level of complexity than letters. Additionally, the diachronic nature of
ARCHER alloved the researchers to show that these differences have not varied

greatly over the last three centuries (PéBererra and Martinelnsua, 2010).

3.3.5 Conclusion

This section has introduced the concept of corpus comparability, and has
considered what Wi | be meant by O6comparabilityd in
BNC2014 throughout this thesis. Comparable here has nothing to do with comparable
corpora which represent translations of texts in multiple languages, but rather refers to
diachronic comparabilitywhere there are two corpora, both created using the same

sampling frame, which vary only in the dimension of time.

| discussed welsrawling methods which have been tested for creating
comparable corpora, but found that, for various reasons, none ofitbekkbe
suitable for collection of the Written BNC2014. | also discussed some methods for
testing the comparability of two corpora,
method of identifying and comparing clusters and topic models would not belsuita
for assessing the whole of the two corpora, it may be useful for guiding our creation of

the comparable sutorpus of the Written BNC2014 (see section 3.4.2).

| have also introduced two collections of comparable corpora (the Brown
Family and ARCHERRENd given a brief overview of the kinds of research done with
these corpora in order to give an idea of the kinds of things that the Written BNC2014
may be used for. In section 3.4 (and chapter 4) | will discuss the decisions made about
how | will ensure hat the Written BNC2014 is comparable to the Written BNC1994. |

will also discuss the important interaction between comparability and
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representativeness, and the extent to which this will impact on how comparable the

corpora will be.

3.4. Representativenesvs. Comparability

3.4.1 The Problem

As sections 3.2 and 3.3 have shown, both representativeness and comparability
are complex and important issues which must be considered when creating a corpus.
However, they can often be at odds with one another. Leech (2007:142) points out that
ian atoachienp greater comparability may actually impede representativity and
vice versao. This is because of O0genre ev
and old genres decay. Thus, corpora which are created to be comparable to corpora
from a previas time period may lose their representativeness because they must
include old genres which have disappeared, because they were included in the older
corpus, and cannot include new genres which have emerged, because they were not
included in the older coys.Of course, as well as decaying or emerging, genres can
also O0shiftod. For example, there is no gu
years ago will contain the same type of d
example of this is vespapers: in the past there was a clear distinction between
Obroadsheetd and otabloidd new articles,
time and what was once a broadsheet article may now be classified as a tabloid article.
This is certainly the @ in the BNC1994 and 2014, and has resulted in these genres
been given different labels in the 2014 corpus (see section 6.5 for a full discussion of
this). Baker (2009: 335) discussgsnre evolutionn relation to the Brown Family of
corpora. Heconsider iwhet her a model that was devel

always be appropriateo. For example, ther
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being published in the 1960s, when the Brown Family sampling frame was first

created. This has resulted in allmigers of the Brown Family having to include a

greater amount of Science Fiction than is representative of the time period of the

corpus being created because it is included in the original sampling frame. In creating

the BEOG6 corpus, Baker (2009) only imdéd texts which were originally published in

paper form in order to stick more closely to the original sampling frame. However, he

concedes that #Aif we |l imit corpus buildin

published in paper form (as | did withe BEO6), we risk building a rather

anachronistic and idiosyncratic corpus that does not reveal much about the true pattern

of language use in the twenty first centu
This problem was one which was encountered in the early stages of creating

the sampling frame for the Written BNC2014 (see chapter 4). Once an initial version

of the sampling frame had been credtsdnt itto various experts in corpus creation

in the ho of getting their feedback on how the sampling frame could be imprbved.

contacted 27 expertsome because they had worked extensively with the BNC1994

in the past (either on the construction of it, or using it as a data source), some because

they are stablished experts in the field of corpus linguistics, and some because they

represented the engsers of the corpus. All of the experts were sent an email which

introduced them to the Written BNC2014 project, and contained an attachment

detailing (both irbrief and in full) the decisions made in the creation of the initial

sampling frame. All experts were asked to

summary or, if you prefer, the full document and provide us with any comments,

suggestions, oropinionsyasnay haveo.

Of the 27 emails sent, | received 11 detailed responses. One of the most

obvious, and most often repeated, pieces of advice which | received was that the
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corpus was not comparable enough to the Written BNC1994 to be useful for

diachronic stues, but was also not representative enough of current British English

to allow research on contemporary language. A piece of feedback which neatly
highlights this issue is Altodés I mpossible
comparability at the samei me. 6 I n ot her words, in tryi
comparable to the Written BNC1994 and representative of current British English, |

had actually achieved neither to a sufficient degree.

Five of the responderitfelt that | should prioritise theomparability of the

corpus:
AFor me personally, comparability with
I mportant than the representativeness
AFor me, the effort to-gpeoge paleasend aRa

me, the top criterion would be EASSOMPARABILITY across the OLD

AND NEW BNC. o

However, there was one expert who felt that representativeness of contemporary
language was the more important criterion, in order to make the project valuable in the
future. Despite being the only person to @ifly state this opinion, this view has

been given a relatively high weight in my decision making as this comment was from
an expert who had not worked with the BNC1994 extensively and represented an end
user who was not invested in the past of the BNgjept as many of the other

respondents were.

4The names of the respondents are not given here as thesertnwere made as part of a
confidential, earlystage consultation.
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Al think one thing to bear i nlookni nd i s
backwardgo be a match to the old BNC, but it should also try to be forward
thinking - what will the next BNC look like (sayin30ear s6 ti me?) An
language use changes, will sticking to an old model start to increasingly make

the BNC project feel outdated and unwo

3.4.2 The Solution

Clearly the sampling frame which | initially created was not suitable for either
diachranic purposes, or for investigating contemporary British English. Thus, a
resolution had to be found for this issue. Initially, it seemed that | would have to
choose either comparability or representativeness as our top criterion and accept that
whichever me | chose would limit the usefulness of the corpus in respect to the other.
Personally, | felt that representativeness should be prioritised as this would ensure the
longevity of the project and would avoid the problems encountered by the Brown
Family, dscussed above. On the other hand, | could absolutely see that diachronic

studies would be an important and very interesting function of the Written BNC2014.

Despite it seeming initially impossible, | managed to arrive at a solution to the
problem of repreentativeness and comparability without having to choose one or the
other. In designing the corpus | have prioritised representativeness of contemporary
British English. This takes the fo+rm of,
| a ngua g al@ringthedrofostions of genres compared to the Written
BNC1994 (see chapter 4 for a full discussion of the sampling frame). The updating of
the BNC1994 genres has a precedent in the American National Corpus (Ide, 2008; see
section 2.5), which aimed follow the framework of the BNC1994 but included

6newd genres which had emelnguwmge. si nce t he
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However, once the corpus has been created | will create @spiss which
will be fully comparable to the Written BNC1994 (this will dene after the
completion of this thesis, and, thus, will not be discussed further here). Thus, the
corpus will be representative of contemporary British English, but it will also be

possible for diachronic studies to be carried out using the comparakteus.

It is of course important to remember all that was discussed in section 3.2,
which indicated that achieving full representativeness of a language is often
impossible, or at least impossible to prove. | will not have time on this project to put
any of the cyclical procedures mentioned into practice, and many of our sampling
decisions will be influenced by availability of data. However, as recommended in
section 3.2, | will strive for representativeness as much as | can whilst acknowledging
that ths will not be achieved perfectly. | will also provide users of the corpus with
clear descriptions of how the corpus was created so that they can make their own
assessments of the representativeness of the corpus. These issueeligittasl
upon andliscussed further in chapterwhere | detail the design of the Written

BNC2014 sampling frame
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Chapter 4: Designing the Written BNC2014 Sampling Frame

4.1 Introduction

In this chapter | will introduce the Written BNC2014 sampling frame. Section
4.2 diswsses how the texts included in the corpus were classified in the sampling
frame. Section 4.3 considers the design of the sampling frame, and returns to many of
the concepts discussed in cha@evhen considering creating representative corpora.
| will discuss the decisions made relating to population definition, sample size,
number of samples, corpus size, and sampling methods when designing the Written
BNC2014 sampling frame. Section 4.4 conssd&e sampling frame in relation to its
comparability with the Written BNC1994, both in terms of the genres included in the
corpus, and the proportions in which these genres are represented. | finish, in section
4.5, by summarising how the design of theittén BNC2014 sampling frame will

affect the representativeness and comparability of the corpus.
4.2 Classifying texts in corpora
4.2.1 Introduction

In this section | will explain how the texts within the Written BNC2014
sampling frame were classifieddatabelled. 1 first briefly introduce the concept of
genre theoryand consider what this approach can bring to the discussion of the use of
the termgenrein corpus creation. | will then consider some of the most common ways
of classifying texts in lingstics, namelygenre register, styleandtext type before
settling on clear definitions for these terms which will be used consistently throughout
this thesis. | will then look at how the texts in three previous national corpora (the

Brown Family, the CRE, and the BNC1994) were classified. Finally, | will bring all
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of this information together to come to a conclusion about how the texts in the Written

BNC2014 will be classified.
4.2.2 Genre Theory
4.2.2.1 Introduction

In this section | will discuss briefly the studygénre theoryGenre theorists
are concerned with defining whaganreis, finding systematic ways in which to
classify genres, and examining the way different structures of meaning are created
through tle various genres of writing which exist (Frow, 2006). | will only discuss
genre theory briefly here as a full account would not be relevant to the aim of this
section (to discover how different terms, including genre, have been used in the design
of previaus corpora). Moreover, as will be seen in section 4.2.2.2, there seems to be a
general consensus that it is not possible to come up with a full list of genres, but it
would be difficult to discuss genre without a mention of this extensive area of
researchl will not explore the history of genre theory here, but, for those who are
interested, Frow (2006) and Duff (1999) both provide interesting accounts of the

history of genre theory.
4.2.2.2 Approaches to genre

As mentioned in section 4.2.2.1, many getihwieorists are concerned with how
to classify genre intgenresystemsDuff (1999: xiii) definesagente y st em as A a
of genres that is understood to form a coherent system of some kind; or a theoretical
model that offers a comprehensive list of geraned an explanation of the relations

bet ween t hemo. I n this section | wi | | di s

that genre theorists have proposed.

101



Fowler (1982) discusses the idea of classifying genres according to a logic of
family resemblancen this theory texts could belong to a genre if they had some
common features, without necessarily all having any single feature in common. Frow
(2006) extends this theory by discussing genres in terms of prototypes. So, it would be
possible to think o& text which is a prototypical member of a genre and then classify
other texts according to how similar to the prototype they are. However, Frow (2006)
also points out that this still leaves the problem of how to know when a text is too

dissimilar to the pototype to be included in the genre.

Another way in which genre theorists have framed genre is in terms of
situation and behaviour. Frow (2006) discusses the idea that a text cannot hetaally
particular genre, but ratherparticipates inone or moe genres. Frow (2006) views
situation as a very important part of this, defining genre as a relationship between a
text and the situation that it occurs in. He then goes on to demonstrate how this can be
seen in everyday life: genre tells us how to behawertain situations by, for
example, showing us, through a combination of text and situation, whether a story
should be taken seriously or whether it is a joke. Dubrow (1982: 2) points out that
genre, similarly, if unct stablislked betweehthd | ke a

aut hor and his readero.

Frow (2006) and Rosen (2013) (amongst others) express the opinion that there
is not, and cannot be, a complete list of all genres and how they relate to each other. In
fact, Frow (2006: 2) begins his book tating that he is not concerned with
classifying genres or comprehensively covering the full range of genres because he
believes that there is no fAimaster |isto.
genre structures which have been inventedatdixed structures which have been

deduced from empirical investigation, and further highlights that there is not even a
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consensus on what the word genre can be used to mean. Frow (2006: 52) believes that

ways of thinking about genre using metaphor (such t he o6f ami |l ydé and

behaviour d metaphors discussed above)

form of ordering that is i n many ways

Thus, it seems clear from this very brief overview of genre theory that this
appraach to the study of genre will not be relevant to the Written BNC2014 project.

Whilst it is interesting to theorise about how one could classify genres within this

ar e

r

perspective, it seems that there is no agreement on how one might do this. Thus, it will

be more useful to look into how genre has been approached by corpus linguists

previously, to see what approaches to classification have worked in the past. This will

be addressed in section 4.2.4 of this chapter.

4.2.3 Genre, register, style, text typé some definitions

4.2.3.1 Introduction

As well as the termgenre the termsegister, style andtext typeare often used
by linguists to describe and categorise the texts which they are working with or

studying. However, the definitions of these termsadien unclear, overlap, and are

es

used differently by different |linguists.

terms register, genre, and style have been central to previous investigations of
di scourse, but they have.They emphasisethel i n

i mportance of being aware that @Athere

these terms. Many other linguists also point out that these terms are used differently,

and sometimes interchangeably, in the literature (Lee, 20@iam 2008;
Taavitsainen, 2001). Lee (2001) believes that the terms gedreegisteare the most

confusing precisely because they are often used interchangeably. Biber and Conrad
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(2009) support this by pointing out many studies where one of theseiseaidepted
and the other simply disregarded. However, some linguists do make a distinction
between the two terms, but define them very differently. For example, Taavitsainen

(2001: 141) defines register as a broad t

several genreso, whereas Nunan (2008: 59)
grained analysis than genreo, where the a
and then goes deeper into the texto to per

(Nunan, 2008: 60). So it seems that there are different definitions of these terms being

used which are directly contradictory and irreconcilable.

This section aims to disentangle these definitions and develop clear definitions
for these terms which iWbe used throughout this thesis. The following sections will
consider some of the most widely used definitions of the different terms; there are
many studies which use these terms in subtly (and sometimes less subtly) different
ways, but due to spacerwiraints | have limited my discussion to those definitions

which are most commonly used.

4.2.3.2 Genre

Genre is a term which can be defined in terms of culture, and analysed in terms
of linguistic factors. Some literature takes account of both aspetctex&mple,
Hyl and (20009: 15) defines a genre as a te
structure, specific linguistic features,
of the literature which focuses on defining gefireuses on the cultal context.
Taavitsainen (2001: 1394 0) st at es t hat genres fAare in
schemata used to organise knowledge and e

(1997: 6) also views genre in cudgoriasr al t e
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readily distinguished by mature speakers
genres fANhave the property of being recogn

groupinggof texts within a speech communityo.

However, Biber and Conrad (2009nehasise the linguistic aspects of
analysing genre. They state that in order to analyse a text from the genre perspective,
account must be taken of purposes, situational context, and conventional structures
within a complete text. The genre perspectivemfbcuses on linguistic features
which only occur once within a text, and for this reason Biber and Conrad (2009) state

that genre analysis should only be performed on complete texts.

There are criticisms of these ways of defining and analysing gemsgbdrg
(1997: 12) points out that ATexts within
|l i nguistic characteristicsé On the other
l i nguisticallyo. Nunan (2008) mdisthesepoi nt s
ways. He notes that there is great difficulty in knowing when two texts are different

enough from each other to represent two different genres.

4.2.3.3 Register

Whilst the definitions of genre, discussed above, were concerned with culture,
definitions of registeare concerned with situation. Nunan (2008: 59) states that
register analysis takes account of three situational variables: the subject matter of the
text (field), the relationships between the producers and receivers of a tex}, @ewdor
the channel of the communication (mode).
variety of |l anguage defined according to

refers to this as fAvariety according to u
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Biber and Conrad (2009) alsavour this situational definition of register, and
contrast register analysis with genre analysis. Whilst gamabysis requires complete
texts in order to find linguistic features which may only occur once within a text, a
register analysis can be parnfted on any excerpt of a text because a register analysis
Afocuses on the pervasive patterns of |in
23) . Bi ber and Conrad (2009: 6) explain t
when considered fromthee gi st er perspectiveo, or in o
features occur in texts because they are particularlysué#d to the situational

characteristics of that register.

Trosberg (1997: 6) argues that register analysis reveals relativielyabbut
genres, and so registersare-subvi ded i nto genres in order
purposes are accomplished in and through
Lee (2001: 46) provides a goodcemaampl e of
legal register(focus: language), but of the instantiation of this ingbaresof
ocourtroom debates, 6 oOowillsd and Ot est ame

category membership)o.

4.2.3.4 Style

Biber and Conrad (2009: 23) statethatpaoonl vy, st yl e fAhas be
characteristic way of wusing | angsatto 0dad e
with an individual s use of | anguage. 0 Th
language and is termatlylistics(Biber and @nrad, 2009: 23). This notion can also
be applied to the study of conversational
described as having distinctive conversat

The analysis of style can be seen to be similara@ttalysis of register, because it
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focuses on linguistic features which are distributed throughout text samples in a
variety. However, it is different to a register analysis because in thepst@pective
these linguistic features are due to the aestipeéferences of particular authors or
particular time periods, rather than being situationally motivated (Biber and Conrad,

2000: 2).

4.2.3.5 Text type

Biber (1989: 39) identifies text types being defined strictly by linguistic
criteria (as opposed to genres which are defined according ttingarstic, cultural
aspects). Thus, text types often cut acro
distinct texts within a genre represerffaetient text types; linguistically similar texts
from different genres represent a single
(referenced in Lee, 2001) proposes some e
6anecdot ed, 0descr (ROt 40ppoidts oatthat thesélwowebee r |, L
better termed fidi scourse/rhetorical struc

rhetorical features rather than Biberds (

Lee (2001: 41) is of the opinion thattextp e i s st il |l an del us

cannot be established explicitly in terms

4.2.3.6 Terminology in this thesis

Moving forward in this thesis | will use these terms according to the
definitions outlined below. | havehosen these definitions both because they are those
most commonly found in the literature studied, and because they are the definitions

which most convincingly differentiate the terms clearly.

Genre A category of texts which is easily recognised by a bemof the culture.

Genres can be identified using external,-foguistic criteria.
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Register A category of texts which are recognised according to their situation of use.

Style A particular characteristic way of using language (e.g. a particular dushoro r
t i me p e r;thieid @term mdstyftea used in the literary analysis of language

and was the least exemplified in the literature reviewed).

Text type A category of texts which have similar internal, linguistic features.

4.2.4 Text classifiation in previous national corpora

When considering how to classify the texts included in the Written BNC2014,
it has been important to consider how other national corpus projects have approached
this issue. Thus, in this section | will briefly outlinevihprevious national corpus
projects have approached the classification and labelling of texts. This will allow me
to see if there is a common standard for the classification of texts in national corpora,
and also allow me to assess the success of theugadexisions which have been
made in corpora previously, in order to make an informed decision about how texts
will be classified in the Written BNC2014. | will focus on the Brown Family of
corpora, the Corpus de référence du Francais contemporain (CifeGje British

National Corpus 1994.

4.2.4.1 The Brown Family

As discussed in section 3.3.3 the Brown Family is a collection of corpora
which all contain approximately 1 million words of some national language variety
from a particular time period. Atif the corpora within the family have been created
using the same sampling frame (see section 3.3.3 for more details). In the Brown
Corpus Manual, Francis and Kulera (1979)
being split intocategoriesrather thamenresor registersetc. They do make one

~

reference totheterstyleir i The sampl es represent a wide
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varieties of proseo (Francis and Kul er a,
the text samples, when taken together, incotpaaavide range of characteristic ways
of using |l anguage. However, in Baker s (2
of corpora he states that the corpus fAcon
were further divided into fifteen sudp e n r e sr@d2009)Bsaecénsistent in his use of

the termgenreto describe the texts in the Brown Family.

Table 4a shows the categorisation of the texts in the BEO6 corpus (a corpus

O\
D

within the Brown Family). There arte 3
fit best with the definition ofenrediscussed in section 4.2.3.6, i.e. they are mostly
categories of texts which could be easily recognised by a member of the culture,

without reference to internal criteria.

The genres which were included in thepmas were decided on during a
conference at Brown University by a group
however Francis and Kulera (1979) give no

were selected.

Table 4a Genres in the BEO6 (Baker, 2009: 317).

Broad text  Text category letter and description (‘genre’) Number of texts
category
A Press: Reportage 44
Press B Press: Editorial 27
C Press: Reviews 17
D Religion 17
o E Skills, Trades and Hobbies 38
g F Popular Lore 44
§ General G Belles Lettres, Biographies, 77
£ Prose

Essays
H Miscellaneous: Government 30

documents, industrial reports

etc

Learned ] Academic prose in various 80
Writing disciplines
K General Fiction 29
o L Mystery and Detective Fiction 24
-
2 M Science Fiction 6
5, Fiction
Ei N Adventure and Western 29
= P Romance and Love story 29
R Humour 9
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4.2.4.2 The Corpus de référence du Francais contemporain (CRFC)

As discussed in section 2.2, the CRFC
modern French (Siepmare al., 2017: 63). The composition of the corpus has been
inspired by the BNC1994 and COCA, but with an even greater diversity of genres.
The composition of the CRFC can be seen in table 4b. The corpus is divided at the
highest level according tmedium(spoken, pseudspoken, and written), and then
divided into genres. Medium is not a term which was discussed in the previous section
as it is a much broader type of classification than genre or register, and refers to the
channel through which language adcas(for example, speech or writing) he
written medium contains 8 genres: academic-academic books, prose fiction,
newspapers, magazines, diaries and blogs, letters and emails, and miscellaneous
(Siepmann et al, 2017). These genres conformyngathe definition of genre in
section 4.2.3.6 as they are all easily identified by members of the culture based on
external featuregsuch as the format and structure of the text, the location in which it

is found, the broad topic of the text etc.)
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Table 4b: Categorisation of texts in the CRF&lapted fronsiepmann et al., 2017:
70).

Medium Genre Size
Spoken Formal 30m
Informal 30m
Pseudaespoken Stage plays and film 30m
scripts
Film and daily soap 2,5m
subtitles
Text messages/chat 2,5m
Discussion forums 60m
155m
Written Academic 30m
Non-academic books 30m
Prose fiction 30m
Newspapers 45m
Magazines 10m
Diaries and blogs 5m
Letters and emails 1m
Miscellaneous 4m
155m
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4.2.4.3 TheBritish National Corpus 1994

At the highest level, the BNC User Reference Guide (Burnard, 2007) describes

the corpus as being divided into 5 text types: spoken demographic, spoken-context

governed, written books and periodicals, writetbe-spoken, andvritten

miscellaneous. This use of text type is inconsistent with the definition discussed in this

chapter, and the categories are actually more like genres, or mediums. It is unlikely

that the creators actually carried out any research to determine wihetbe different

text types were similar internally. Indeed, this would be problematic as the corpus

creators would have had to already have created the corpus in order to do this, by

which point a sampling frame is not necessary (see section 3.2.2.1).

Within the written portion of the corpus, texts were categorised according to

domain andmedium(see tables 4c and 4d). It is difficult to apply any of the labels

discussed above to these categorisations. Indeed, Lee (2001:51) points out that

Agenrrest caasi |y

BNC1994 are also classified according to time, author type, author sex, author age,

author domicile, target audience, audience sex, publication place, and sampling type

(Burnard, 200@).

Table 4c Written domains in the BNC1994 (Burnard, 2007).

be

found

at

Imagiative

Informative:
Informative:
Informative:
Informative:
Informative:
Informative:
Informative:
Informative:

texts

476

natural & pure science 146
applied science 370
social science 526
world affairs 483
commerce & finance 295
arts 261
belief & thought 146
leisure 438

w-units
16496420
3821902
7174152
14025537
17244534
7341163
6574857

11111

12237834

%
18.75
434
8.15
1594
19.60
8.34
747
345
1391

s-units
1352150
183384
356662
698218
798503
382374
321140
151283
744490

%
27.10
367
715
13.99
16.00
7.66
6.43
3.03

1492
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Table 4d Written mediums in the BNC1994 (Burnard, 2007).

texts w-units %  s-umits %
Book 1411 50293803 57.18 2887523 5788
Periodical 1208 28609494 3252 1487644 2982

Miscellaneous published 238 4233135 481 287700 376
Miscellaneous unpublished 249 3538882 402 220672 442
To-be-spoken 35 1278618 145 104665 2.09

In 2001, Lee created a new classification scheme for the texts in the BNC1994.
The scheme gave each text a gdabel, and some of these genres were grouped into
super genres, with the aim of allowing #fl
easily navigate through or scan the huge BNC jungle more easily, to quickly ascertain
what is there (and how much)dato make informed selections from the mass of texts
availableo (Lee, 2001: 37). Lee (2001) fe
system had many problems, which he aimed to solve by creating this new genre
scheme. The first problem is thattheecgtor i es ar e foverly broad
Lee (2001) points out that in the original domain classification there is no distinction
made between academic and famademic prose, despite the fact that the distinction
between these genres was made in tlesvBrFamily corpora, and has proved to be of
great interest to researchers (Lee, 2001: 53). Additionally, whilst it is a very positive
step that the BNC1994 contains a wide variety of imaginative texts such as novels,
poetry, and drama (whereas the BrowmHga only contains novels), there is no way
to distinguish between these genres when searching the corpus using the original
domain and mediurolassifications (Lee, 2001). Another problem with the original
classification of texts in the BNC1994 is thatrihevere many classification errors and
misleading titles in the corpus (Lee, 2001). Some texts were classified as the wrong
category because they had a misleading title; Lee (2001: 53) gives the example that

Amany texts with 0 tualgdassroenidisdussions dr eutorial t i t | e
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seminars involving a very small group of
Lee (2001) emphasises has no real solution, is that some BNC files are too big and
contain multiple different genres or sgbnres. Foexample, single newspaper files

| abell ed as containing 0 ddtheediar,instifutomlat er i a
editorials, and personal editorials. A final problem which Lee (2001) points out is that

a lack of genrelassification means théhe BNC1994 Samplén subset of the

BNC1994 containingwo collections of written and spoken material of about one

million words each, originally compiled to mirror the composition of the full BNC as

far as possiblecannot claim to be representativaenms of genre. Lee (2001: 54)
believes that #dAit is because o0domaind i s
Sampler turned out to be rather unrepresentative of the BNC and of the English

| anguage. 0 L esehénse fof tBeONOitleh BNERBIcanebe seen in figure

4a.

Genre (description of codes):

W:ac:humanities arts W:hansard W:newsp:other:arts
W:ac:medicine W:institut_doc W:newsp:other:commerce
W:ac:nat_science W:instructional W:newsp:other:report
W:ac:polit_law_edu W:letters:personal W:newsp:other:science
W:ac:soc_science W:letters:prof W:newsp:other:social
We:ac:tech engin W:misc W:newsp:other:sports
W:admin W:news script W:newsp:tabloid
W:advert W:newsp:brdsht nat:arts W:non_ac:humanities_arts
W:biography W:newsp:brdsht_nat:commerce W:non_ac:medicine
W:commerce W:newsp:brdsht nat:editorial W:non_ac:nat_science
W:email W:newsp:brdsht nat:misc W:non_ac:polit law edu
W:essay:school W:newsp:brdsht nat:report W:non_ac:soc_science
W:essay:univ W:newsp:brdsht nat:science W:non_ac:tech engin
W:fict:drama W:newsp:brdsht nat:social W:pop_lore

W:fict:poetry W:newsp:brdsht nat:sports W:religion

W:fict:prose

Figure 4a Leebs (2001) genre classifications
BNCWeb).
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4.2.4.4 Summary

It seems that, from this brief review of three previous national corpus projects,
genre is thelassification most commonly used in these kinds of corpora. The texts
within the Brown Family of corpora, whilst not referred to as such at the outset of the
project, have been referred to as genres, and neatly conform to the definition of genre
given insection 4.2.3.6. The creators of the CRFC classify their texts into mediums at
the highest level, and then into genres. The creators of the BNC1994 did not classify
the texts included in the corpus into genres, but rather into text types, which were
further divided by domain and medium. However, Lee (2001) highlighted the
problems associated with this method of text classification, and designed a new
classification system in which each text is classified according to super genre and
genre. This new classifation scheme was welcomed by users of the corpus, and has
proved very useful. The common use of the term genre to classify texts in national
corpora will be taken into account when making decisions regarding classification of

texts in the Written BNC201#h section 4.2.5.

4.2 .5 Text classification in the Written BNC2014

This sectionhas outlined the different ways in which texts can be considered
and classified by linguists. It is important to consider all of these in order to come to a
decision about he the texts included in the Written BNC2014 will be categorised.
After considering the different options | have decided that the texts in the Written
BNC2014 will be labelled agenresat the most detailed level, which will be grouped

into supergenres ard which will be split into 5 differentnediumsat the highest level.

This decision has been taken for 2 principal reasons. The first reason is that

this type of labelling fits well with previous corpus projects, and the definition of
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genre fits the textarhich will be collected well. As was shown in section 4.2.4,

previous corpora have used genre to classify their texts (e.g. the CRFC), and where
corpora have not been classified according to genre (the Written BNC1994) this type

of classification has beadded in later with great success. This shows that genre is a

way of labelling texts which researchers find useful, and so it seems natural that they

will desire this kind of labelling in the Written BNC2014. Furthermore, | want the

Written BNC2014 to bas comparable as possible with the Written BNC1994, so it

must employ as similar a system of classification as possible. The top level split into
mediums preserves some of the work done by the original creators, and then the
subsequent splitintosupger es and genres closely mirrol
classification system. As shown in section 4.2.2, there is no established system for
classifying genres, and so | will attempt to keep the labelling of the gasidsse to

Leebds (2001) | anbredetils anghisger sestiorb4l4dd., f or
Additionally, for the texts which | will include in the Written BNC2014, the definition

of genre as O6a category of texts which 1is

genres can be identified using extermaln-l i ngui stic criteriad wo

A second reason for the use of the term gemiabel the texts is that other
linguists have argued in favour of doing so. Atkins et al. (1992) emphasise that
selection of texts for a corpus must be base@xternal criteria because a corpus
where the texts were selected based on internal criteria would give no information
regarding the relationship between language and context (section 3.2.2.1). Indeed,
none of the texts included in the Written BNC2014 fae selected based on internal
criteria (see section 4.3); this rules out categorising texts into text types (see definition
in section 4.2.3.6). Lee (2001: 37) supports the use of genre to classify texts in a

corpus because it atidniwkichtishheoreticalyand of cat ego
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pedagogically most useful and most practi

may disagree on theoretical grounds with the use of genre to label the texts within the
Written BNC2014. As we saw, Biber and Conrad (20@ljeve that genre analysis

can only be performed on whole texts, rather than samples. Many texts in the Written
BNC2014 will be samples of texts rather than whole texts (see section 4.3.2), and so
Biber and Conrad (2009) may not agree with labellingexes according to genres.
However, Biber and Conrad (2009) in framing their criticism are talking about
performing a genre analysis, rather than simply labelling texts which can then be
subsequently investigated from multiple perspectives, so this smitiziay not be

entirely relevant to the discussion here. Furthermore, | believe that the arguments in
favour of a taxonomy based on genre for the Written BNC2014 far outweigh this

potential criticism.

4.3 Design of the sampling frame

Once the classificatiosystem for the texts included in the sampling frame had
been decided upon, | could then begin to design the sampling frame itself. This section
outlines the major decisions made in the design of the sampling frame, many of which
will be returned to in clipters 5, 6, 7, and 8 when discussing text collection in detail.
The sampling frame can be found in appendix B. Additionally, the eventual
composition of the corpus can be found in appendix C (although it should be
remembered, as has been noted on otheasians in this thesis, that all numbers

given in appendix C are provisional, as the corpus has not yet been finalised).

4.3.1 Population definition

As seen in section 3.2.2.1, defining the population is one of the first issues

which must be tackled whedesigning a corpus. The population for the Written
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7z

BNC2014 can be defined quite simply as O0a
native speakers of British English in 201
ausefulone as it addressesBibes ( 1993: 243) first featur
what texts are included and excluded from the population. This definition makes it

easy to see what texts would be acceptable as members of the population as the

definition is very broad but also hasict boundaries in terms of date of production,

and the language of the producer. However, this broadness also makes the definition

| ess useful when we consider Biberdés (199
definition: what text categories are includadhe population. With such a broad

population definition it would be impossible to come up with a list of all of the

possible text categories which could be included in the population (see section 4.4.1

for a discussion of the genres which will be imgd). This brings us back to

arguments made by Hunston (2008), Bauer and Aarts (2000) and Atkins et al. (1992)

(see section 3.2.2.1) that delimiting the population to be represented by a corpus is

often impossible because there are no lists of all gertksa population. This is

certainly the case for the Written BNC20il#here are no listings of all of the genres

which would be eligible for inclusion in the corpus according to the above population
definition. This means that | will not be able to cargthe Written BNC2014 to the

total population, and thus will not be able to assess the eventual representativeness of

the corpus.

This definition of the population will also prove to be problematic for other
reasons. Whilst 2014 is the maximally dedieajear in which texts included in the
corpus have been published, it will not always be possible to collect as much data as is
needed from this one year. In these instances the population definition will be

expanded according to the date range policpstbelow.
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The Written BNC2014 date range polityhere it is not possible to collect all

of the required data for a genre from 2014, the date range will be expanded
forward one year at a time, until enough data is collected (i.e. firstly including
2015, then 2016 etc.). If enough data has not been talledter expanding

the date range to include the years 2@DA8, then the date range will be
expanded backwards by one year at a time, to no earlier than 2010 (i.e. firstly

including 20132018, then 2012018 etc.).

| selected 2014 as the maximally dable year for texts in the corpus to have been
published as this was the year in which the project began. The creation of the Spoken
BNC2014 (Love et al., 2017a) was already underway at this stage of designing the
corpus, and it was known that the mediaifiection point of the data included in the
Spoken BNC2014 would be the year 2014. The Spoken and Written BNC2014 will
eventually be combined into one corpus, and so keeping the date ranges similar is
desirable. The date range policy, set out above, alloe/to balance this desire for
comparability with a desire to represenintemporanBritish English. By firstly
stretching the date range forwards as far as possible, | ensure that the collection of
more contemporary language is prioritised over lestecgporary language, and, by
limiting data collection to only texts published in the 2010s, language which is
certainly not contemporary is excluded. Furthermore, even at its most stretched (i.e.
2010-2018), the date range policy designates a far smatigeraf dates of

publication than were included in the Written BNC1994, in which some texts were

published more than 30 years before the release of the corpus (Burnard, 2000: 5).

Another important aspect of population definition is deciding whether ydu wil
define your population in terms of text production or reception. The creators of the

BNC1994 decided to take account of both perspectives. This approach will also be
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followed in the Written BNC2014. As with the BNC1994, boaksthe largest genre

(see @pendix B for the sampling frame, and appendix C for the eventual composition

of the corpus) as, whilst they are written by relatively few people, they are read by a

far greater number of peopll&@&ngwWaged ewioltlhe
present in the corpus, as although individual emailsiestdnt messages (IMdpr

example, are only read by a handful of people, many people produce this kind of text
extremely often in their daily live®eloitte, 2014, estimate that 50 billion mobile IM

messages were sent everyday worldwide in 2014)

4.3.2 Sample size

The typical sample size for the texts incldde the Written BNC2014 iS000
words. The reason that | am referring to this adytpeal sample size is that, for
some genres of text wdh were particularly difficult to collect, this sample size was
increased to allow more text to be collected from fewer sources. This was particularly
relevant for the collectionfdooks (see chapter 5) wherawvias extremely difficult to
collect data. Irihis case the sample size was increased to allow for roughly one third
of a book to be collectedsane sample. These samplesearenly balanced (as far as
is possible) between samples from the beginning, middle, and end of texts to ensure
that structurbfeatures of different teég are fully representeddecided to use samples
of texts rather than whole texts largely because of the difficulties which would be
encountered regarding copyright if whole texts were to be used (see McEnery et al.,
2006, andsection 3.2.2.5 of this thesis). It is extremely unlikely that any publishers
would allow me permission to include whole texts of their published books in the
corpus, where those books are not already open access, due to worries about copyright
and commerial rights. Publishers are typically financially invested in the texts which

they publish, and would undoubtedly worry that releasing them for free in a corpus
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would affect the market for the original work. Of course, it is extremely unlikely that
any memier of the public would try to read an entire book in corpus format as it will

be heavily altered with xml tags etc., but convincing a publisher (who may have no
knowledge at all about corpora) of this is likely to be diffic@n the other hand, it is
possible to argue that a 5000 word sample is rather similar to the kind of extract given
away by publishers for free online. Publishers often make samples of their books
available orAmazon.co.uk or Google Books to entice potential customers to purchase
the ook (see section 5.3.4). Thus, asking for a sample which is roughly theigame s
as these free samples wouldt worry publishers in the same way akirg for whole

texts would. h addition, one can also suggest to publishers that being included in the
corpus will act as a form of advesing for them, in the same wag the free previews
which they release do. These arguments actually ended up being largely irrelevant
once the collection of books began, due to the problematic nature of contacting
publisters (see section 5.2). Nevertheless, at the planning stage of the corpus this was

the rationale for selecting 5000 words as the typical sample size.

Furthermore, using text samples avoids the problem of some very large texts
potentially skewing the ressliderived from the corpus (McEnery et al., 2006: 20;
Hunston, 2008: 166). Whilst there are arguments for the use of whole texts in corpora
(see section 3.2.2.5), it is likely that this decision will only be relevant for books, and
some of the miscellaneoasd periodical genres. For the majority of the genres
included in the corpus (e.g. newspaper articles, blogs etc.) texts are typically less than
5000 words in length, and so the whole @it be included in the corpus. This
presents a further aspectsaimpling which a decision needs to be reached upon:
whether or not to include these shorter individual texts as single texts within the

corpus, or whether to group several texts together to create a 5000 word sample
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instead. There are pros and cons to biettisions. Including the texts on their own is
easier and faster, as the corpus builder will not have to spend time fitting texts into
groups and checking word counts. However, having all of the texts in the corpus of
varying lengths makes comparing indival texts with each other more difficult.
Although, this would not be commonly done in corpus linguistics, and if it were,
normalised frequencies would account for differing text lengths so is perhaps not an
important limitation. Additionally, as has aldy been discussed, some texts will be
longer than 5000 words so there will already be variance in text length, regardless of
this decision. Grouping texts together is more time consuming but means that all of
the texts within the corpus will be directpmparable with one another. As there is

no clear Obestdé decision in this case,
the Written BNC1994 (and the creators of the ARCHER corpus, and the Brown
Family of corpora) and group texts of the samergdo create samples which are

5000 words in length. However, to mitigate against the time consuming nature of
grouping texts, and because the arguments for grouping texts seem to have limited
relevance here, only texts shorter than 2000 words will bepgah If a text is

between 2000 and 5000 words in length, then it will be included as a single text.

The BNC1994 used a sample size of 40,000 words for books, so most sample
sizes in the Written BNC2014 will be much smaller. As already mentioned, one
rea®n for selecting 5000 words as the typical sample size is to reduce issues with
copyright for published booksgaining permission to include whole books, or even
40,000 word samples in the present day would be almost impossible. Additionally, in

the TNC poject it was indicated that 40,000 word samples would be too big to be

considered to fal/l within the bounds of

sample sizes needed to be saoamelcialr t han
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resear cho Ukcopyeghttaw,discussed in sectiorb 2, could be utilised.

A further reason i s t {1890, 1998)0ebommendatos f i t s
that 2000 and 5000 word samples will be satisfactory for investigating both common
and rarer features in a corpus. However, Biber (1993) does acknowledge that more
research is needed to propose specific recommendations foedangih,

particularly for less stable features, and other features such as discourse features (see
section 3.2.2.5 for a full discussion of this research). However, in the absence of more
specific recommendations, 5000 word samples seem to be a goockebladdween

what is recommended and what is practical. Furthermore, having a smaller sample

size means that more samples can be included in each genre (see section 3.2.2.6). This
ensures that samples are taken from a wider range of sources within e&ghwiérir

should hopefully increase representativeness.

4.3.3 Proportions of each genre

Similarly to the Written BNC1994, the proportions of each genre, and thus the
number of samples included in each genre, will vary greatly. This is largely because
dedsions regarding the proportions of the genres have often been made based on the
practicalities of data collectionthat is, for genres where data is easier to collect (e.g.
newspapers) the number of samples is greater than for genres which will be more
difficult to collect (e.g. emails). These considerations of practicality have also been
balanced with a desire for the corpus to remain broadly comparable to the Written
BNC1994, and also a desire for each genre within the corpus to be useful as an object
of study in its own right as a representative sample of a particular kind of written
British English. The desire for each genre to be large enough to be useful as an object
of study in its own right means that few genres in the sampling frame containdass t

900,000 words of data (1% of the total corpus; see section 4.3.4). Baker (2009)

123



suggests that a corpus of 1 million words in size is useful for investigating common
linguistic features, so a size of 900,000 wordsafsingle genre within the corpus
seems a good balance between including enough genres in the corpus, and having

each be big enough to be useful.

As a consequence of these decisions, the genres which were planned to make
up the smallest proportions of the corpus were the individual blogegésee
appendix B see appendix C for details of how this changed in rg¢alityese were all
allocated 180,000 words, which equates to trsrky5000 word samples per genre.
According to Biber (1990) this should be plenty to investigate common limguis
features. Furthermore, if we consider all/l
have a total of 1,080,000 words comprised of 216 samples, which is plenty to be
considered useful as an object of study. Furthermore, this is plenty of samples
conside i ng t hat Biberds (1990) recommendatio
10 text samples. This relatively large number of samples should also address the
concerns raised by Biber (1993) regarding his 1990 recommendations (see section

3.2.2.6).

4.3.4 Copus size

The Written BNC2014 was designed to be 90 million words in size, as this
directly matches the size of the Written BNC1994. Much of the research discussed in
section 3.2.2.7 showed that many linguists feel that bigger corpora are more
representatie and balanced (Hunston, 2008; Leech, 2007; Biber, 1990; McEnery et
al. 2006). Whilst 90 million words may not seem like such a large number of words
nowadays due to the rise of extremely large-eetwled corpora, such as enTenTen

which currentlycontam 15 bil lion words and continue:
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2013), it is still amacéeéa@atcorpys | segli sg z
represent a range of genres. Baker (2009) suggests that a 1 million word corpus, such

as the BEOG, is lasgenough for investigating the use of high frequency words, and

thus 90 million words should be sufficient for rarer items. 90 million words also

seems to fit with Biberoés (1990:269) reco

included in existing comgerbased corpora are adequate for multivariate statistical

o
(2]

analyseso (see section 3.2.2.7). Biber
relatively common grammatical featur@sg. first person pronouns, contractions,

present tense verbsetsgc an o6t be extended to the study
million words is I|Iikely | arger than the i

1990 and so this should go some way to addressing these limitations.

4.3.5 Sampling methods

As chapter 2 shogd, another important sampling decision is the sampling
method which will be used to select texts for inclusion in the corpus. This will not be
straightforward in the creation of the Written BNC2014 and will change depending on
what genre is being workechoAs far as is possible, sampling has been done
randomly in order to prevent any bias in the data selection. However, as there is no list
of members of the population (both for the population as a whole and for individual
genres) it was not possible toeusimple random sampling, where all members of a
population have an equal chance of being selected (McEnery et al., 2006; Bauer and
Aarts, 2000; Biber, 1993). Where possible, | gave all of the members of a population
which are known abowtn equal chance being selected. So, for example, using the
LexisNexis method discussed in section 6.3.2, articles from a particular newspaper on
any day between 2012016 which were available on LexisNexis had an equal chance

of being included. Sometimes, random sanglas not appropriate, as | wanted to
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prioritise texts with a wide readership. So, for example, | was sampling texts from
6populardé bl ogs, r at h eall blogsivehich woaldhbd o ml 'y s am
impossible anyway without an exhaustive list of all lsloghich does not exist; see

chapter 7 for more detail on the collection of blogs). The fact that the sampling frame

is divided into genres means the sampling of texts for inclusion in the corpus was
stratified. The genre distinctions laid out in the sangpframe (see appendix B)

divide each of the supgenres, and determine what specific genres will definitely be
represented. As discussed in section 3.2.2.2, this presents the problem that what is
included in the corpus has already been predeterminetebjor instance, if there

was one genre covering all blogs then chance would dictate whether any travel blogs
were included in the corpus; but because a separate genre has been identified for travel
blogs, at least some such texts will definitely be idetlh However, this issue is

balanced by the fact that stratified sampling ensures that the full range of linguistic
variation in each genre is represented in the corpus, including rarer items (Biber,

1993). The sampling frame for the corpus has, for thst part, not been designed to

be proportional. This is largely because, as has already been mentioned, the

proportions in the population are not known. When designing the SYN2015 corpus
KSen et al. (2016: 2523) decidgrendriyt hat #fa
attempt to cover the variety of existing texts and their-defigned and documented
classification rather than trying to esti
decision was reached because of the many factors which had to métak&ccount

when designing the corpus, for example: the population of texts is unknown, it is
impossible to measure the real proportions of language in use, and-caepfase

software makes it increasingly easy for users to examine the compositiaogdus

and adapt it to their needs, resulting in
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et al., 2016: 2523; see section 2.3 for more information on the SYN2015 corpus). As a
result, the SYN2015 corpus was designed to be representative of \@zeeh, but

not balanced. Likewise, in the Written BNC2014, as proportionality is not possible,
the proportions in the sampling fraraee notproportional to real language production

or reception butlo represent the full variety of texts in large enougioants that they

will be useful as objects of study in their own right (see section 4.3.3). The decisions
regarding proportions have also been based on practicalities of data collection, and
considerations of comparability (see section 4.3.3). One nagabégption is the
genres wit hi n-géente ehere thé prapdrtions th the samppéng frame
were based on the proportions found on
about the sampling methods used to collect each genre of text wiltdreigi

chapters 5, 6, 7, and 8.

4.4 Comparability with the Written BNC1994

4.4.1 Genres in the corpus

Appendix B shows the full sampling frame for the Written BNC2014, where
all of the genres and their ideal proportions in the corpus can be found. Zapids
and appendix D show how these genres and proportions compare to the texts
contained in the Written BNC1994. It is important to note here that this is a sampling
frame, and as such it what the final corpus actually looks likehe sampling fram
was designed prior to data collection and showsdisa makeup of the corpus. As
can be seen in appendix C, and as will be seen in subsequent chapters of this thesis,
some genres presented problems in their collection, and as such the eventusb make

of the Written BNC2014 is somewhat different to the sampling frame in appendix B.
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The eventual makap of the corpus can be seen in appendix C (although, as noted,

the numbers quoted in this thesis are not finalised and are subject to change).

The genresncluded in the corpusampling framere largely similar to those
in the Written BNC1994, but with the addition of some new genres which have
emerged since (e.g-lenguage). The genres have been kept largely comparable due to
the advice of the expertshe were consulted in the design of the sampling frame (see
section 3.4). Most experts felt that all of the genres included in the Written BNC1994
should be preserved in the new corpus. Howew&mguage has been added in order
to make the corpus more regentative of preseiay British English (again, see

section 3.2 for a fuller explanation of these decisions).

|l have maintained the use of Leebs (20
but adapted the labelling slightly to fit the new corpus (tarslze seen in appendix
D). New labels have been added (e.g. tlenguage labelsand some of the labels
have been given more levels of distinction (e.g. splitting tabloid news into 7 different

genres, rather than 1).

4.4.2 Proportions of genres in theorpus

As discussed in chapter 3, comparability with the Written BNC1994 is a
secondary focus of the new corpus. My primary focus is to make a corpus which is as
representative of preseday British English as is possible, with a comparable sub
corpus leing created once the entire corpus is finished. As such, the proportions in the
Written BNC2014 are not directly comparable with the proportions in the Written
BNC1994, both due to the inclusion of new genres and also due to practical
considerationsregdri ng data coll ection which are re

relevant in the 1990s. The inclusion of thlaeguage super genre in particular has
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meant that the proportions of other genres have had to be reduced compared to the
Written BNC1994. Furthermoreéue to practicalities, the proportion of books is
smaller in the new corpus due to this type of data being much more difficult to collect

nowadays (see chapter 5).

In terms of the mediums to be included in the corpus (see table 4e), books are
the only medim which have decreased as a proportion (from 58.58% in 1994 to 41%
in 2014). All other mediums have increased slightly. This is partly due to the desire,
discussed above, for all of the ssictions of the corpus to be useful in their own
right, but alsdecause the proportions in the 2014 sampling frame are ideals to aim
for rather than the realistic results represented by the proportions in the actual Written
BNC1994 corpus. As such, as noted, the percentages in the 2014 sampling frame are
goals, rathethan the reality represented by the 1994 proportions (the reality for the

Written BNC2014 can be seen in append)x C

Table 4e Comparison of the proportions of the mediums included in the Written
BNC1994 and the Written BNC2014 sampling frame.

Medium Proportion (BNC1994) | Proportion (BNC2014)
Books 58.58% 41%

Periodicals 31.08% 35%

Miscellaneous 8.78% 10%

To-be-spoken 1.52 4%

E-language 0 10%

In terms of the super genres within the Written BNC1994 and the Written
BNC2014 sampling frame, some have increased, some have decreased, and some have
stayed much the same. Table 4f shows this comparison. Note that for this comparison
| have recategorisd some of the BNC1994 genres into super genres in order to make
the data comparable, e.g. | have combined drama texts and news scripts to make a

owr ite-leemo kend super genre even though t hi
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I n Leeods (MM lhave gse slighdy altered the super genres from the
2014 sampling frame in order to aid comparability, e.g. in the 1994 scheme there is no
differentiation between academic and ramrademic books and journals, so these have
been combined in the 20Tomparison in table 4f. The actual super genres for the
Written BNC1994 can be found in Lee (2001). The actual super genres for the Written

BNC2014 can be found in appeoesB and C.

The proportion of fiction texts has increased slightly in the 2@idpsing
frame to represent their Ainfluential cul
nonacademic prose and periodicals have both decreased slightly for similar reasons.
The proportion of newspapers (including broadsheet, regional & local, lalnaija
has doubled in the new sampling frarii@is isbecause more newspaper texts are
included in the new sampling frame to address the imbalance of newspaper types in
the 1994 corpus. In the 1994 corpus much more data was included from broadsheet
newspaprs and regional and local newspapers than tabloid newspapers. The amount
of texts from these three types of newspapers are equal in the 2014 sampling frame, to
avoid the implication that one type is more important than anothereGQoastly
newspapers ovall were planned tbe present in a much higher proportion, with the
most significant increag@lanned to bén the proportion of tabloid news texts. The
proportion of magazines in the sampling frame has stayed roughly the same (although
magazines werelee | | ed as OW: pop _| olanguagehas,ot he 19 9 ¢
course, increased in the 2014 sampling frame because there were only a handful of
texts in the 1994 corpus which could be categorisedasgeiage. Essays, letters, and
written-to-be-spoken t&ts have increased in the Written BNC2014 sampling frame.
These super genres were present in very small amounts in the Written BNC1994, but |

decided it was important to include them in the new corpus as the experts who were
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consulted in the design of tkampling frame stated that they felt all of the genres in
the BNC1994 should be included in the 2014 corpus (see section 3.4). Thus, the size
of these super genres needed to increase in the new corpus in order for them to be

useful as objects of study ihdir own right.

Table 4f. Comparison of the proportions of the super genres included in the Written
BNC1994 and the Written BNC2014 sampling frame.

Supergenre Proportion Proportion
(BNC1994) (BNC2014)

Fiction 18.49% 21%

Academic 18.3% 12%

(prose+periodical)

Nonacademic 18.46% 14%

(prose+periodical)

Broadsheet national | 3.45% 7%

newspapers

Regional & local 6.41% 7%

newspapers

Tabloid newspapers| 0.83% 7%

Magazines 8.42% 8%

E-language 0.24% 10%

Essays 0.23% 2%

Letters 0.14% 2%

Written-to-be-spoken| 1.47% 4%

Note: The columns do not total 100% because in both corpora some texts are not
categorised into super genres.

There are too many individual genres in both the Written BNC1994 and the
Written BNC2014 sampling frante present a full comparison here, thus, | will
simply highlight some of the main differences. For a detailed comparison of the

proportions of individual genres in the two corpora see the table in appendix D.

The main difference between the genres inkingten BNC1994 and the
Written BNC2014 sampling frame is that the proportions of the genres in the Written
BNC2014 sampling frame are all much more similar to each other than they are in the
Written BNC1994. For example, only 14 out of the 80 genresdedun the 2014

sampling frame do not comprise either 1% or 2% of the total sampling frame. The
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proportions of genres vary much more widely in the 1994 corpus. Of course, this is in
part due to the fact that the 1994 proportions are actual collectioedigtirereas the

2014 proportions are ideal targets which may or may not be reached (see appendix C
for the totals which were eventually reached). Furthermore, it is important to
remember that Leeds (2001) genre Irabel s
after it had been collected. Thus, the creators were not attempting to balance the

proportions of these genres when they were collecting the data.

As already mentioned, another notable difference is that tabloid news is now
split into the same sevemigres as the other two types of newspapers in the 2014
sampling frame, whereas this was not the case in the 1994 corpus. As a consequence,
tabloid news is present in a much higher proportion in the 2014 sampling frame than it

was in the 1994 corpus (7% agposed to 0.83%).

As a consequence of the desire for each genre within the corpus to be useful as
an object of study in its own right, some genres have increased greatly in the 2014
sampling frame. For example, drama scripts only comprise 0.05% o®®decbrpus,
but comprise 2% of the 2014 sampling frame. Similarly, university essays only

comprise 0.06% of the 1994 corpus, but comprise 1% of the 2014 sampling frame.

4.5 Conclusion

This chapter has introduced the design of the Written BNC2014 sampling
frame and has discussed the impacts that this design will have on the
representativeness and comparability of the corpus. The corpus aims to be as
representative of preseday writtenBritish English as practically possible (see
chapter 3), and this is reflected in the design of the sampling frame. The population

has been clearly defined as o6all written

132



of British Engl itienprovides cledr hodndlaries Tohwhatisdnd f i n
Is not included in the population, but has limited use in reality because, as many other
linguists have pointed out (see section 3.2.2.1), it is impossible to create an exhaustive
list of members of the popation. This impacts on the sampling methods which will

be employed in the creation of the corpus. Where possibleleavoured to use a

stratified random sampling method in order to increase the representativeness of the
corpus, but of course random saimglis not possible where all members of a

population are not known. For this reason, in most genres, the sampling also could not
be done proportionally. However, decisions regarding the typical sample size to be
used in the corpus (5000 words), the prtipos of each genre, and the overall corpus
size were made according to recommendations in the literature discussed in chapter 3,
as well as considerations of practicality, with the goal of increasing the
representativeness of the corpus. These desigsialesiare a perfect example of what
was discussed in section 3.2.8he idea that representativeness is not possible in
corpora. It is important to acknowledge that, for the practical reasons discussed, it will
not be possible for the Written BNC2014 t® flly representative of the population;

however, as Leech (2007) suggests, representativeness is still something which | will

aim for as far as possible. As Atkins et

corpus is unbal an cwhehthe corpusis acteasedwusens wilk 6 ; t
have access toraference guide (Love et al., 201%ihich will detail all of the design
decisions taken so that they can assess the representativeness of the corpus for

themselves.

The design decisions taken iretbreation of the sampling frame also ensure
that the Written BNC2014 is broadly comparable to the Written BNC1994. The

Written BNC1994 and the Written BNC2014 sampling frame contain mostly the same
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genres, labelled in mostly the same way, withthe notalled i t | o4 amfgutalge 606 €
section in the 2014 sampling frame. The proportions of the mediums, super genres,

and genres in the 1994 corpus and the 2014 sampling frame vary somewhat due to the
addition of these new genres, but are broadly similar. Stdsi¢ to the fact that, as

already mentioned, the corpus could not be proportionally representative of the

population as a whole. Thus, | decided to, where possible, keep the proportions similar

to the 1994 corpus. The decision to create a comparableospiss once the whole

corpus is completed means that the comparability of the Written BNC2014 to the

Written BNC1994 is not too much of a concern, because comparative research will be

able to be carried out using the comparablecarpus.
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Chapter 5: Collection of books for the Written BNC2014

5.1 Introduction

Now that the corpus has been designed, | can begin to consider the collection
of data for the corpusn this chapter I will discuss the collection of published books
to include in the Written BNC20t The Written BNC2014 sampling frame planned
for the corpus to contain 36.9 million words from published books (see sampling
frame in Appendix B), taken from academic books (5.4 million words), fiction books
(18.9 million words), and neacademic nodfiction books (12.6 million words). The
majority of this chapter will discuss the collection of published books in relation to the
figures laid out in the sampling frame. The actual composition of this medium which
was achieved can be seen in appendix C, aldevdiscussed in section 5.5.
Published books make up a smaller percentage of the Written BNC2014 sampling
frame than they did in the Written BNC1994 (41% as opposed to 58%). This is a
consequence of adding thdamguage medium to the Written BNC20%hich led to
the reduced percentage of books. More Osp
than from any other medium because | also knew from the outset of this project that
published books would be amongst the hardest types of data to collect forpie cor
(see section 5.2). Thus, percentages were set lower in order to reflect a balance

between what | would like to include in the corpus and what would be possible.

The academic and neatademic prose samples in the sampling frame are split
into the samegnr e categories which were used in
classification system; see sampling frame in appeBylixhus making these texts
directly comparable in the two corpora (however, see section 5.5 for a discussion of

how and why this ultimately changed in the final composition of the corpus). The
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proportions of academic books and #farion books in the podation could not be

known beforehand, so were split equally between genres in the sampling frame. |
attempted to infer the proportions of each genre in the population of academic books

by using Lancaster Universit psGibBletosedrchne | i
books according to the genres being used in the corpus. No other websites could be
identified which contained records of the vast majority of published academic books.

The website of the popular UK book retailer Waterstones was consulléggtmpt to

infer the proportions of genres within the population of-academic notfiction

books (similarly to the method used for fiction books, see below). However, there

were so many books published under each genre efict@n writing that the

website could not return exact numbers (s
proportions was not possible. The website of another popular book retailer,

Amazon.co.uk, was also consulted, but this website did not give numbers of results

within each ofits top-level genre distinctions. Furthermore, the websites consulted did

not categorise books according to the genre categories being used in the Written
BNC2014. These categories were preserved in the sampling frame in order to attempt

to increase compability with the Written BNC1994, but this made it very difficult

know exactly which categories on a retaiewebsite lined up with the categories in

the sampling frame. As such, even if proportions were able to be calculated, these may
not have accurakgreflected the proportions of the genres being used in the corpus.

For example, the Waterstones category 0Sc
contain books which would fall under the medicine, natural science, and technology &

engineering genres in tlerpus sampling frame.

Thus, each genre of academic prose in the sampling frame contains 900,000

words, and each genre of nabademic (no4fiction) prose in the sampling frame
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contains 1.8 million words. These proportions will achieve the primary ggsdlsut

in chapter 4, of the corpus being broadly comparable to the Written BNC1994 and
also each individual genre being large enough to be useful as an object of research in
its own right. Academic books made up 12% of the Written BNC1994 and make up
6% of the Written BNC2014 sampling frame. This is obviously a smaller proportion,
but this reduction was necessary in order to accommodate thelaeguage medium
(as already discussed, above). Very few people ever write or read academic books,
and thus | &lt that lowering the proportion by half here seemed more defensible that
taking texts away from the fiction section, which represents a type of text which is
read by very many people. Furthermore, while less data is included from academic
books in the Witen BNC2014, each genre is more equally represented in the
sampling frame than in the Written BNC1994. For example, in the Written BNC1994,
3.97% of the corpus consists of academic politics, law & education books, coming
from a total of 108 texts. On tlmher hand, only 0.12% of the corpus consists of
academic medicine books, comprising just 4 texts. This imbalance is resolved in the

Written BNC2014 sampling frame.

Nonacademic prose (nefiction) made up 22% of the Written BNC1994, and
makes up 14% ohe Written BNC2014 sampling frame. Once again, this reduction is
mainly due to the inclusion of thelanguage medium in the corpus. Similarly to the
academic books, the ne@tademic noifiction genres are much more equally
represented in the Written BNCRO sampling frame than in the Written BNC1994.
For example, noiacademic notfiction politics, law & education books make up
5.14% of the Written BNC1994, whereas remademic notfiction medicine books
only make up 0.57% of the Written BNC1994. Both afdt genres make up 2% of

the Written BNC2014 sampling frame. Of course, this imbalance in these genres in
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the Written BNC1994 may actually reflect the population. In other words, these
genres may be proportionally represented. As discussed in chaptepdrtional
representation was not used in the design of the Written BNC2014 sampling frame
because the populations for the vast majority of genres could not be known in
advance. However, it became apparent that the genre categories used and the
proportionsset out in the Written BNC2014 sampling frame were far from
representative of the actual population ofa@mademic nodfiction books once
collection began. As such, the eventual composition of this gyeee looks

somewhat different to what was origliygplanned (see section 5.5, and appendix C).

There is no single widely accepted way of dividing fiction books into genres,
and so the fiction samples in the sampling frame were split according to commonly
used bookseller categories; the website of thigufar UK book retailer Waterstones
was investigated to see what genres they classify books into, and these genres were
replicated in the sampling frame. However, in the time between creating the sampling
frame and the present, Waterstones have changeetine categories used on their
website, which perhaps emphasises that there really is no commonly accepted
classification system for these texts. Nevertheless, the genre categories used in the
sampling frame for fiction books are: poetry, general fictom, i | dr ends fi ct i
fiction, science fiction & fantasy, crime, and romance. Fiction books make up 21% of
the Written BNC2014 sampling frame as opposed to 18.49% of the Written
BNC1994. As already mentioned, this increase, whilst the two other bopé&s s
genres have decreased in proportion compared to the Written BNC1994, is because
many people read fiction books. As discussed in chapter 4, the design of the Written
BNC2014 sampling frame took account of both language production and reception.

Relatively few people will ever write any kind of book, but many people read fiction
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books (certainly more than read academic bpaksan beevidencednformally by

notingthe lack of academic booksAma z on. co. u k §,sandbhasst sel | er
allocating fictian books the largest proportion within this medium satisfies this

criteria. Additionally, the creators of the BNC1994 sought to include more

imaginative writing than was proportional to the population of British writing because

of the #dAinfrlawleemtafall ictudrtatrmrle and creativ
The fiction books genres were the sole genres for which the proportions within the
population could be inferred prior to the design of the sampling frame. I, once again,
used Wat er s toeeer kow tnanywmbks wete disted for sale under each

genre category. | then calculated from this the proportions of each genre, and divided
the fiction books supegenre accordingly. While only one bookseller, this method at

least allowed some approxin@t to the proportions of different volumes of texts by

title in each of the genres used in the corpus. It should still be noted, however, that the
length of the works was difficult to assess and, if this had been known, a quite

different decision may haveeen made about the proportions of texts included in the

sampling frame.

This chapter outlines in turn each method trialled for the collection of books to
include in the Written BNC2014. Section 5.2 details my attempts to contact publishers
for their pernission to access and include their texts in the corpus. Section 5.3 then
details the various other collection methods which were trialled, including using
personal contacts, collecting opaccess data, collecting free samples, and scanning
books and convéing them to text using OCR. In section 5.4 | summarise the most
successful collection methods discussed in this chapter, before presenting a
comparison of the sampling frame and the eventual composition of this medium in

section 5.5.
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5.2 Contacting publishers

5.2.1 Introduction

As discussed in section5] the vast majority of the texts collected for
i nclusion in the corpus are exempt from c
commercial researchd exemption tobeUK copy
applied to the collection of books for the corpus, providing collection stays within the
limits of fair dealing (see section512). However, this is not as straightforward for
books as it is for other mediums. The vast majority of published book®afieely
available online, as is the case for almost every other type of text collected for the
corpus. Thus, | was unable to access these texts in order to take extracts from them to

include in the corpus.

This is a problem encountered by other comrestorsit is unclearmprecisely
how books were collected for inclusion in the BNC1994. However, due to the rarity of
digitised texts in the early nineteen nineties, it is likely that the creators of the corpus
either typed up print copies of books, or scanned them and converted thgitato d
text. Roughly half of the books included in the BNC1994 were selected randomly
from Whitakerds o6Books in Printdé (1992),
it fitted all of the relevant criteria (published by a British publisher, fall withe
designated time limits etc.) (Burnard, 2000: 10). The other half were selected
strategically from bestseller lists, literary prize lists, and library lending statistics in
order to make up the target percentages for each category. Before a seltcted t
included in the corpus, the creators sought to gain permission from the copyright
owner (Burnard, 2000: 11). The creators drafted a standard Permissions Request but

Asome requests were refused, or sihaply no
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texts concerned had to be excluded or rep
the procedure used in the creation of the Thai National Corpus (see section 2.4), where
publishers were contacted to attempt to gain permission to include theiigtaeg

texts in the corpus (Aroonmanakun et al., 2009). Aroonmanakun et al. (2009) had

great difficulty in securing positive responses from publisfengy 7 out of 22 were

able and willing to provide the details needea)d this greatly stalled the gress of

the project.

In the creation of the BEO6, Baker (2009) only included samples of books
which were freely available online. He collected much of the fiction andiobon
texts from publisheroés websitedreewdeer e sho
also collected free samples from authoroés
present some problems. Samples were sometimes very short, and so were not long
enough to fit the sampling criteria (between 1,950 and 2,050 words). Furthermore, in
the majority of cases authors only made extracts from the beginnings of their work

avail able, which again did not fit with B

Thus, it seems that | have several options for collecting published books to
include in the WrittelBNC2014corpus: i.) | could contact publishers and ask for
access to their texts and permission to include samples of them in the corpus; ii.) |
could take free samples of books which are available online or iii.) | could find print
copies of books whichhave legal access to and then convert these to digital text.
After some consideration, | decided that the method to try first was to contact
publishers to ask for access and permission. This method avoids the problems
encountered by Baker (2009) whenleoting free samples, and also promised to be
much less time consuming than manually converting the very large number of book

extracts which | needed for the corpus. Additionally, gaining permission from
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publishers meant that | would be able to negotiatepde lengths individually, rather
than needing to stay within the bounds of fair dealing. The remainder of this section
will detail my initial investigation into this method of text collection, and report on its

success and the consequences of it foctiiection of books for the corpus.

5.2.2 Method

In order to begin this process | first needed to identify a list of British book
publishers. It was important that the publishers be British to increase the likelihood of
them publishing books which had lbeeritten by British authors. Any books
collected through this method would then be researched to ascertain, to the best of my
ability, the authoroés native | anguage. 1In
provided an email contact were identifiedorder to increase the likelihood that they
would be able to offer us a large amount of data; these publishers were: Wiley,
Bloomsbury, Hachette, Harper Collins, Oxford University Press, Palgrave Macmillan,
Pan Macmillan, Routledge, Sage Publications, Rexguin Random House UK. The
rights and permissions departments at all of these publishers were contacted via email.
The publishers were sent an email containing a brief description of the project and an
outline of what we needed from them, along with aufoent which gave more details
about the project and how we would prioritise protecting the commercial value of
their copyrights (the email text can be found in appendix E and the document can be
found in appendix F). The suggested sample size to be frakernheir books was

5,000 words (see section 4.3.2 for a justification of this decision).

Alongside this, | also contacted our project partners (see section 1.3.1) at
Cambridge University Pre¢€UP). Our project partners already had a good

understandingf what we needed for the corpus, and were happy to engage in
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discussion with their legal team in order to see if giving us texts for the corpus would
be possible. | sent the same document which was sent to other publishers (see
appendix F) along with draple contract which both parties could sign in order to

allow the texts to be included in the corpus.

After approximately 3.5 months, any publishers who had not responded to the
initial email were contacted again. At this point, due to a very low regpa@te to the
initial email (see section 5.2.3), a further group of 8 smaller British publishers were
contacted with the same email as detailed above. These publishers were: Anthem
Press, Dunedin Academic Press, Egmont, Hodder & Stoughton, Little Broak Bo
Group, Orion Publishing Group, Octopus Publishing Group, and Hodder Education.
This low response rate was expected based on the findings of Aroonmanakun et al.
(2009) when creating the TNC. They found that of the 22 publishers whom they
contacted, only were willing to provide them with any information (and the majority

simply declined to reply).

5.2.3 Outcome

Of the 21 publishers who were contacted, only eight responded to my email(s)
(a summary of the outcomes of this method can be seen in tabléashptte
responded stating that | would need to contact the individual permissions departments
at each of their imprints. These were publishers whom | had already contacted so no
further action was taken. Both Anthem Press and Egmont replied statitigethat
were discussing my request in house and would get back to me soon. Despite sending
follow-up emails, | received no further contact from these publishers. Several of the
publishers who responded were unable to process a request for exteagtbadks

which they published in 2014, but rather needed a specific list of books which | would
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like extracts from. Most of the publishers who | contacted were very large companies

who publish very many books in a given year, and thus going through their online
catalogues to make a list of books published in 2014 was extremely time consuming.

For the publishers who needed this information, | settled on listing a sample of books
(around 200 titles) from their online catalogue to give the publishers an idea df what

was looking for. This was the case for Palgrave Macmillan, but after the request list

was sent to them | received no further contact. Lengthy discussions were had with

both Oxford University Press and Harper Collins to clarify exactly how we would

protect their copyrights in the corpus. Both publishers were concerned that the Written
BNC2014 user license was a form of creative commons license, which would allow

free use and distribution of their copyrighted works. | assured them that the user

license wasot a creative commons license, and was substantially more restrictive.
Redistribution of texts in the corpus is not allowed, and neither is any commercial use

of the texts. Any user of the corpus must register their agreement to the licence in
ordertogt access, and we keep a record of wh
online for people who havendét submitted t
full copy of the user license, and Oxford University Press were also sent a request list
which they had asked for. Despite this, contact from both publishers ceased, despite

me sending further emails to both.

Contact withCUPwas easier and more productive, although ultimately also
did not result in gaining permission to use any of their texts. The legal te2dPat
rejected the initial contract which | had sent them as being too simple, and sent back a
much more detailed camict. Lancaster University agreed to sign this contract after a
few adjustments, howev&@UP still needed to clarify whether they could legally agree

to the contract without contacting individual authors for their permission. After some
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investigation, theyound that it would be necessary to gain permission from
individual authors for each book which we wanted to include in the corpus. This
finding mirrors the findings of the TNC projecAroonmanakun et al. (2009) also
found that publishers themselves ltboot give permission to include texts in a
corpus, but rather the author needed to be contacted for permission. Clearly, this
would be far too time consuming a processGtiPto undertake. Furthermore, |
cannot offer any financial incentives to publistiemeaning that they would be giving
up a large amount of their time for free. Understandably, this mear@€tHatould

not grant us access to any of their texts for inclusion in the corpus.

The only publisher who did give us access to and permissiooltme their
texts in the corpus asDunedin Academic Press. A short discussion was had, in
which | sent them the same simple contract which was initially sent to Cambridge
University Press. Dunedin Academic Press quickly signed this contract and sent
sanples of eight of their books to be included in the corpus. The surprising ease of
this process, when compared to my interactions with other publishers, is potentially
due to Dunedin Academic Press being a smaller scale publisher, and thus not having

the large legal departments which are present in bigger publishing houses.
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Table 5a Summary of contact with book publishers.

Publisher Contact level| Outcome

Wiley No response | No data collecteg
Bloomsbury No response | No data collecteg
Hachette Responded | No data collectec
Harper Collins Responded | No data collecteg
Oxford University Press Responded | No data collecteg
Palgrave Macmillan Responded | No data collecte
Pan Macmillan No response | No data collectec
Routledge No response | No datacollected
Sage Publications No response | No data collectec

Penguin Random House U

No response

No data collecte(

Anthem Press Responded | No data collectec
Dunedin Academic Press | Responded | Data collected

Egmont Responded | No data collectec
Hodder &Stoughton No response | No data collectec

Little, Brown Book Group

No response

No data collecte(

Orion Publishing Group

No response

No data collecte(

Octopus Publishing Group

No response

No data collecte(

Hodder Education

No response

No datacollected

Cambridge University Pres

Responded

No data collecte(
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5.2.4 Conclusion

In summary, after months of input from me in trying to contact and negotiate
with publishers, only eight text samples from one academic publisher were collected.
This actually reduced to six samples once the authors of each book were researched
and norBritish authors were excluded. The amount of manual input and time taken to
gain this extremely small amount of data clearly proved that this would not be a viable
collection method for books in the Written BNC2014. The fact that even Cambridge
University Pras, who are partners on this project, could not grant us permission to
include any of their texts in the corpus emphasises just how cautious publishers are
regarding the commercial value of their copyrights. Publishers are bound by legal
restrictions whiclprotect their copyrighted material, and, as such, giving permission
to use their texts in the way | wanted to is often simply not possible. Furthermore, as
no financial incentive could be offered, the publishers would have to give up their
time for free n order to work on my request, which they understandably did not want
or were unable to do. This was a thorough investigation of this method of text
collection for books in the UK, and as such the results of this investigation seem to
indicate that, althagh this method was usable when the BNC1994 was compiled in
the 1990s, compiling corpora of books in this way is simply not possible any more, at

least in the UK.

5.3 Other book collection methods

The outcomes of the data collection method discussedtioiséc2 make it
clear that, if published books are to be included in the corpus, collection will have to
be done via a different method. Of course, one may ask why it is necessary to include

books in the corpus at all. It would be much easier and quiclksmply fill the
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corpus with data scraped from the web, and not include published books at all.
However, the inclusion of books in the corpus will be extremely important as they will
be one of the distinctive contributions of the corpus, and will séffitgen

BNC2014 apart from the many other corpora of written British English which are
avail abl e. For example, the enTenTen <cor
15 billion words of data which has been crawled from the English web. As walt as n
representingritish English specifically, the enTenTen corpus also does not contain
any published books (other than any free samples which may have happened to be
picked up by the web crawl). Published books are a very important part of British
Englishas they are read by many people, and have an influential cultural role in

British English (Burnard, 2000: 7). Thus, despite containing billions of words of data,
the enTenTen corpus neglects this key type of data. Another example is the BEO6
corpus (Baker2009). This corpudoescontain some published fiction, however this

is comprised entirely of free samples found on the web, and the entire corpus is only
one million words in size. The books medium of the Written BNC2014 will be many
times the size ohie books samples included in the BEO6. Baker suggests that a corpus
the size of the BEO6 can only be used to examine high frequency words, and that only
very cautious conclusions could be drawn about any other lexis. This highlights the
need for books toébincluded, in large quantities, in the Written BNC2014, in order to

allow researchers to investigate less frequent phenomena in this medium.

As it is necessary to include books in the corpus, but getting access to copies
of published books proved extreipdifficult (see section 5.2), it may seem like a
natural next step to collect unpublished and-gebilished books. These types of
books are often made freely available online by the authors, and so would be easy to

collect. However, there are severasens why these types of data will not be suitable
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for inclusion in the corpus. Firstly, there is not always accurate information available
about the authors of these books. This me
language being collected isteemely hard to do. The vast majority of published

aut hors have either a Wi kipedia page or a
website which, more often than not, gives information about where the author was

born and grew up (see section 5.3.5). Thisften not the case for sgltiblished and
unpublished authors. Furthe+sfmete ondychhort
very often posted under a username which
Thus, finding out their nationality woulae impossible, even if this information was

available online. Secondly, seqdfiblished and unpublished books are, for the most

part, not professionally edited. This means that these books may contain typos and
grammatical errors. Whilst these mistakesareourse a natural part of this particular

type of data, they are not representative of the majority of books which people read (as
most of these books will have been published and professionally edited). The question

of whether these mistakes would thesed to be corrected before including samples

in the corpus arises. Correcting the mistakes would mean that searching this medium

in the corpus would be easier and would give more accurate results. However, doing

so would be extremely time consuming, avalld also result in my own
preconceptions about O0correctdé British En
Finally, the end users of the corpusdé exp
that the vast majority of people using the corpusasfiume that the books medium is
comprised of published books. Of course, all decisions regarding the corpus and

details of the data contained within it will be completely transparent, both in this

thesis and in later documentation, so users will be alfiad out exactly what is

contained within the books medium. However, | believe that the majority of users will
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not look into this, and will assume that they are working with published books, as was
the case in the Written BNC1994. Thus, including-pelilished and unpublished
books in the corpus would be to potentially lead researchers and other users to draw

unfounded conclusions from the data.

So it seems that published books must be included in the Written BNC2014,
and consequently ways of accesdingse texts, other than the method trialled in
section 5.2, must be investigated. The remainder of this section reports on the other
methods which | utilised in order to collect published books, and discusses the

outcomes of these methods.
5.3.1 Professionl contacts
5.3.1.1 Method

The first alternative collection method trialled was to contact several
publishers, but this time using personal contacts which senior members of the project
team had. The publishers who we were able to contact in this way evere J
Benjamins, Elsevier, Routledge, and Bloomsbury. Unsurprisingly, as the project team
is comprised of academics, the majority of these publishers were academic publishers
(the exception being Bloomsbury who publish both academic and fiction books), and
so this method had limited viability for the collection of fiction or reademic non
fiction books. Personal contacts at each of these organisations were contacted by the
relevant members of the project team, and were given some brief information about

the project and details of what we wanted from them.
5.3.1.2 Outcome

No response was received from either Routledge or Bloomsbury through this

method, although this was perhaps to be expected based on the findings of section 5.2.
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Elsevier seemed initiallyden to be involved with the project, and | sent them further
details and a request list (as discussed in section 5.2). However, contact ceased after
the request list was sent. John Benjamins, on the other hand, were very interested in
being involved with e project and quickly sent samples of 45 of their books which
were published in 2014. However, unfortunately only seven of these samples were

written by British authors and could be included in the corpus.

Thus, although this method did yield some daitajll not be a viable method
for collecting large amounts of data for the Written BNC2014. It is likely that the
success of this method was limited by similar factorhosefound in section 5.2.
Publishers are bound by strict legal procedures regattencopyright of their texts,
and, as commercial companies, are understandably very concerned with protecting the
value of their commercial properties. Although the fact that including their texts
within the corpus would not impact their commercial prdun any way was
explained fully, section 5.2 showed that publishers were, understandably, still cautious
about this. Furthermore, the lack of financial incentives also has a large impact.
Although in this method we were contacting people who the prigaot already had
personal or professional relationships with and so would presumably be more willing
to help us, it is still the case that we are asking these people to give up a significant
amount of their time to liaise with their companies legal depanmts for free, which

they may be unable or unwilling to do.

5.3.2 Contact authors directly

5.3.2.1 Method

The next collection method to be attempted also relied on utilising the contacts

of the project tearn this time published fiction authors ratheah employees at
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publishing companies. This method is similar to the method utilised by the creators of
the TNC once their attempts to contact publishers had proved unhelpful.
Aroonmanakun et al. (2009) accessed contact details for many authors (viagrablis
internet searches etc.) and wrote to them individually to seek permission to access and

include their texts in the corpus.

Two authors were contacted. The first, despite wanting to help, was unable to
do so without the permission of her publishéne second author was enthusiastic,
and agreed to help me develop and implement a way in which authors could easily
submit extracts of their own published writing for inclusion in the corpus. We decided
that the most effective way of doing this would be thie creation of an online form
(using Google Forms, see Appendix G for a copy of the form). | created a form which
explained to writers what the project was and how they could contribute. The form
then asked for the following information: title of boalgte of publication, publisher,
name of author, author gender, genre of
status. The authors were then invited to submit an extract (or multiple extracts) of
their published books in any widely used file format. fhig method | extended the
date range from just books published in 2014 to books published between 2013 and
2018, in accordance with the date range policy set out in section 4.3.1. This is because
individual authors often do not publish very frequentiyd &o to limit our collection
to only those authors who had published in 2014 would result in a lot of data
potentially being lost. The form was publicised via Twitter by the author who had

agreed to work with us.
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5.3.2.2 Outcome

Unfortunately, this method was almost entirely unsuccessful. In the several
months since the form has been available, only one published book extract has been
submitted. This seems to suggest that either our promotion of the form via social
media channeldid not reach our target audience, that authors are not interested in
submitting their work to the project, or that they are unable to do so. Based on the
response from the first author we contacted (see section 5.3.2.1), it seems that the
most likely expanation is that authors are simply not contractually allowed by their

publishers to redistribute their published works.

This method was the last possible way of collecting data via the owners or
creators of the works. The remainder of the methods distussection 5.3 focus on
the collection of texts which | have legal access to under either aragpess license
or throughnmeeg cGMdn researchd exception

15).

5.3.3 Collect operaccess data

5.3.3.1 Method

After the lack of success of the methods discussed above, other ways of legally
accessing data needed to be sought. For the collection of academic books, one way
that this could be done was by collecting books which had been published under an
openaccesdicense (see section5l4). An operaccess license permits the reuse and
redistribution of texts, and so | could collect any texts published under this type of
license and include them in the corpus. Academic books are increasingly being
published opefaacess, and so this presented a rich source of data for thisgenrer

Of course, it may be suggested that cpecess books do not represent the whole
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population of academic books. This is of course true, and it may be the case that books
which are pubBhed open access are in some ways linguistically different to academic
books which are not published under an epecess license (although this seems
unlikely). However, as the methods outlined in previous sections were unsuccessful,
and the method usedrffiction and noracademic notfiction collection (see section

5.3.5) would have been too time consuming to extend to academic booksocopsa

books represented the only viable way of quickly collecting lots of this type of data.

A list of all books isted on a web repositorgf open access academic books
was generated by MT (see section 1.3.1 for a full description of the project team). |
then manually narrowed this list to only include books published betweer22083
(in accordance with the datange policy set out in section 4.3.1), written in English,
and published by a British publisher. The criteria of being published by a British
publisher was included to increase the likelihood of the books being written by a
British author, but of course mp means guarantees this. Of course, researching each
author individually, as was done for the samples sent by Dunedin Academic Press and
John Benjamins, would have been the most effective way of guaranteeing
OBritishnesso. H o w emat®n for eacheaatleoawoualdhhave geent h i s
far too time consuming, and so for this data collection method, publisher location was
the only criteria for indicating O0British
British publisher will have gone thugh a British editorial process, so even if the
author is not British their language will have been standardised to some degree.
Furthermore, academia is extremely international, and it is certainly the case that
British academics are very frequently reagacademic books which were not written

by native speakers of British English. Thus, whilst this method does not ensure that

5 http://oapen.org/
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the language contained within this sugenre represents what is beprgducedby
British academics, it is at least represemtatf the language which they are

receiving.

The identified 463 (out of a possible 4588 books listed on the website) books
were then automatically downloaded by MT, as manual collection would have been
far too time consuming. A script was written toleot the text from the opesccess
sources, and then another script was written to transform the text into a format suitable
for inclusion in the corpus. Samples of around 10,000 words were then taken from
each book, ensuring that a balance was kept batsa®mples from the beginning,
middle, and end of the books. In theory, | could have included the books in their
entirety in the corpus, because they are published under araopess license.
However, samples were taken in order to avoid any very lonkgsh&l@wing results,

and also to maximise the amount of books which could be included in the corpus.

The text still needed cleaning manually, in order to remove any text (such as
page numbers, reference lists etc.) which was present but which should not be
included in the corpus. | manually removed all page numbers, any chapter or book
titles which were present as headers on the pages of the books, and all reference lists,
glossaries, and indexes. Reference lists, glossaries and indexes were removed because
they added a lot of words to a sample, and | did not want to populate the corpus with
excessive amounts of very predictable and linguistically uninteresting language. For
the majority of books, reference lists, glossaries, and indexes were presented at the
end of books, and were often many thousands of words long. This resulted in the
removal of the majority of the data from some of the end samples (this will be

returned to in section 5.3.3.2).
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5.3.3.2 Outcome

The amount of data collected via the firsaltof this method can be seen in
table 5b. The target of 900,000 words was only reached for one genre, but for three
out of the remaining five genres over 80% of the required data was collected. The
population of British academic books was not known ganasollection and so the
sampling target for each genre was set at 900,000 words (see discussion in section
5.1). However, after this initial round of data collection it seemed that medicine and
natural science books may comprise a smaller percentalge pbpulation than the
other genres of academic books. However, | did not deliberately seek to replicate the
proportions seen henme the full sample, as it is important to remember that this only
indicates the population epenaccessacademic books. It may be the case that,
rather than less medicine or natural science books being published, these genres of
books are simply not published under ofaexess licenses as often as books within
the other academic genres. Thus, | do not wagive too much weight to the

proportions found in this sample.

| increased the sample size for each book in order to make up the desired word
counts. This is particularly important for the end samples, as some of these ended up
being less than 1000 worlisg after cleaning (discussed in section 5.3.3.1). Overall
then, this collection method was highly successful. Via a combination of automatic
and manual procedures all of the data needed for this-gepee was collected in a

relatively short period aime.
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Table 5b: Number of words of academic books colésttia the initial trial of the

openaccess method.

Genre Words collected Number of Target words
books sampled

Humanities & Arts | 741,762 99 900,000

Medicine 270,688 12 900,000

NaturalScience 482,340 15 900,000

Politics, Law, & 845,165 25 900,000

Education

Social Science 900,990 25 900,000

Technology & 891,875 25 900,000

Engineering

5.3.4 Collect free samples

5.3.4.1 Method

The success of the method discussed in section &iB |&ft fiction books and

nonacademic notfiction books to be collected. As getting samples directly from

publishers or authors was not feasible, and as fiction anécehemic notfiction

books are not typically published under oja@tess licensespllection had to be

done withi

law (see section B). The easiest way to do this would have been to collect free

n t hec obnonuenrdcsi aol f

rt ehsee adrNcohnd

samples from online, in a similar way to Baker (2009) in the creafitredBEQ6.

exemp:

Collecting free samples would fall under this exemption as | have legal access to the

work, am only taking a small amount so am staying within the bounds of fair dealing,

and the inclusion of the samples within the corpus will not harm theinarcial

value in any way.

Two main sources of data were targeted in this collection method: free samples

on

publ i shersé

websites,

and free

sampl es

represents a large potential data source as they make free savgliisie for almost
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all of the many thousands of fiction and ritetion books which they sell. Some
British publishers also release short extracts of their books for free on their websites.
As Amazon.co.uk represented the largest potential data sthisceas where mine

and the teambs efforts were focused for

However, we discovered that data could not be collected manually from
Amazon.co.uk, as the majority of the free samples are not able to be copied through a
web browser. Thus automaitollection by MT was trialled. However, it quickly
became clear that Amazon.co.uk heavily protect their free samples against being
collected, as it proved impossible to collect these samples via automatic methods

either.

5.3.4.2 Outcome

This method, though seeming initially promising, yielded very little data. No
data was able to be collected from Amazon.co.uk, and only a very few samples were
collected from publishersdé websites. As
were often very short, andnaost exclusively from the beginnings of books. Thus, this
method was not viable for the vast majority of the collection of fictionremel

academiqontfiction for the corpus.

5.3.5 Manual scanning and OCR

5.3.5.1 Methodology

After trialling numerous other methods (detailed above), the only remaining
feasible method for the collection of fiction and reademic noffiction books was
to scan print copies of books and convert these to text using Optical Character
Recognition (OCR) software. Thellection of data in this way will fall under the

O0Necm mmer ci al researcho exempbianlwast o UK
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scanning works which | have legal access to, | was only taking samples of each book
S0 was staying within the bounds of fdealing, and the inclusion of the samples

within the corpus will not harm the texto

The procedure for this method was as follows: first identify a book, either from
a library or from mine or friends and colleagdpsrsonatollections, which was
written by a British author between 2010 and 2018. Books were initially selected at
random, in order to speed up data collection. Later, bestseller lists were used to ensure
that any gaps in genres were being filled by books whidrbean read by a large
number of people. This is the same method used by the creators of the BNC1994
(Burnard, 2000). The Britishness of each author could be quickly identified through a
Google search, as most published authors have a Wikipedia pagecohiams
biographical information, or have a biogr
This was the widest date range used for any type of data collection in the corpus, and
was expanded to this extent in accordance with the date range policy sesection
4.3.1. As every previous method of data collection had failed, | felt strongly that | did
not want to limit the possible sources of collection for this method too much.
Stretching the date range back to 2010 still ensures that the datéecbitec
representative of the fiction and ranademic noiiiction published in this decade,
whilst not unnecessarily excluding sources of data. This is still a much smaller date
range than was used for some data in the Written BNC1994, and is also a much
smaller date range than was used in the collection of books for the SYN2015 corpus
(KSen et al. 2016). KSen et al. (2016: 25
representative of contemporary written Czech, but collected fiction books which were

published withirthe previous 25 years (and first published within the previous 75
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years). So it seems that increasing the date range for the collection of books to be

included in contemporary corpora has a precedent.

Once a suitable book had been identified, around H0ldgages from either
the beginning, middle, or end of the book were scanned. 50 double pages was set as
the average length for a sample, but this was flexible and was adjusted to ensure that
no more than 50% of a book was scanned. Fair dealing is typassumed to be a
smaller proportion of a text than this, however there is no formal definition of fair
dealing and it is assessed on a case by case basis. Gov.uk (2017) suggest that relevant
factors are whether the use of the work affects the mark#tdasriginal work, and
whether the amount of work used was reasonable, appropriate and necessary. As
discussed in sectiond,.the inclusion of samples of texts in the corpus will certainly
not affect the market for the original work. For the purposeiisfaroject, as other
data collection methods had failed, the copying of around half of a book was certainly
necessaryn order to collect the amount of data needed. | would also argue that this

wasreasonableandappropriate although these are of coungery subjective criteria.

To carry out this procedure for the full amount of books needed for the corpus
would be extremely time consuming. Thus, myself and the project team decided to
take a oOpublic participatiomstal,2012s5ci ent i fi
approach to this problem. We ran a data collection training session, in which
participants had the opportunity to learn more about the Written BNC2014 project,
learn about corpus creation methods, and, critically, help us collect data for th
corpus. The event was advertised to students both at Lancaster University and
nationwide, and 50 people signed up to attend the event. Participants were given
instructions on how to select and scan books (see appendix H), and were given access

to the unversity library and scanners. After they had spent several hours scanning a

160



large number of book samples, they were taken to a computer lab where they could

submit their scans via a Google form (see appendix |). Feedback from participants

indicated that ty had enjoyed and valued the opportunity to be involved in the

project, and everyone was encouraged to keep collecting book samples and submitting
them via the Google form. In order to incentivise people to do so, the team has given

out small prizestoth 6contri butor of the mont hd si nc
submits a book scan via the Google form will be fully credited in the corpus

documentation.

5.3.52 OCR comparison

Finally, the scanned texts needed to be converted from image files into text
files. This was done using OCR. Several different OCR programmes are available, so
| carried out an experiment on some initial data samples to identify which programme

would work best for this project.

In this small study | compared three different OCBgrammes: Adobe Pro
OCR, Tesseract OCR and Google OCR. | selected 10 scanned books at random using
a random number generator, and then carried out the same tests on them using each
OCR tool. Before this could be done, each book sample had to be stitched ba
together from the individual scans (see appendix J for a full list of instructions for the
OCR conversion), which was very time consuming. Each book sample was converted
to text using each of the different tools, and the word counts of each sample were

compared. The results of this comparison can be seen in table 5c.
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Table 5¢ A comparison of word counts for each document when converted to text
using three different OCR tools.

Document Google OCR Tesseract OCR | Adobe Pro OCR
word count word count word count

1 9,149 9147 9,079
2 15,676 15,953 15,790
3 30,775 31,031 31,139
4 12,290 12,296 12,431
5 24,763 5,222 25,500
6 33,770 34,427 34,133
7 28,218 28,556 28,681
8 17,957 18,074 18,081
9 24,812 25,362 25,093
10 27,482 27,612 27,736

Total 224,892 207,680 227,663

Google OCR and Adobe OCR produce fairly similar results, although different
enough to clearly indicate that the two tools work differently. Tesseract OCR
produces a significantly lower overall word count than the othetdais. However,
this difference is mostly contributed by text 5. Tesseract OCR completely failed to
convert text 5 to any kind of recognisable text, perhaps suggesting that Tesseract OCR

is more error prone than the other tools.

The next comparison whidicarried out was a detailed analysis of the types
and amounts of errors which each tool produces when converting an image to text.
The first five pages of five of the texts were compared in each tool. The results of this

comparison can be seen in table 5d
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Table 5a A comparison of the amounts and types of errors found when using three
different types of OCR tool.

Wrong Extra Missing | Extra | Missing
Text character | character | character | space | space Total
1 (Google) 1 1 2 0 0 4
1 (Adobe) 2 0 0 2 0 4
1 (Tesseract) 10 0 0 0 0 10
2 (Google) 0 0 0 0 0 0
2 (Adobe) 1 1 0 0 0 2
2 (Tesseract) 6 0 0 0 2 8
3 (Google) 0 0 1 0 0 1
3 (Adobe) 8 8 11 8 17 52
3 (Tesseract) 38 18 31 15 3 105
4 (Google) 0 1 0 0 0 1
4 (Adobe) 0 0 0 0 2 2
4 (Tesseract) 0 2 0 0 1 3
5 (Google) 3 0 0 7 2 12
5 (Adobe) 27 10 22 9 18 86
5 (Tesseract) - - - - - -
Note: The row | abelled 65 (Tesseract)o is

completely incorrectly, and thus the entire text was comprised of errors.

The types oérrors encountered in each tool were wrong characters (e.g. an

exclamation point being converted to a colon), extra characters (i.e. characters being

introduced where none are present in the original), missing characters, extra spaces,

and missing spacem this small comparison Google OCR far outperformed the other

tools, with only 18 errors across all 5 texts, compared to 146 in Adobe OCR and over

126 in Tesseract OCR (an exact figure is not given as text 5 was so badly converted in

Tesseract OCR). It sens that for relatively straightforward scans all three tools

perform

encountered (i.e. a scan where the book was not placed at 90 degrees on the scanner,

fairly

similarly

(e. g.

texts

or where the pages were rlattened properly, or where the book is printed in an

1

unusual font, or includes pictures), Adobe OCR and Tesseract OCR seem to perform

much worse thaGoogle OCR (e.g. texts 3 and 5). As we hoped to gain most of the
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scans for this data collection methdd submission by members of the public, it was
fair to assume that many of the scans may be imperfect, as we will not be observing
them to ensure they are done perfectly. Thus, Google OCR was the obvious choice for

the conversion of scans of fiction andnrfiction books.

However, even when using Google OCR many mistakes are still introduced to
the text which need to be cleaned manually. This is extremely time consuming, and so
an intern was hired to the project to help with this aspect ofodédlection. She
continued to scan books, and also converted the scans using OCR, and cleaned them.
She found that this was a very time consuming process, sometimes needing to spend
several hours cleaning just one book sample thoroughly. Based on thigldddihat,
when cleaning books, the individual should spend 15 minutes working on a book and
if after this time the individual felt that this book would take longer than one hour to
clean, then the sample should be discarded. A record of any discardedsseans
kept, in the hope that they could be scanned again in a way which would introduce

fewer errors.

5.3.53 Outcome

This method of data collection has proved successful for the collection of
fiction and noracademic noifiction books. However, as deled above, this method
of data collection is extremely time consuming and requires by far the most manual
input of any method of data collection used for any genre in the corpus. Nevertheless,
this is the data collection method which was used for tHeatmn of fiction and non
academic nofiiction texts in the corpus because it is the only remaining feasible

collection method.
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5.4 Conclusion

At the beginning of the project, it was assumed by myself and other members
of the project team that contacting publishers would be the easiest and quickest way of
collecting published books to include in the corpus. However, as this chapter has
shown, ths was far from the case. The three methods trialled which involved
contacting publishers or authors yielded very few results, and were also time
consuming. This made them unfeasible for data collection for the Written BNC2014.
This is a finding echoed irtleer national corpus projects. Aroonmanakun et al. (2009)
cite gaining access to and permission to include copyrighted texts in the corpus as the

biggest obstruction causing a delay to the TNC project.

One clear best option for the collection of academoicks emerged the
collection of books published under opatcess licenses. This data collection method
allowed academic books to be collected quickly and easily, with no consideration of
UK copyright law, and is the method which has been used for tleetion of all
academic books within the Written BNC2014. The method which will be used to
collect fiction and noracademic notfiction books for the corpus did not necessarily
emerge as hestoption, but was the bestmainingoption after all other cédction
methods had been trialled. The scanning and OCR conversion procedure allowed very
targeted collection of books, as any gaps in the sampling frame could be filled by
choosing a book from the library which exactly matched the required criteria. The
time consuming nature of the method was sped up by involving members of the public
in the project. However, this method, particularly the OCR conversion, was still

extremely time consuming.
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5.5 Composition of the books medium of the Written BNC2014

The majority of this chapter has discussed the collection of books in relation to
the sampling frame set out in appendix B. However, it has become clear throughout
this project that the ideal design of a corpus is very difficult to achieve in practice.
Thus, ths section will compare the sampling frame in appendix B to the reality
achieved for the collection of books for the corpus (the full corpus proportions can be
seen in appendix C), and discuss any differences and why these occurred. Table 5e
shows the boakmedium of the sampling frame, and table 5f shows the eventual
composition of the books medium of the corpus (although at the time of writing, the

numbers given are still provisional).

As can be seen from tables 5e and 5f, the amount of data colletetdoks
is in line with what was hoped for in the sampling frame, i.e. 41% of the corpus is
indeed comprised of books. For the academic prose super genre, an exact match with
the sampling frame was achieved, using the method discussed in sectiond.88. F
fiction super genre, the overall amount of data collected is in line with what was
hoped for in the sampling frame, but the genre labelling and the distribution of this
data between the genre categories has changed somewhat. Firstly, it becaerd appar
that it would be difficult to collect eno
OW_fict _prose_childrensd genre. This was
are short, and so only taking a sample results in very few words being collected per
book. Secondl vy, it became clear that dist
teen fiction was difficult, and very subj

and the teen fiction genres were merged to create one, larger genre.
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The seconahange made to the fiction super genre was the redistribution of
data from the poetry genre to the general fiction genre. It was originally planned for
2% of the corpus (or 1.8 million words) to contain poetry. However, similar problems
were encounteredt t he chil drends books in terms
to be short, and the poems themselves often contain few words. When only taking a
sample of a book, this results in very little data being collected per book. Therefore,
the poetry genrbad to be reduced in the eventual makeof the corpus, shrinking
from a planned 1.8 million words to just 100,000. The remaining data was
redistributed to the general fiction genre, as this genre classification was the most

broad and so would be the estito collect more data for.

A very obvious change has occurred in the collection of theawademic
nonfiction books between the sampling frame and reality. Whilst the amount of data
collected is consistent with the sampling frame, this sgpere ha been reduced to
just one genre, rather than the planned seven. It became clear when it came to
classifying the notfiction books that the genre labels devised by Lee (2001), and used
in the corpus sampling frame, were wholly inadequate for the data tvitheen
collected. Rather than falling into the academic classifications used in the BNC1994
corpus, the texts collected for the BNC2014 were much more often to do with hobbies
(e.g. gardening, sports) and topics of interest (e.g. celebrities, popeiutomwever,
there were not enough similarities amongst the texts to devise a new classification
scheme. Therefore, the genres within this super genre were condensed into one,
general genre into which all ndittion books will be categorised. Of coursi i
seems useful, these texts can always be further classified by end users of the corpus,

as was done by Lee (2001) for the BNC1994.
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Overall then, the books medium of the Written BNC2014 looks, for the most

part, very close to what was planned in thgpas sampling frame. The amount of

data planned for all of the super genres has been achieved in collection, with minor

changes to how this is distributed within the super genres. The success of the

collection of this medium is largely due to the high leefemanual input in all forms

of collection. This allowed the team to target the exact genres of books which were

needed to achieve the sampling frame proportions.

Table 5e The books medium of thé&/ritten BNC2014sampling frame.

Medium Super genre | Genre Target | Words
Books (41%) | Academic W _ac_book humanities_arts 1% 900,000
Prose W _ac _book medicine 1% 900,000
(textbooks, | W_ac_book nat_science 1% 900,000
academic W _ac_book polit law edu 1% 900,000
books etc.) | W ac book soc_science 1% 900,000
W _ac _book tech engin 1% 900,000

Fiction W fict poetry 2% 1,800,000
W _fict_prose general 9% 8,100,000

W _fict _prose childrens 2% 1,800,000

W _fict_prose teen 2% 1,800,000

W fict prose sf fantasy 2% 1,800,000
W_fict_prose crime 2% 1,800,000

W fict prose romance 2% 1,800,000

Non W _non_ac humanities arts 2% 1,800,000
academic W _non_ac_medicine 2% 1,800,000
prose (non | W non ac_nat_science 2% 1,800,000
fiction) W_non_ac_polit_law_edu 2% 1,800,000
W _non _ac_soc_science 2% 1,800,000

W _non_ac_tech_engin 2% 1,800,000

W _non_ac_biography 2% 1,800,000
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Table 5f The eventual composition of the books medium ofiligten BNC2014

Medium | Super genre Genre Target | Words
Books | Academic Prose | W_ac book humanities arts 1% 900,000
(41%) (textbooks, W_ac book medicine 1% 900,000
academic books | W ac book nat_science 1% 900,000
etc.) W_ac_book polit_law_edu 1% 900,000
W _ac book soc science 1% 900,000
W _ac _book tech engin 1% 900,000
Fiction W_fict_poetry 0.11% | 100,000
W _fict_prose general 10.8%6 | 9,800,000
W_fict_prose_childrendeen 4% 3,600,000
W _fict_prose sf fantasy 2% 1,800,000
W_fict_prose crime 2% 1,800,000
W _fict_prose romance 2% 1,800,000
Nonacademic W_non_ac_book_general 14% 12,600,000
prose (non
fiction)
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Chapter 6: Collection of periodicals for the Written BNC2014

6.1 Introduction

In this chapter | will discuss the various processes used to collect the data for
the periodicals medium in the Written BNC2014. The majority of the discussion in
this chapter will focus wthe collection of periodicals in relation to the Written
BNC2014 sampling frame (see appendix B). Section 6.5 will compare the periodicals
medium in the sampling frame to the actual collection figures achieved for the corpus
(see appendix C for the evaat composition of the full Written BNC2014). As has
been mentioned before in this thesis, data collection is still in its final stages, and as

such, any figures given are provisional and subject to change.

The periodicals medium in the Written BNC2014npding frame is
comprised of 5 supegenres: academic prose (journal articles), broadsheet national
newspapers, regional & local newspapers, tabloid newspapers, and magazines (see
chapter 4 and the sampling frame in appendix B for more details). | aincetetct
5.4 million words of academic prose, split equally across 6 different genres
(humanities & arts, medicine, natural science, politics, law & education, social
science, and technology & engineering). These disciplines were chosen because they
aredi ectly comparable to the genre distinct
(2001) BNC1994 genre scheme. The goal of 900,000 words per genre was selected
because it allows each genre to be of a useful size for analysis in its own right (see
section 4.3). This is a larger amount of data from journal articles than was included
in the BNC1994, which included just under 2.7 million words across 153 academic

periodical texts.
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Each supegenre of newspaper in the sampling frame is comprised of the
same 7genres: arts & entertainment, commerce, editorial, reportage, science, social,
and sports. It was aimed for each of these genres contains 900,000 words of data, for a
targeted 18.9 million words of newspaper data overall. As already discussed in chapter
4, the proportion of newspapers in the Written BNC2014 sampling frame has doubled
compared to the BNC1994. More newspaper texts were included in the new sampling
frame to address the imbalance of newspaper types in the 1994 corpus. In the 1994
corpus much me data was included from broadsheet, and regional and local
newspapers than tabloid newspapers. The amount of texts from these three types of
newspapers are equal in the 2014 sampling frame, avoiding any implication that one
type i s mor e andthemg@ansequentlyt | @imead foanewspapers overall
to be present in a much higher proportion in the Written BNC2014 relative to the
Written BNC1994, with the most significant increase being in the proportion of
tabloid news texts. Additionally, | preded that newspaper texts would be relatively
straightforward to collect for the new corpus (see section 6.3). The genres within each
type of newspaper in the sampling frame are the same as those into which broadsheet
newspapers wer e snpelscheme.iAgainlifese @enreg have begén ¢
extended to the other types of newspaper in order to avoid any implication that one
type of newspaper deserves more attention than another. As discussed in chapter 4,
proportional representation within the samglirame was not possible for the vast
majority of genres because these populations simply could not be known before
collection was underway. Thus, each newspaper genre was allocated the same
proportion in the sampling frame. Howevitihecame clear onceltection began that

collecting each newspaper genre in equal amounts would not be possible. Thus, the
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newspaper genres actually ended up being proportionally represented for each type of

newspaper (see section 6.5, and appendix C for more details).

My design aimed to include 7.2 million words of magazine data in the Written
BNC2014 (see sampling frame in appendix B). This decision was made because
magazines made up roughly 8% of the BNC19
rat her t han Owastay tokaeemteispéoportionasimithr in the Written
BNC2014. The magazines suggnre is divided into 8 genres in the sampling frame
(l'ifestyl e, mends I|ifestyle, TV & fil m, n
and sports), each of which wasoatited 900,000 words. There are no widely accepted
genre classifications for magazines, so | developed these labels after becoming
familiar with a wide variety of magazines and seeing what categories naturally

emerged (see section 6.4).

In this chapter Will discuss the collection process for each of the above types
of data within the periodicals medium. Section 6.2 discusses the collection of
academic prose (journal articles); section 6.3 discusses the collection of the-3 super
genres of newspaper; anecsion 6.4 discusses the collection of the magazine texts.
Finally, in section 6.5 I discuss the eventual composition of the periodicals medium,
and compare this to the BNC1994 and to the original sampling frame for the Written

BNC2014.
6.2 Collection of a&ademic prose (journal articles)

The broad, initial parameters for the collection of academic prose, in line with
the goals of the corpus overall, were that the data should be from journal articles
written by native speakers of British English, publisieed014. However, both of

these seemingly simple parameters presented problems. To ensure that all authors
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were native speakers of British English would have required manual research into
each author for every one of the journal articles considered. Etleswbstantial

manual effort, moreover, it might prove impossible to obtain this information. Whilst

it would be largely possible to obtain information about the academic institution
whereeach authocurrently worls, many people do not make public online the

country in which they were born or what their first language is. Clearly, this method
would be far too time consuming to implement, and may not have yielded results even

if undertaken.

Another approach to ensaog the collection of British English would be to
screen articles automatically for the presence of British spelling variants, excluding
texts where American spelling variants were used. However, it is quite clear that when
creating a resource for the stusfycontemporary British English, the creators should
not predetermine what is seen as O0British
American spelling variants have become a part of Written British English, then this

method would lead to this developnideing entirely missed.

The final option considered, and the option which was ultimately used, was to
only collect articles from journals published by British publishers in which at least one
author was affiliated to a British institution. This was tietely easy to do as the
websites which were used to compile potential journal sources have a filter for the
publishing location of a journal. Whilst collecting articles from British publishers does
not, of course, ensure that the authors of those artiodespeakers of British English,
it does ensure that those articles have been through a process of review and editing in
order to ensure that they conform to o6Bri
publication criteria was supplemented by manusdlgrching each article for the

author affiliations. If at least one author was affiliated to a British institution then the
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article was included, otherwise the article was excluded from the corpus. Of course,
being affiliated to a British institution is rguarantee of native British status.

However, | felt that relying on British publications alone was not enough, as anyone
can submit work to a British journal. Thus, combining these two methods increases
the likelihood of at least one author being Britishat least one author being familiar
with British academic writing standards. Furthermore, the international nature of
academic communities (for example, many of the journal articles cited in this thesis
have been written by multiple academics who afieaaéd to institutions in different
countries, and a great many have been written by academics affiliated to institutions
out side of the UK) may mean that the O6Bri
important when considering language receptigherathan production. Many of the
academic journal articles read by British people will not have been written by British
authors, and so, from a language reception perspective, including authors of other
nationalities is representative of the academicuagg which British people are

reading.

It became apparent during collection that limiting collection to only articles
published in 2014 would make it difficult to collect enough data. In light of this, and
referring to the date range policy set out intise4.3.1, | decided to collect data from
2014 and 2015, as this ensured that | would be able to collect enough data, whilst still

representing contemporary British English.

Another parameter to consider was what journals to collect data from. As
discusged above, the journals would need to be published by a British publisher, and
would need to fit into one of the categories in the sampling frame. However, it was
also important that the text could legally be made publicly accessible. One potential

way of ding this would be to contact the journal publisher who could potentially
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provide data and ask for their permission to include excerpts of their articles in the
corpus. However, based on the lack of success when this approach was applied to
books (see chagr 5), this would probably be time consuming and give little in the
way of results. It is likely that many publishers would simply not respond, and that
others would require lengthy legal procedures to be followed where contracts would
need to be drawn wgnd agreed upon. A much easier, and less time consuming,
solution was to only collect data from journal articles which are published under an
openaccess license (sectiorblL.This process had already been used with great
success for the collection ofaemic books (see Chapter 5). An oeoess license
means that the articles are freely available online, and that redistribution or
republishing of the articles is permitted (see sectidn This also meant that entire
articles could be collected fordlusion in the corpus because | did not need to
consider the limitations of working within fair deadinThis was helpful because
fewersamples overall would be required, which went some way to balancing the high

level of manual input to check the authffiliations for every article.

Following these decisions, a list of potential journals for each genre from
which to collect articles was drawn up. Journals in which all articles are published
under an opeiccess license were considered first, in ordenaximise the amount
of data being collected. However, later on in the process individual articles which
were published under an opaocess license in a journal which was not otherwise
openaccess were also considered. This was not as straightforwiirdassound.
Many journal article topics are interdisciplinary, for example, an agriculture journal
could be considered natural science, social science, or technology & engineering

depending on the exact focus of any article in it. In these cases jowerals

categorised according to the publishero6s
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not available | made a decision about which category they fitted best. | felt that
manual collection of this text type would be far too time consuming, so tleeot
process was automated by MT (see sectidri Tor a full discussion of the project

team). Very briefly, this involves writing a script which collects the text from a

specific issue of a specific journal, and then running another script on thie text
6cleand it and ensure that it is suitable
mentioned, | then manually searched each article for affiliations, and excluded those
articles which did not have at least one author affiliation to a British instituAiotiis

stage | also carried out some basic cleaning of the data, including the removal of
reference lists and the correction of any other errors which had been introduced in the
collection process (such as hyphens at the ends of lines). Referenserestemoved
because they added a lot of words to a sample, and | did not want to populate the
corpus with excessive amounts of very predictable and linguistically uninteresting
language. This first round of automatic collection was then supplementedioaima
collection to achieve the target amounts of data in each genre. Manual collection was
used at this stage as the cleaning process for the automatically downloaded texts was
extremely time consuming, and collecting texts manually meant that a los of thi

cleaning could be done at the same time as collection.

6.3 Collection of newspapers

The collection of newspaper texts began with the same broad parameters as
journal articles: written by a native speaker of British English, and published in 2014.
Once again, it would have been impossibly time consuming to manually research
every journaliswhose work we may want to include in the corpus. Part of the solution
used for the collection of journal articles is also applicable here: looking only at

British newspapers ensures that the texts have been through a British editorial process,
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and are rpresentative of the newspaper texts which British people are reading. Once
again, collecting articles only from 2014 may have resulted in too small an amount of
data being collected, so articles were collected from 2014, 2015, and 2016, in

accordance withhe date range policy set out in section 4.3.1.

Two approaches were taken to the collection of newspaper articles, both of
which will be discussed in the following sections. Neither of these approaches were
carried out by mé all factors were discussed myself and the project team, but MT
and CD (see section 1.3.1 for a full discussion of the project team) were ultimately
responsible for the collection of these texts. For this reason, | keep my explanations of

these processes brief.

6.3.1 Automatic Scaping

The first method used for collecting newspaper textstiv@automatic
scraping of British newspaper websites. This prosesscarried outyoMT and was
used initially because it can be automated so that a very large amount of text can be
acquiredwith relatively little manual input. As in the collection of journal articles, a
list of potential sources were identified, and a script was written to download all of the
web pages from the relevant website; and then another script was run on this text to
extract and 6cleand the articles to ensur

corpus.

As with journal articles, it was important to ensure that | could legally take
extracts from newspapers and redistribute them to users of the corpus. As$ mee wil
be seeking permission from the copyright holders of these articles, they will be
coll ected wmdnemrertchal OMN®@searchd exception

section 15). The inclusion of the texts in the corpus will have no impact on their
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conmercial value; most users of the corpus will only see small extracts of the texts,
and even for users who download the corpus, the texts will be heavily mgrkeith

xml which will make them extremely difficult to read. Furthermore, the texts are alll
already freely available online, and so anyone can read these texts for freeialready
their inclusion in the corpus will not affect this. We must also satisfy the requirements
of fair-dealing when using the texts for roammercial research. As shown in s&ct

1.5, fair dealing has no formal definition, but it has been suggested by courts that the
use of work should be reasonable, appropriate and necessary. The use of these texts is
certainly appropriate and necessary for the project. Additionally, wherdeoad in
relation to the many millions of words present on these newspaper websites, the
amount of articles which we have taken from just a few years of reporting is likely to

be considered entirely reasonable.

In the case of newspapers, not all of thekes present in a print copy of a
newspaper may be replicated online, and not all of the articles present online may
have appeared in a print newspaper. However, | felt that for newspapers this
discrepancy would likely not be enough to impede the ateuepresentation of
British newspaper texts. I n this context
study of news consumption in the UK, circulation of national daily titles has decreased
from 9.2 million in 2010 to just 6 million in 2016, buitivonline readership adding
considerably to overall consumption figures. In fact, Ofcom (2017) find that the only
2 titles which have more print readers than online are The Times/Sunday Times and
the Metro. This indicates that most people consume theis paline nowadays, and
so collecting newspaper articles from online sources may actually be more
representative of what a contemporary speaker of British English reads than collecting

print articles would be.
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Although it was originally hoped that this tsdtion method would be quick,
easy, and generate lots of data, this turned out only to be partially true. This method
resulted in the collection of huge amounts of data, in fact, much more data than we
could ever need for the corpus. However, this methasi not as time efficient as had
been originally hoped. Due to the fact that each newspaper website is different, MT
had to write new scripts for each website. Additionally, each script takes a long time
to run for each papérsometimes meaning that it wid take months to extract all
texts from a given newspaper. Furthermore, the large amount of data which was
generated, whilst excellent in terms of sheer amounts of words, created problems.
Such a large dataset needed to be dsampled, and lots of timgas dedicated to
deciding how this would be done. Next, the texts needed to be categorised into genres,
but information which could help with this (such as the section of the website which
the article came from) was not always preserved, and so this piamdd take a great

deal of manual input and time.

6.3.2 LexisNexis

It became clear, due to the factors discussed in section 6.3.1, that another
method would be needed for the collection of newspapers, which was more time
efficient. LexisNexis is an dime database which contains, amongst other things,
copies of many British newspapers. In brief, the process carried out by CD was as

follows:

1. ldentify a target newspaper which is available on LexisNexis
2. Generate a random set of dates between 220¥6.Enough days were
generated to guarantee that the amount of data collected would exceed the

target amount for that newspaper, based on an estimate of how much data
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would be available for one day in the newspaper. Typically, this was 40 days
for tabloids androadsheets and 20 days for regional & local newspapers.
Where newspapers published Sunday editions, care was taken to ensure that
some Sundays were present in the sample.

3. Every article published (and available through LexisNexis) on the randomly
generaed days were collected.

4. Steps 13 repeated for every newspaper.

5. All data is checked for duplicates, to ensure that the same news article is not
included in the corpus more than once.

6. Articles are categorised into genres.

Whilst this method of collectionags require much more manual input throughout the
whole collection process, its chief benefit over the automatic scraping method is that
one newspaper can be collected in a matter of hours. The data which is collected
required very little cleaning, and, d@ise not as much data was collected as with the
automatic scraping method, nowhere near as much-dampling was required.
Furthermore, LexisNexis allows users to collect data from the print copies of
newspapers. Where possible, print copies of newspayene collected in this

method, thus ensuring that the data directly matches print copies and avoids the
problems discussed in section 6.3.1 and 6.4. LexisNexis also provides information
about what section of the newspaper an article came from, whigrdwty assisted

in the categorisation of the articles into genres.
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6.4 Collection of magazines

6.4.1 Introduction

In this section | will investigate to what extent print and online magazine
content are the same, and explore how this will impact on the collection of magazine
articles for inclusion in the Written BNC2014. It is important here to make clear what
Imeanly an d6éonl i ne maga zi-copies of print magazinesphut r e f e |
rather to the freely accessible websites which are run by many popular print
magazines. It was clear from the collection of books (see chapter 5) that magazines
would have to beollected online, rather than asking publishers for print copies of

their magazines to include in the corpus.

| decided to begin data collection with this sugenre as it would be easy to
determine objectively what magazines should be targeted (bygpaki readership
statistics to determine popularity, see section 6.4.2), and | would not need to seek
permission to collect the data (under the copyright exceptions discussed in ségtion 1.
see section 6.3.1 for a full discussion of how this exceptiatilised when collecting
data from web pages). However, an initial look at several magazine websites
immediately revealed that the content on them seemed to be rather different to that
which appears in the corresponding print magazines (much more diffieaertnline
and print newspapers). For example, articles were frequently very short, contained lots
of pictures or videos, or were written in list form. Thus, | decided that more
investigation needed to be done before | could be confident in online megaxs an

adequate substitute for print magazines in the Written BNC2014.
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6.4.2 Methodology

6.4.2.1 Data selection

To begin my data collection, | looked at statistics for the top 100 print and
digital magazines by circulation in 2014 (Durraé015). | narrowed this list
according to which magazines had freely accessible websites, which left me with 71
magazines which could be considered. | categorised these magazines according to
topc(mends | ifestyle, TV andtyliethmlogymot ori ng
sports, and miscellanegusind also according to publishéthen selected ten of these
titles, representing a spread of topics and publishers, and purchased a copy of each in
print. The magazines considered weébe@od Housekeepintuf, Empire

CosmopolitanQ, Good Food Top Gear Mountain Biking UK Tatler, andBritish

GQ.
6.4.2.2 Analysis

Using these single issues of each of the ten magazines under analysis, |
systematically went through each print magazine and checked whether each print
article was present on the magazineds web
articles, competions, and other material other than standard articles). | used the
Google search engine to query the website
key phrases from within the article. This method does not ensure 100% success
because some article®i the print magazines were present online but with changes
(which I will discuss shortly). However it seems likely that for the most part | was
able to identify which articles were replicated online. There were also problems with
determining what constitt ed an oO6articled in a magazine

only pictures articles? Are mulpiage features which contain multiple pieces under
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separate headlines but all within the same topic one article or many? | decided to take
a nonexclusionary aproach, and left out nothing from my search other than those

exceptions already mentioned above.

| coded each article as either o6replic
was present online with no, or leagedy minor
online with changes6, which meant that th
omi ssions, additions etc.; or oO6not replic

article was not present online at all.

6.4.3 Findings

Of the 710 articles investigad, 10% were replicated online, 8% were
replicated online with changes, and 82% were not replicated online. This shows an

overwhelming trend for print articles in magazines not to be replicated online.

Figure 6a and table 6a show the percentages otatipin in each magazine,

and figure 6b and table 6b show the percentages of replication by publisher.

= Not
replicated
online

Replicated

online

with

changes
® Replicated

online

Figure 6a Replication of print articles online in each magazine (%).
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Table 6a Replication of print articles online in each magazine (%).

Replicated Replicated online Not replicated
online (%) with changes (%) online (%)
Good
Housekeeping 0 0 100
Stuff 1 4 95
Empire 25 3 72
Cosmopolitan 0 0 100
Q 0 0 100
Good Food 10 49 41
Top Gear 10 2 88
Mountain Biking
UK 19 0 81
Tatler 10 7 83
British GQ 23 3 4
Total replication 10 8 82
Note: The O6Total replicationd row does

table, but rather the total % of replication (or lack of)dtbrmagazines.

= Not
replicated
online

Replicated
online with
changes

= Replicated
online

Figure 6b: Replication of print articles online for each publisher (%).
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Table 6b: Replicdion of print articles online for each publisher.

Replicated Replicated online with | Not replicated
online (%) changes (%) online (%)
Hearst
Corporation 0 0 100
Haymarket 1 4 95
Bauer Media
Group 13 1 86
Immediate Media
Company 10 31 58
Time Inc 19 0 81
Conde Nast 18 5 77
Total replication 10 8 82
Note: The O6Total replicationd row does no
table, but rather the total % of replication (or lack of)dbrpublishers.
6.4.4 Discussion
The findings in section 6.4.3 clearly suggest that the majority of print
magazine articles are not replicated online. Figure and table 6a show that the amount
of replication does not seem to be related to the type of magazine; among the four
magazinesfrom he oOLiIi festyled and 6Mends | ifesty

Cosmopolitan, British GQ, and Tatler) the percentage of replication in the sample

examined (including replication with changes) varies from 0% (Good Housekeeping

and Cosmopolitan) to 26%f articles within each magazine (British GQ). It might be

suspected that different publishers have different rules about whether or not they

replicate articles online. | attempted to contact all of the publishers represented in

figure 6b to ascertain whtger they had regulations regarding what they published

online, but received no response. Figure 6b suggests that the Hearst Corporation may

have a blanket rule of not reproducing any of their print content online. However,

these can only be speculatioas,my sample size was not big enough to draw firm
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conclusions about this issue of online replication. With that said, though, the ten
magazines investigated were chosen at random and are all popular;aindelgting
magazines. The general pattern thimuind is thus likely to be generalisable to
popular British magazines as a genre, and so | assume that, in a majority of cases,

articles published in print will not be replicated online.

It might be queried whether it is the case that, despite not tiergame
articles, online magazines are written in the same style as print magazines. If a similar
style of writing is used both in print and online, that could alleviate the need to be
concerned about using online magazines despite their dissimilaréyms of exact
content to print magazines. However, it is beyond the scope of this study to investigate
this. My general impression after becoming very familiar with these websites and
magazines during this study, is that this varies between each magaxingould

thus need to be addressegarately for each publication.

6.4.5 Decisions regarding the collection of magazines

Despite the findings of this studycontinuedwith the plan to collect
magazine texts for the Written BNC2014 from online magazines. This is because it
would simply be too time consuming and expensive to purchase print copies of all of
the required magazines and then convert them to digital texitidwhlly, contacting
publishers for access to and their permission to include magazines in the corpus did
not seem like a feasible option as | received spamses to my query discussed in
section 6.4.4. However, the findings of this investigation haedd to guide my

collection to ensure tHatkeld aamld mlel emattiircd

To do this | could consider eliminating magazines which are published by

companies which this study indicated do not replicate their articles onlinevdtid
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mean removing all magazines published by the Hearst Corporation, thus losing 14
magazines as potential sources of data. As | cannot be certain about specific
publishing companiesd regulations, and as

would result in losing multiple potential data sources, this solution was not desirable.

Another option would be to conduct a preliminary investigation of each
magazine before collecting data from their website. This would involve purchasing a
print copy and pdéorming a similar study to this one to assess how similar the online
and print content is. This would almost certainly be too time consuming, and so was

not a practical solution.

It would seem, then, the best solution will be to devise a set of critbitdw
will allow selection of those online articles which most resemble print articles. This is
an admittedly heuristic, but practical, approach. During this study | became familiar
with the style of articles which appear both in print and online, and s@kla to

devise criteria to select articles in a systematic manner. The criteria | devised are:

1 Atrticles must be over 400 words long

1 Articles must not consist of mostly pictures

T Articles must not be in a o6slideshowbd
1 Articles must not be in the forof a list

T Where possible, I wi || prioritise coll

Another point to consider is whether representing print magazines is important
at all. Durrani ( 2 0Ha$H2)217r668tumgsie usensawith 203v o g u e .
million folower s on Twitter and 2.5 million Face
combined print and digital circulation (digital circulation here means a digital copy of

the print magazine, which is purchased by readers, not simply articles on their
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website) is just over ZD000. Thus, although some topculating magazines have

seen an increase in circulation (Durrani, 2015), it seems that many more people

consume magazine content through websites rather than traditional print magazines.

This may suggest that | do not ndedvorry at all about including print magazine
articles,-lokedveml|ldmei magazine articles,
websites will be more representative of what is read by people in Britain than are

printed articles. This then suggests apottonsideratioin should we be basing our

collection on the most visited magazine websites, rather than top circulating print and

digital magazines? And furthermore, should we consider including texts from
websites whidh keardbe bdarmnacgusterpart, such ap r

Buzzfeed.com? For the purposes of this project, the answer to both of these questions

I s é&hawe deen unable to find any comprehensive list of UK magazine websites

along with visitor numbers, so it was not possible to pucsillection of data from the

most visited magazine websité3ollecting data from websites such as Buzzfeed.com

is impractical because it will be much harder to determine whether these types of

content represent British English; online magazine websites usua have a 0. co
site (or have some other explicit marker
websitebds description) which contains the

is not the case for many other websites (including Buzzfeed.com).
6.4.6 Magazine collection in practice

In section 6.4.5 | outlined what | initially believed was the best method for
collecting those online magazine articles which were most like those in print
magazines. However, once collection began, it became cldathttt method was not
going to be workable. The method as outlined required all of the magazine texts to be

collected by myself individually, so that | could look at them and assess their

188



suitability against the listed criteria. This proved extremely tor@suming. It quickly
became clear that this would not be a workable method for the number of texts which

| needed to collect.

Thus, the decision was made to automate collection of magazine texts. This
means that the only criterion from section 6.4.5ckhas remained usable for data
collection is #fAArticles must be over 400
which generated a list of all articles from the relevant websites, and also calculated the
word count of the articles. This produced a lispos$sible articles which | then
manually filtered to extract only those articles published in 2014 with word counts of
over 400 words, and sent this list back to MT. MT then used a script to scrape the
selected articlegdm the web pages, and clean themetimove adverts etc. After this
process was completed it became clear that the initial word counts which were
calculated were not accurate, due to the presence of adverts and html in the original
texts. Thus, many of the articles collected were less tB@mbrds in length. This
method, although problematic in some aspects, has proven to be the only method

which would allow me to collect the data needed in the time frame which | had.

6.5 Conposition of the periodicals mediumof the corpus

As was the caseith the books medium of the corpus, some changes had to be
made to the periodicals medium of the corpus when compared to the sampling frame
(see table 6and appendix Bor the periodicals medium of the sampling frame, and
table 6dand appendix @or theeventual composition of the periodicals medjutrhe
collection of journal articles, as shown in this chapter, was relatively straightforward,

and as such, the amounts of these genres collected exactly matches the targets in the
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sampling frame. However, this was not the case for the newspaper gemagaaine

genres.

The three newspaper super genresshandergone the greatest number
changedo theirsampling frame of any super genre in the corpus. The total amount of
data includedrbm newspapers has increased, the genre labels have been attéred, a
the proportions of each genre in the corpus have changed greatly. However, it should
be stressed that none of these changes impacts the representativeness of the super
genres, and in some ways even increases their representativeness. Firstly, the amount
of newspaper data included in the corpus has increased by 3%, from 21% in the
sampling frame to 24% in final corpus. This was due to the redistribution of some
words from the miscellaneous medium (see sections 8.6 and 8.8). The decision to
redistribute tle words in this way was largely taken because more newspaper data had
been collected than was needed, and so adding words in these super genres would not
require anyextradata collection. Furthermore, letters have been excluded as a genre
fromthefinalor pus (see section 8.6), but are pr
editord in some newspapers. Thus, redistr

representation of this genre, which was removed from the miscellaneous medium.

Secondly, many of the geniabels have been changed in the final corpus,
compared to the sampling fran#g.the super genre level, broadsheet national
newspapers have been renamed as O6seriouséo
been renamed as 0 mas s hanges deadfldctechiretieggn@ep er s .
labels. These changes were made because it is becoming increasingly difficult to
determine whether a British newspaper is definitively a tabloid or a broadsheet.
Strictly speaking, the trredhistericaliyfodhbdizei d 6 an

of a newspaper, with broadsheets being printed on bigger pages than talisids.
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no longer the casepff example, in 2018 The Guardian newspaper (which has
traditionally been a broadsheet) started being printéabioid format. Additionally,

many people consume news online nowadays, in which case the size of a printed page
is irrelevant. For this reason, | decided to rename these super genres to reflect the style
of writing contained within them, rather than atferto classify each newspaper as
broadsheet or tabloid. Broadsheet newspapers are traditionally seen as providing
guality journalism covering a wide range of serious topics in depth. Tabloid

newspapers are traditionally viewed as being more widely actketsin broadsheets

due to the more informal style of writing, and the less serious topics typically covered
(celebrity gossip, for example). Thus, these newspaper categories will be referred to in

the Written BNC2014 as Oswlyiousd and d6dmas

At the genre level, some of the labels have undergone further changes. The
o6commerced genre is now O6commerce and bus
| abell ed 6lifestyled. These changes were
been cokkcted, and found that the original descriptors did not cover the full range of
what was included in each category. Many of the articles which | categorised into the
6commerced category were about businesses
speciital | y about commerce. Many of the art.i
genre, did not seem to really be adequate
example, articles about travel, food, or fashion. Thus, | renamed this category as

01 i f eirsordgrtodoéiter represent what is contained within the genre.

The final change to these genres is that they are now represented
proportionally to their occurrence in the real world. When designing the corpus it was
not possible to ascertain what thegortions within the populations of newspapers

were, but collecting and then categorising texts made this possible. Texts were
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collected equally from each type of newspaper, and equally from each section of each
newspaper, so the proportions found shd@depresentative of the population of

British newspapers. After categorising the texts it became clear that there were big
imbalances between the different types of newspaper, and between the individual

genres within each type of newspaper. | calculatedvotals for each genre, and

then included data in the corpus in amounts which reflected these proportions. This

means thaserious newspapemake up 9.84% of the corpus, broadsheet newspapers

make up 7.88% of the corpus, and mass market newspapkeup 6.28% of the

Corpus. I n all types of newspaper O6report
genres varied. For example, in regional and mass market newspapers the second

| argest genre is O6sportsodo, whilwdgi fTeosgs Gs.er

Details of all differences can be seen in tablaed appendix C

Similarly, the collection of magazine articles actually ended up tending more
towards proportional representation than equal representation. Once collection of all
available data had been completed, it was clear that representing each genre equally
would rot be possible. Most significantly, it ended up being the casedrsgdorts
magazines were collected because none of the sports magazine websites could be
scraped by MT. For the other genres, data was collected but the amount varied greatly.
Thus, the poportions of these genres are now distributed according to the data which
was availableThe smal |l est genre is the 6foodd ge
the corpus, and the | argest is the O6scien
1.56% of the corpsi(see table 6d). However, despite these changes from the sampling
frame, the magazine section of the corpusatitisists 08% of the corpus data, as

originally planned.
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Overall, the periodicals medium of the corpus has increased by 3%, from 35%
in the sampling frame, to 38% in the eventual corpus. This was due to the
redistribution of some data from the miscellaneous medium to the newspaper medium,
as discussed. This slightly increased amount of data in this medium, alongside the
shift towards propdional representation of the newspapers and magazines means
that, despite some changes to the proportions of the genres in this medium, the

periodicals medium is still highly representativelu$ type of written language.
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Table 6¢ Theperiodicals medium of the Written BNC2014 sampling frame.

Medium Super Genre Target | Words
genre
Periodicals | Academic | W_ac_journal humanities arts | 1% 900,000
(35%) Prose W_ac_journal medicine 1% 900,000
(journal W_ac_journal nat_science 1% 900,000
articles) W_ac_journal polit law edu | 1% 900,000
W_ac journal soc_science 1% 900,000
W _ac _journal tech engin 1% 900,000
Broadsheet | W_newsp brdsht nat_arts ent | 1% 900,000
national W _newsp brdsht nat commerd 1% 900,000
newspapers| W _newsp brdsht nat_editorial | 1% 900,000
W_newsp brdsht nat reportagq¢ 1% 900,000
W _newsp brdsht nat science | 1% 900,000
W_newsp_brdsht _nat_social 1% 900,000
W _newsp brdsht nat sports | 1% 900,000
Regional & | W_newsp_other_arts_ent 1% 900,000
local W _newsp other commerce 1% 900,000
newspapers| W _newsp other_editorial 1% 900,000
W_newsp_other reportage 1% 900,000
W _newsp other science 1% 900,000
W_newsp_other_social 1% 900,000
W _newsp_other sports 1% 900,000
Tabloid W_newsp_tabloid_arts_ent 1% 900,000
newspapers| W_newsp_tabloid commerce | 1% 900,000
W _newsp tabloid editorial 1% 900,000
W_newsp_tabloid reportage 1% 900,000
W _ newsp tabloid science 1% 900,000
W_newsp _tabloid_social 1% 900,000
W _newsp tabloid_sports 1% 900,000
Magazines | W_magazines_lifestyle 1% 900,000
W_magazines_mens_lifestyle | 1% 900,000
W _magazines TV film 1% 900,000
W_magazines_motoring 1% 900,000
W _magazines food 1% 900,000
W_magazines _music 1% 900,000
W _ magazines science tech 1% 900,000
W _magazine sports 1% 900,000
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Table 6d The eventual composition of the periodicals medium of the Written

BNC2014.
Medium | Super Genre Target| Words
Genre
Periodicals| Academic | W_ac_journal _humanities_arts 1% 900,000
(38%) Prose W _ac journal medicine 1% 900,000
(journal W_ac_journal_nat_science 1% 900,000
articles) W _ac_journal_polit law edu 1% 900,000
W_ac journal soc_science 1% 900,000
W_ac_journal tech engin 1% 900,000
Serious W _newsp_serious_arts_ent 0.98% | 885,600
newspapery W_newsp_serious _commerce business | 1.97%| 1,771,200
W _newsp_serious_editorial 0.39%] 354,240
W_newsp_ serious_reportage 3.74%| 3,365,280
W _newsp_serious_science 0.12%| 106,272
W _newsp_serious_lifestyle 1.14%| 1,027,296
W_newsp_serious_sports 1.50%| 1,346,112
Regional & W_newsp_regional_arts_ent 0.15%) 142,560
local W _newsp_regional commerce_business | 0.45%| 413,424
newspapers W_newsp_regional_editorial 0.29%| 263,736
W_newsp regional reportage 4.68%| 4,212,648
W _newsp regional science 0.02%| 21,384
W _newsp regional lifestyle 0.24%| 220,968
W_newsp_regional sports 2.05%] 1,853,283
Mass W _newsp mass market arts ent 0.18%/| 168,480
market W_newsp _mass_market commerce busif 0.16%| 146,016
newspapery W _newsp mass_market editorial 0.25%| 224,640
W _newsp _mass_market reportage 3.51%| 3,161,808
W_newsp mass_market science 0.01%| 5,616
W_newsp mass market lifestyle 0.06%| 56,160
W_newsp _mass_market sports 2.11%| 1,853,280
Magazines| W_magazines_lifestyle 1.55%/| 1,400,000
W_magazines_mens_lifestyle 1.04% | 940,000
W _magazines TV film 0.67%| 600,000
W_magazines_motoring 1.55%/| 1,400,000
W_magazines food 0.06%| 55,000
W _magazines music 1.55%/| 1,400,000
W_magazines_science tech 1.56% | 1,405,000
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Chapter 7: Collection of elanguage for the Written BNC2014

7.1 Introduction

In this chapter | will discuss the rationale for, the design of, and the
construction of the-tanguage (electronic language) section of the Written BNC2014.
E-language(as used by Knight et al., 2014) @mputer mediated communication
(CMC)is a way of eferring to the language used in online spaces; some examples
include email, SMS, blogs, tweets, and discussion forimigiht et al.(2014: 30)
simply define d a n g u dagpguaga commiunicated through any digital device
however, 1 is important to mad clear exactly what the definition ol@&nguage, as
used in this thesis, is, because the boundaries of this type of language can vary. Whilst
almost any genre of writing can be found online, many of these genres are also present
in offline spaces (e.g.eas articles, recipes, short stories etc.). These types of texts do
not fall within the definition of elanguage used in this thesisldhguage, for the
purposes of this project, encompasses texts whictrageieto an online
environment. To make thiggtinction clear throughout this chapter, | will refer to e
language which is unique to online spaces as fypdanguage, and the broad
definition of elanguage as pe-B e-language. The choice taly include typeA e-
language in the-anguage mediumfahe Written BNC2014 was motivated by the
fact that typeB e-language (e.g. news articles) will be present in all mediums of the
Written BNC2014 but not classified adamguage. As chapters 5 and 6 have shown,
some of the data for both the books andquicals mediums of the corpus has been
collected from online sources, but clearly not categorisedaseiage. Thus, the e
language medium is reserved for language whicloofnbe found online (i.e. typ&

e-language).

196



The Written BNC1994 contains velitle type-A e-languagé (only emails
from a Leeds United email list) for the simple reason tHahguage was a very
marginal part of language when the texts included in the Written BNC1994 were
collected. However, this has changed completely sincerdation of the Written
BNC1994 and to not include a diverse range-larguage in the Written BNC2014
would be to ignore a very important part of contemporary British English. In 2018
86% of British adults accessed the internet every day (Office fooriNaiStatistics,
2018), which suggests that an extremely |
and writing is being done online. It has been found tHahguage has its own unique
set of features, such as vocal spellings and emoticons (Riordafremz, 2010),
which set it apart from other written language. For these reasons the Written
BNC2014 must seek to fully represent this type of written British English. This
decision is similar to that of the creators of the ANC (Reppen and Ide, 2004; see
section 2.5) who also includedanguage in their corpus as an update to the
BNC1994 sampling frame. On the other hand, this decision is in contrast to the
creators of COCAO s -lashguage ia ther norpusqDawies,t2009;n c | u d
see section B). E-language was not included in COCA for 2 reasons. Firstly, the
corpus was designed to be a monitor corpus containing balanced data from each year
since 1990. The creators strongly felt that it would not be possible to collect erough e
language for thearlier years in the corpus to keep the corpus balanced for genres, and
balanced for each year. Secondly, the creators noted the difficulty of ascertaining

precisely who is producinglanguege. As the corpus aims to represent American

6 The Written BNC1994also contains very little typB e-language because, at the time the corpus was
compiled, very few texts were digitised. However, the corpus certainly does contain many texts which
nowadayscould be classified as tyge e-language.
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