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Abstract—Environmental data are being generated and collected at unprecedented rates. However, the diversity in form and format of these environmental assets poses challenges for collaborative and reproducible science. Moreover, access constraints that surround environmental data lead to difficulty in use and interpretation of results. Cloud computing offers high potential to break down such barriers and engender collaboration, attribution, reuse, and reproducibility. In this article we review the design of the Environmental Virtual Observatory pilot (EVOp) that was conceived as a cloud-enabled virtual research space for different users interested in environmental science, ranging from domain specialists to the general public. We discuss the key technologies and processes used: a hybrid cloud infrastructure; standard service interfaces; a unified service delivery platform; and a test-driven development cycle. We also discuss the methodology by showcasing one of the exemplars developed in EVOp, stressing the importance of weaving stakeholder engagement from the beginning and throughout the process. We also briefly highlight some of the lessons learnt of working in an interdisciplinary team.
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I. INTRODUCTION

Data are being generated and collected at an incredible rate [1], [2]. However, computer scientists are faced with challenges more pressing than merely enhancing technologies: engagement and impact. This is especially true in issues relating to environmental science (ES), where important society-wide questions are still incredibly difficult to address despite uptake of technologies (e.g., HPC, IoT).

Environmental data come from disparate sources over a variety of spatial and temporal scales with different resolutions and formats [3], [4]. They can be insufficient or incomplete [5], hard to locate [6], [7], expensive to access [7], [8], disconnected from metadata [5], [7], and/or require significant pre-processing before they may be considered usable [9], [10]. It is thus significantly difficult for an individual outside the field of expertise to access data and predictive models and gain meaningful information to answer his or her questions [11]. It is even challenging for many graduate students and early-career researchers who work in the field of expertise [10].

Despite such challenges and great interest from the public and policy makers, software solutions that enable improving collective understanding are fairly few and flawed [12], [13]. Access and use of many tools and data are limited by a variety of factors [8], [14], [15], such as a required high level of understanding of the model and driving data, the need to download the model or data, prerequisites for hardware and/or software configuration in order to run a model, or even merely prohibitive costs of access or execution.

Such an approach is no longer a realistic one to take [16], as environmental issues are increasingly becoming subjects of far-reaching commercial, regulatory and social policies (cf. the Paris Agreement), and of serious public interest and debate, with examples around the world such as floods in the UK [17] and sub-Saharan Africa [18], and droughts in Australia [19] and California [20], to name but a few. In this article, we report on the experiences of the Environmental Virtual Observatory pilot (EVOp) project [21] in addressing many of the above issues by not just developing a cloud-based system for integrating multi-sourced data and models, but also adopting development and stakeholder engagement practices that maximise the impact of the developed technology.

Funded as a two-year proof-of-concept, EVOp’s vision was to demonstrate the possibility of developing tools that are rooted in environmental modelling and using a myriad of data sources, but that are easy to use by a wide variety of stakeholders (farmers, local communities, policy makers) and that are indeed useful for their various purposes. This paper provides insight into the processes and technologies that were employed in the EVOp project for this purpose.

Henceforth, we use the term ‘model’ to refer to mathematical / algorithmic representations of the environment used by environmental scientists to aid in understanding natural systems and foreseeing how they change.
For this project, four exemplars were chosen to answer environmental questions that are based on different user groups, each with varying levels of computer and scientific experience and focusing on different levels of scale. The EVOp web portal was developed to ensure universal access, easy and intuitive use, as well as visual presentation and interpretation of the results. It allows the user to investigate an environmental issue (e.g., hydrology) through exploring a range of historical and real-time datasets (e.g., observed rainfall, webcam imagery, indicative flood hazard thresholds), instantly running relevant predictive models using preset scenarios or specially defined ones, and comparing current and previous results.

The portal relies on three key advances in distributed computing: cloud computing, web service standards, and Web 2.0 technologies. These technologies are used to ensure a user experience that remains wholly focused on the environment-specific question at hand. At no time during the user’s journey through the system should they worry about where datasets reside or how to access them, how to find related or generally relevant data, how to execute predictive models, or what to make of the results they bring up. Instead, the user should focus on such questions as “is my local area susceptible to flood after the past few days’ rainfall?” or “what could be done to reduce diffuse pollution affecting the North Sea?” Nevertheless, the user can, if they wish to, find out more about the employed assets; e.g., a scientist who wants to know how the data are collected or how a model is calibrated.

We introduce the work done to realise the EVOp portal and describe the technologies behind it. We also comment on the success of different practices in increasing the magnitude of and widening the radius of engagement of the developed portal. From the few use cases we developed in EVOp, we present one use case to illustrate the added value in terms of better communication of the impact of human intervention on the environment. Our objective here is to provide additional knowledge in the community when it comes to realising new services, especially cloud-based ones, that address issues of society-wide interest.

Our high-level contributions are as follows:

- The design of a system architecture that caters to a set of requirements captured from the target user groups.
- How to employ key emerging technologies to implement the designed system, integrating various data and modelling resources of different sources. Moreover, this is implemented over a hybrid cloud infrastructure in order to avoid vendor lock-in.
- Experiences of stakeholder-oriented development methodology to deliver useful and usable products to a user base of varying expertise and capabilities.
- Lessons learned about an interdisciplinary team of scientists working on a topic of high public and political interest.

The rest of the paper is organised as follows. Section II discusses related work. Section III presents the requirements of the EVOp portal and its system architecture. Section IV details the implementation process focusing on the three enabling technologies: cloud computing, web service standards, and Web 2.0 technologies. Section V presents one of the exemplars used in developing the portal, focusing on the process followed to create it. Section VI presents an evaluation by revisiting the portal requirements, while Section VII discusses lessons learned. Section VIII concludes.

II. RELATED WORK

There is a growing body of work on Green ICT, focusing on challenges of software sustainability [22], [23], energy efficiency [24], and automated control systems (e.g., [25]). However, there is little work in the computer science and software engineering (SE) literature on tool development/adoption and associated best practices for issues of society-wide interest. More specifically, there is little effort on creating software to facilitate shared and open ES processes, and support the wider societal dialogue around environmental issues. We now review some of these efforts, highlighting their limitations.

There are numerous works on software for ES, most of which are stand-alone tools. Examples: Whelan et al. [26] present desktop tools for tackling data compatibility and model interoperability issues through semantic mediation; Wang et al. [27] present a desktop tool for matching data from different sources; Dauwe et al. [28] present a multi-agent framework to fuse sensor data from different sources; the Penn State Integrated Hydrologic Model (PIHM) [29] is a prototype watershed model to predict water distribution.

Few efforts to date, however, capitalise on the advantages of cloud computing, particularly how to harness ease of access to shared infrastructure resources. Bhat et al. [30] discuss why and how to deploy cloud-powered geographical information systems, but their proposal is speculative and not evaluated. Sun [31] put forward a case study of migrating a preexisting system to the cloud and using general purpose web-tools (e.g., Google Fusion Tables) as a front-end. Sun’s experience might be useful for similar migration projects, but it has significant drawbacks primarily in terms of usability and interoperability: the front-end tools are quite generic and, based on our experience, do not engage non-domain experts; the back-end is too bespoke and could not be used to plug in a new service or to compose existing ones. More advanced integration of data pipelines and workflows has been presented by Pipeline61 [32], but, in comparison to EVOp, it lacks an engagement-lead end-user ready interface for running integrated scientific modelling workflows.

In terms of SE processes for interdisciplinary teams and public stakeholders, there is gap in the literature in terms of designing and developing software to be used by a wide range of users of different computational abilities and interests. Demir and Krajewski [33] describe a platform that aggregates flood-related data to provide information to communities in Iowa, US. However, the authors do not comment about their development process, how the stakeholders (local communities or otherwise) are engaged, or how to do more than just view periodic flood forecasts (e.g., run a model on demand).
According to recent studies [34], [35], this gap in computation time and model flexibility poses a limitation to the usefulness of such environmental information systems. Quiroga et al. [36] developed an uncertainty-aware cloud-based modelling platform. The work focuses mainly on the computational gain and mentions little on the development process or access to different stakeholders.

As such, the computer science and SE community is in need of sharing experience on how to to use modern technologies (such as the cloud, fog, and IoT) to address a wide-reaching subject such as ES.

III. DESIGN

This section introduces the design of the EVOp infrastructure and the requirements that have driven it.

A. Requirements

The EVOp vision was to provide a multifaceted portal that gives access to different information for various user groups. Our target user groups are: a) environmental scientists; b) policy makers; c) local communities directly involved such as farmers; and d) the general public. These user groups include both domain specialists and non-experts, and they cover a very wide range of potential interests. However, the combination of knowledge from these users can aid in answering key environmental questions. For example, environmental scientists want to find or upload data, use it to run predictive models, modify models to their requirements, and compose workflows that consist of a series of data manipulation procedures. An officer for a statutory authority would be seeking answers to a ‘what if’ question that would go some way to support their decision making processes. An engineering consultant carrying out a field survey would find it useful to check the current state of water levels, embankments, vegetation, culvert obstructions, etc. against recorded values and historical webcam images. A member of a local community might be interested in obtaining information about the impact of different farming and water management practices.

The above examples illustrate that the portal potentially has to provide very different information types from a single data set, and to present them in different ways that are accessible and convenient for the intended user. The portal also has to have access to a varied mixture of data sources for the users to explore and utilise. These include live data feeds (such as real time river level, temperature, etc.), historical time series or spatial datasets (e.g. rainfall measurements and digital elevation models) and others (e.g. webcam images). Such data sources could be managed either internally by the EVOp team or by external parties.

Beside providing information concerning different environmental topics, the portal should give users the capability to utilise the available datasets in a meaningful way. This entails running datasets through a selection of processing tools, including predictive models and workflows, that are executed by users on demand. This presents requirements of inclusiveness (of different data types and model environments) and elasticity.

The resulting set of requirements could be distilled as:

- **Flexibility**: The infrastructure should have fundamental support for assets of varied types and sources.
- **Scalability**: The portal should enable rapid access to additional resources to cater to user and asset management demands.
- **Interoperability**: The portal should rely on open standards to ensure interoperability in order to access external resources, to compose new services, etc.
- **Transparency**: The portal should abstract away as much implementation details from the user as possible.
- **Usability**: The portal should deliver services that are useful, easy, and intuitive to use by different communities.

B. Architecture

In light of the above requirements, we constructed the EVOp infrastructure using cloud computing technologies. These, along with other associated technologies, offer a number of advantages that translate to low operational costs at the infrastructure level and high flexibility at the application level.

A pillar of cloud architectures is the concept of ‘everything as a service’ (XaaS), which stemmed from service-oriented programming, where all resources are identifiable via a uniform view. This offers versatile resource management, allowing EVOp to support data assets of different origins: from in situ gauging stations, warehoused data stores, user provided, and external sources. The management of such resources is also transparent, i.e. details of where and how the data are held are hidden from the user without affecting their experience. Moreover, this design concept hides away implementation details from other system elements which facilitates easier sharing between scientists (e.g. workflows) which in turn promotes a culture of collaboration. It also allows for the data to be used in models and simulations without necessarily giving it away to the users, thus avoiding some of the delicate aspects of data ownership. This concept is extended to include tangible resources in Infrastructure as a Service (IaaS), where hardware arrangements could be obtained as and when required. This provisioning of hardware resources as a utility introduces elasticity, whereby the EVOp infrastructure is allowed to scale to meet user demand and maintain a minimum quality of service. This is made possible by handing over some of the key distributed systems management functions to a cloud provider. The return is assured levels of reliability, performance, and security which lets us focus on solving domain-specific problems. Furthermore, virtualisation technologies are used to dynamically deliver environments that are specifically customised to execute user workflows (e.g. GIS models).

IV. IMPLEMENTATION

The section provides technical details of three main parts of the implementation: a) the underlying infrastructure, b) the adopted web service standards, and c) the web technologies
employed by the user front end. The section ends with an overview of how the infrastructure looks and functions having been developed using the above technologies.

A. Cloud Infrastructure

An early realisation in the lifetime of the project was concerning the need to rise above the shortcomings of one cloud provisioning solution and to have means by which we can control upfront and running expenditures. We thus adopted a hybrid infrastructure comprised of both private and public cloud resources. The private cloud is hosted in Anonymous University and is operated by us using OpenStack. The public cloud resources are provided by Amazon Web Services (AWS). The pairing of OpenStack and AWS is a common one in the cloud computing world; AWS is arguably the most mature and feature rich public IaaS provider [37], and OpenStack is backed by many as the de facto open source alternative to the core AWS products, i.e. EC2 (utility computing) and S3 (storage service). This makes it possible, at least in theory, to use the same virtual machine (VM) images to start instances in either cloud. In an effort to promote portability and to avoid being tied in to one provider, we decided to use the cross-cloud library jclouds [38]. This open source software provides abstractions across many of the widely used cloud solutions.

B. Standard Web Services

The EVOp infrastructure is an ecosystem inhabited by different elements, such as datasets and analysis processes. Each of these inhabitants, according to the XaaS architectural modus operandi, is considered a system resource that is made accessible via a web service interface. This offers a great deal in terms of abstraction, transparency and delegation, and facilitates easy usage and management. One way to describe the benefits is to think about internal and external access to resources. Internal access, where management is involved, is vastly improved as all system resources are accessible in a uniform machine-readable manner. This not only simplifies housekeeping tasks but also enables advanced management tasks to improve availability, fault recovery, etc. Externally, where access to resources does not involve management, is similarly transformed by the ability to consume a resource at a convenient level without worrying about more details than necessary. Moreover, separation of concerns brought on by abstraction is in itself a significant benefit.

In line with this XaaS architectural ethos, all EVOp web services interfaces are of a uniform view, designed according to the Representational State Transfer (REST) architectural principles, except where current standards do not accommodate REST (examples will be given shortly). REST is a resource-oriented architectural style, as opposed to the transaction-oriented SOAP web services. The latter require high communication and operation overheads in order to maintain transaction state on the server, i.e. the machine hosting a web service to process a request. This has a knock on effect on performance, scalability, and fault tolerance of these services. In contrast, RESTful web services remain completely stateless with all data required to transition between different states being included in the service request. This promotes loosely coupled services. In other words, adopting RESTful services draws a clear line between the client and the server.

Such loose coupling has a huge knock-on effect on infrastructure scalability and manageability. As application state is not maintained by the server, there is much less load on it. The client, however, can invoke the server as much as required to change the state throughout the steps of a scientific experiment, the different runs of a simulation, etc. Moreover, this greatly simplifies complicated infrastructure management tasks such as load balancing and failure recovery. In order to optimise performance, end user requests are routed to any available hosted service regardless of previous interactions. Similarly, failed VMs are easily replaced. Hence, service migration is graceful and requires no advance resource reservation, shared block devices, or any similar techniques.

Consequently, we find the RESTful approach to architect web services very suitable for different types of scientific applications, especially embarrassingly parallel ones such as Monte Carlo simulations, parameter sweeps, uncertainty analysis, etc. where there is no need to share state between different transactions.

Nonetheless, adopting the RESTful style for web services was not without difficulties. The main stumbling block was that most of the standards in the geospatial analysis community are specified using SOAP services. Conforming to these standards is of high priority to us for all model implementations. The ones we adopt are Web Processing Service (WPS) and Sensor Observation Service (SOS). This meant not having a completely RESTful architecture in order to enable easy integration of models and composing more sophisticated OGC-compliant web services. We find this a fair compromise for the time being.

Fig. 1. EVOp infrastructure components and data flows

More information is available in [39] and [40].
C. Web 2.0 Technologies

Service delivery is a commonly misjudged portion of digital science projects. Traditionally, the importance of data visualisation has been underestimated which lead to services that are inaccessible to many scientists, let alone users from outside the domain. Sometimes, aspects such as user experience are overemphasised whilst focusing less attention to the added value the project is supposed to offer.

In EVOp, we believe in the importance of high quality data visualisation, intuitive and familiar user interaction, and low entry barrier user interfaces. Such features have significant influence on user adoption, and can thus make or break the user’s perception of the value of an offered service especially over the web. Furthermore, portal users, including scientists, are not expected to be IT experts and hence would rather not tussle with compatibility issues, security restrictions, and other hurdles that were detrimental to the uptake of previous e-research efforts. We thus made it a priority to involve our target users: involve them in the beginning and continuously. Nonetheless, the feedback from the different stakeholders were also used to ascertain a balance between ease of use and high added value for all users.

In order to achieve such balance, we developed a set of web-based tools that enable users to explore data sources, run models in the cloud, visualise the output of model runs, and assist in comprehending that output. Delivering the EVOp services through a web-based portal is key for our purposes. The services are universally accessible by all target groups using a modern web browser. Users do not need to install special software. The users could use any web-enabled device from any location. This enables access using mobile devices, which is particularly convenient for field-based and travelling researchers.

The portal hosts a number of models that require different inputs and produce different outputs. For interacting with each model (i.e. manipulating the input and parameters) and to help bring out relationships or patterns within the data, a bespoke web interface was developed to suit the particular factors in question. This is achieved using dynamic HTML, native HTML5 page elements, HTML5 WebSockets message exchange, and browser scripting using publicly available Javascript libraries. These libraries, which include jQuery and qTip2, were chosen on the basis of providing intuitive user interaction and high customisability, such as the ability to tie in with dynamically loaded content. Geospatial data are visualised using interactive layers superimposed over maps. The Google Maps API is used for this purpose due to its wealth in mapping data, customisation features, and the familiarity that many of the potential users have with it. Geospatial layers are made interactive in order to include time series graphs and other sorts of visualisations over specific map locations. This was accomplished using the Flot Javascript library. Flot was selected due to its programming flexibility, intuitive interactivity, and support of automatic data updates using AJAX.

D. Infrastructure Summary

We now summarise the infrastructure that culminated using the above technologies. Figure II depicts the data flow between the different infrastructure components which enable seamless user interaction.

The Model Library (ML) is populated by domain specialists (e.g. hydrologists) in liaison with data providers. For enduser-facing services, the process starts with offline calibration and testing of a model against a certain dataset (e.g. TOPMODEL on the rainfall data of the Eden catchment in the north west of England). The outcome of this process is a VM image optimised to run a fine tuned set of models that are exposed as web services and equipped with all required data. This streamlined execution bundle is then stored in the ML to be instantiated upon demand. An image could be updated to include more historical data or to adjust the implementation of a model in some way. The alternative path is to use a generic image from the ML to serve as a model incubator. Using these images, more experimental models are installed and exposed as web services deployed according to the OGC WPS standard. They can then be calibrated for different modelling scenarios and using different datasets. This has some effect on execution performance when compared to a streamlined execution unit, but is a useful testing ground for modelling scientists.

Once a user navigates to one of the modelling widgets (an example of these will be provided in the following section), a connection is created with the Resource Broker (RB) module of the Infrastructure Manager. RB responds with an address of a cloud instance that is suitable for the type of computation required, along with some session information. This communication is done in the background using HTML5 WebSockets which facilitates event-based asynchronous duplex communication without the need for periodic polling or streaming, which are costly and inefficient modes of background browser traffic exchange. This reduces network overhead and browser memory usage, and enables RB to manipulate the user session more efficiently. For instance, this is used to update the set of active sessions in order to balance load by sensing when user sessions end. It also allows RB to push any session updates to the user’s browser, such as in the case of migrating the user to a new cloud instance.

The Load Balancer (LB) monitors the health status of running instances with two objectives: minimise costs and maintain instance responsiveness. To minimise cost, user requests are served by default using private instances. Upon saturation of private cloud resources, LB initiates cloudbursting mode where public cloud instances are used beside private ones. This is reversed upon detecting underuse, migrating users back to use private instances. For the latter objective, i.e. maintaining responsiveness, instance statistics are observed, namely CPU utilisation, disk reads and writes, and network usage. Degradation in these metrics, such as sustained high CPU utilisation or zero outbound network usage whilst receiving inbound traffic, triggers LB into starting a new instance and redirecting users that were being served by the seemingly malfunctioning
instance to the newly created one. LB also monitors the state of active user sessions and redistributes users on running cloud instances accordingly. RB is used to push updated session information in order to redirect user calls.

V. USE CASE DEVELOPMENT

Requirement collection for the EVOp portal was not a trivial task. This is due to the novelty of the application and the need to create highly customised web tools. Furthermore, the EVOp team included researchers from different backgrounds (environmental, computer and social science) [41]. Frequent meetings were required to discern any changes that need to be done at an early phase. In this section we describe the methodology used to build added value on top of the EVOp infrastructure, and we detail one of the use cases developed within the project.

A. Methodology

The EVOp development process is an iterative and interactive process that is heavily dependent on incremental development and frequent verification. We used the Agile-based test-driven development methodology (see Figure 2). A storyboard, i.e. a stepped illustration of a fully defined user scenario, was outlined by partner domain specialists (referred to as the storyboard owners). The detailed visual steps provided by storyboards allowed us to collect not just the core functional requirements but also well-defined usage contexts, user interface layout and interaction, and full-length experiential user flow. Based on these, prototypes were developed and iteratively improved and built upon following processes of verification and validation. Verification is the process of checking than an artefact developed (here, the virtual observatory) is technically correct and addresses the requirements laid out in the storyboard. This involves unit tests to ensure good and failsafe execution of software components, and integration tests to examine full features that span several components. This technical verification is one of the main communication practices between the development team and the storyboard owners, occurring at the end of each development cycle which usually takes between a day to a week depending on the size of the task at hand. In contrast, validation relates to confirming that an artefact developed does indeed serve the intended end-users the way the storyboard describes. The main objective here is not technical soundness as much as it is utility (i.e. how useful it is) and usability (i.e. how convenient and intuitive it is to use). This dialogue goes in both directions between researchers and stakeholders (Figure 3), and is centered around the issue addressed by the proposed tool and its general context and implications. This sort of participatory engagement is reported to be the most successful [42]. Validation cycles are longer than verification ones. They are carried out within the wider project consortium (every 1-2 months or so) and with the stakeholders through evaluation workshops (once or twice a year).

B. Local Flooding Storyboard

The local scale EVOp exemplar, which henceforth will be referred to as the Local EVOp Flooding Tool (LEFT), was developed with stakeholders from three largely rural catchments in England, Scotland and Wales. These catchments were selected owing to a number of environmental issues, previous track record of engagement through the research teams and deployments of in situ environmental sensors. Workshops were held in each catchment to come up with an example tool (using the storyboard approach previously mentioned) that is owned and defined by the local stakeholders.

Flooding was found to be an issue in all three catchments; Morland in Cumbria (England), Tarland in Aberdeen-shire (Scotland), and Machynlleth in Powys (Wales) all had suffered from floods within the past five years. Workshop groups mainly consisted of villagers, farmers and catchment managers. Some workshops also included other stakeholders such as the insurance industry. Villagers were interested in further information to help them react to a flood, but also had an interest in what caused the flooding. Farmers wanted to understand if their farming practices increased the risk of flooding, and options that could reduce that risk (working with the catchment managers and associated environmental stewardship scheme funding packages). There was a desire from local catchment stakeholders to have live access to rainfall and river level sensors in their catchments and to look at future flooding scenarios.

A storyboard was accordingly drawn to show the process a user would go through to use LEFT for gaining knowledge
from local datasets and then being able to use these datasets to feed cloud-based models and visualisation systems.

The storyboard would start with key purposes that stakeholders identified during the workshops, such as “how do I decide when my property is at risk of flooding?”. It would then start to be substantiated by identifying a user’s journey through the tool: starting with selecting the feature they desire and any associated data (based on location, for instance), the display and layout of results, and any subsequent interactions to further explore or interpret the outcomes. From this, a set of basic requirements are captured that will be later used to ensure successful tool delivery. The tool was developed iteratively during the project to reflect the needs, interests and capabilities of the different stakeholders.

First, an interactive mapping backdrop was developed as the LEFT landing page (Figure 4), on top of which datasets (both static and live) and other assets (such as webcam feeds) were overlaid on the map as geotagged markers. This provides users with the ability to instantly identify assets of interest based on geographical location. For most users, this entails exploring their local catchment and gathering information from various data sources. Google Maps API was used for this part of the work (after considering alternatives like OpenLayers and Bing) due to its wealth in data, features, and familiarity for target users.

The interactive nature of the geospatial layers provides the ability to reveal new interfaces to the user. Such interfaces vary based on the type of asset. The stakeholder workshops highlighted high interest in being able to visualise live data. Based on this information, we developed visualisation widgets that assist users with interpreting the data they were looking at. For example, live data (such as those fed by in situ sensors) were presented as time series graphs. In some instances, we combined more than one data source to present bespoke, multimodal visualisations and user interaction facilities. In one instance, different sensors were used to plot water temperature and turbidity linked with the corresponding webcam image taken roughly at the same time (Figure 5).

Having developed this framework where assets are laid on a map and widgets opened upon interaction, we dedicated a lot of effort to develop the LEFT modelling widget. The widget is an example of a bespoke user interface that offers rich interaction functionality to leverage the computational power provided by the cloud. The widget was built by a team of domain experts, hydrological modellers, web designers and developers following the TDD methodology discussed in section V-A. This widget, shown in Figure 6, contains a number of different options for the user to choose from: the datasets available at this location, the hydrologic model to use, and the model’s parameters. In order to alleviate some of the complexity of adjusting the model, the user could also select from four land use and management change scenarios. These scenarios, developed with stakeholders, were used to illustrate how changes to land use and land management practices are likely to impact flood risk at the catchment outlet. The widget also shows detailed textual and animated help to provide background information and educate the user about the model and scenarios.

For this use case, two hydrological models were deployed in the cloud to test the conceptual land use scenarios: TOPMODEL [44], an established quasi-physical processed based model, and the multi-model ensemble FUSE [45]. Model calibration was carried out offline to ensure that input data and parameters were in the correct format and the model could adequately reproduce observed discharge at the outlet of the catchment. Once all selections are done by the user, the model is run instantly on demand in the cloud and the returned results are rendered as a hydrograph plotted using Flot (Figure 6). Changes in the flood hydrograph could be examined by running the model under different predefined scenarios or specific parameter combinations to allow comparison between model runs and provide an understanding of the stream’s response at
In this section, we reflect on the EVOp infrastructure and development experience and discuss it in light of the requirements set forth in subsection III-A. These are: flexibility, scalability, interoperability, transparency, and usability.

The service-oriented and cloud-based aspects of the EVOp architecture lend much flexibility and transparency at different levels. To illustrate what the former affords, we break down resources into soft and hard assets. For soft assets (such as data sets and models), XaaS hides from the user details of where resources are held and how they are managed. Such abstraction translates to a better user experience as complicated issues are offloaded allowing the users to focus on solving domain-specific problems. By the same token, XaaS also enables delegation which allows models to process datasets without necessarily giving them away, avoiding some of the thorny issues of data ownership. Moreover, XaaS enables versatile management, allowing EVOp to support data assets of different origins: in situ gauging stations, warehoused data stores, and external sources. It also promotes a mashup culture where resources can be shared, reused, and combined to create more sophisticated assets. Obviously, this involves dealing with resources of varied types and sources and making them addressable and manageable via APIs. For hard assets (where XaaS is essentially IaaS), hardware resources could be arranged as and when required. This provisioning of hardware resources as a utility abstracts away the complexities of distribution, reliability and availability. It also offers scalability through elasticity, whereby the infrastructure is allowed to scale to meet user demand and maintain an acceptable quality of service. Consider for instance uncertainty analysis where a model is repeatedly executed using ranges of values for input parameters in order to compensate for any sources of error in how well the data represents the real variables, e.g. topographical representation of a river catchment. This requires substantially more computational resources than a single execution. By providing such resources on demand, IaaS presents such a great advantage when compared to both grid and cluster computing where usage quotas are a common hindrance for resource-intensive computations. Another example is flash crowds, i.e. extremely large and unexpected number of portal users. IaaS enables us to manage such events with great ease and maintenance of high Quality of Service (QoS). Several additional techniques could be used here to ensure high QoS, such as prefetching data records and preemptively bootstrapping cloud instances as soon as a user visits the portal. This results in additional operational overheads, but is usually not significant enough in comparison to the gain in user experience.

In another regard, IaaS provides flexibility through virtualisation. This technology allows VMs to be furnished according to specific requirements. For EVOp, the team developed four different models each of which was used different pre-calibrated models, help on comparison of different model outputs, more fine-tuned model calibration for domain experts, and current policy guidance on flooding thresholds.

The predefined scenarios can be selected using the buttons in the top-right of Figure 6. These are especially designed for policy makers and the general public. In contrast, users who are more familiar with the models could explore model parameter sensitivity through HTML sliders included in the widget just below the scenario selection buttons. The sliders default to the settings for each scenario to allow users to compare how changes to these values alter the model outputs. This is an example of a multi-faceted interface that enables the widget to cater to the needs of different user groups.

The workshop attendees in particular identified the huge benefits from using a ‘cloud’ platform, e.g. accessing data that is not normally available to them, as well as using tools that they do not usually have on their own desktops. This allowed land owners to explore future land use scenarios, allowing them to conceptually understand the associated flood risk. There was universal agreement that the EVOp potentially provides a tool that holds both educational and scientific value. The last evaluation workshops saw enthusiasm from stakeholders to develop new tools based on new storyboards (e.g. what would be the impact of this scenario on catchment water quality).
no restrictions is a great enabler especially when considering the cross-disciplinary aspirations of a virtual observatory where different developers from diverse backgrounds and working conventions are to be expected. One thing to plan for is the choice of the technologies to prepare and deploy VMs. For virtual appliances that are managed as full (pre-baked) machines images, the choice of image format is crucial to ensure the ability to operate across different IaaS infrastructures. Additional technologies could also help in this regard, most worthy of note are Configuration Management Tools (CMTs) such as Chef and Puppet which allow the definition of an infrastructure of VMs as code. This is quite useful for lightweight and automated deployment configuration.

Using the jclouds cross-cloud API was vital to maintain infrastructural interoperability [49, 50]. This proved quite useful when the infrastructure provider or its utilisation model needs to be adjusted. For example, changing the scheduling policy from ‘all computations on private cloud until saturation’ to something more selective such as ‘streamlined models to AWS and experimental ones to the private cloud’. More importantly, though, it is necessary to have a federated open approach as it is impossible to commit the national and international ES community to any one commercial provider. As for semantic interoperability, we were attentive to the need of complying to the open standards already established in the geospatial modelling community. Adhering to the OGC standards (namely Web Processing Service) to specify exactly how web service inputs and outputs should be required additional effort from the domain specialists implementing the web services. However, adhering to this ensured future compatibility; i.e. the ability to easily plug different modelling services without the need to neither re-align the input data nor tweak the tools used for visualising the output.

**Usability** is one of key concerns, and hence we were constantly driven by maintaining optimal service delivery and low entry barriers. As described in Section VII, we dedicated significant effort to continuously engage with different stakeholder groups and use their feedback to guide the following iterations of the work [51]. The feedback from the stakeholder workshops were supportive of our approach: more than 75% of users found the tool to be both useful and easy to use with a good look and feel [52]. One aspect brought up by the stakeholders during the workshops is the lack of presentation of uncertainty bounds. The tool output as they are provide with a good look and feel [53]. One aspect brought up by the users was the need to revise the input data or tweak the tools used for visualising the output.

VII. LESSONS LEARNED

Through building the EVOp portal as a virtual research environment [54], we were able to successfully lower the barrier for various user groups by providing universal access to models and data, means of executing models and manipulating data, and interpreting and sharing results. Outside of the technical lessons already discussed, a number of lessons were learned through the EVOp project, which we believe would be valuable to the wider distributed computing community.

*Only use what is needed*

By now, there is a rich tradition of developing cloud applications and complex distributed systems [55], specifically those handling predictive modelling and similar workloads. However, not all available tools and approaches are suitable, and forcing the latest SE trend would not necessarily obtain positive results. An example from EVOp is the use of a collaborative research tools e.g. Jupyter [56]. Such tools are extremely powerful, but they do not necessarily create a productive environment for scientists from different backgrounds and subfields (see the following lesson). Moreover, they are not readily accessible to non-experts, lamenting the barrier between different user groups. Our experience shows success using a simple architecture based on long-tested methods, such as an XaaS strategy and employment of Web 2.0 tools, and instead focusing our collective creative energy on developing participatory design processes (see Section V-A).

**Disciplinary boundaries persist**

Building software systems does not solve all issues. A major challenge we faced in EVOp is crossing disciplinary boundaries, which predominantly persist in ES and are manifested in a number of different ways such as terminology, data collection and processing methods, data formats, and of course scientific goals. We found that storyboarding helps a lot in reaching some form of consensus on high-level goals and methods. However, what helped further were: frequent verification meetings, and creating enough flexibility in the system to support different working methods.

**Efficient communication**

Although the TDD cycle was a foreign concept to most stakeholders from non-SE backgrounds, it was readily adopted by all – expert software engineers and non-programming stakeholders alike – once explained, confirming similar findings in the literature (cf. [57]). One of the benefits of following the
cycle across the whole project is making sure that software engineers do not dominate the process, and that different stakeholders are being made aware of progress in other areas through a familiar process that is predominantly social.\textsuperscript{58}

Create means to both educate and learn from stakeholders

People are extremely interested in ES; from local and central government officials and agencies, water and energy sectors, insurance industry, to the wider public. Many of these various groups seek simple answers to complex questions. Stakeholder awareness has already been highlighted in the literature\textsuperscript{59}, \textsuperscript{58}, but from our experience this is not sufficient to ensure active engagement. A certain degree of education is required beyond mere awareness (Figure 7). Our development cycles were much more productive after the first two stakeholder meetings where the intricacies of the used prediction models and data were explained and discussed in detail. This lead to a better understanding on all sides and ultimately to widening the circle of engagement around the different ES themes addressed in EVOp. This is of crucial importance as empowering individuals is a proven path towards positive action\textsuperscript{60}, \textsuperscript{61}.

\begin{figure}[h]
  \centering
  \includegraphics[width=0.5\textwidth]{fig7.png}
  \caption{Awareness is not enough to ensure engagement.}
  \label{fig:fig7}
\end{figure}

VIII. CONCLUSIONS & FUTURE WORK

In face of increasingly difficult environmental challenges, the scientific community is looking for collaborative information infrastructures that facilitate collecting and processing data, chaining and executing models, and visual interpretation of results for different audiences. Cloud computing along with a number of associated technologies offer great potential in realising such infrastructures. This article presented the EVOp project and its portal, which provides access to data and tools that help different stakeholders in engaging with pressing environmental issues. We specifically focused on the architectural design, Agile test-driven development process, and enabling technologies that underpin the virtual observatory. These are of relevance to others working on similar integrated tools both within the wider scope of ES and beyond.

EVOp’s underlying infrastructure is a tailored hybrid one of owned and leased cloud resources. This infrastructure not only does the computational heavy-lifting, but also offers the flexibility to integrate and support varied resources including cloud-hosted data sets and legacy web services. The system also has a low entry barrier compared to previous systems: modellers are able to create execution units using a development environment of their choice, and users are able to execute them from a simple web app with no expectation of user device. The EVOp architecture was fashioned to focus on assets rather than on transactions, thus enabling efficient resource management and easy fault mitigation.

More importantly, we shared lessons learned to help others who are also working to use cloud tools for widening stakeholder engagement around public debates such as that surrounding ES. Making initial progress was definitely not easy, as each stakeholder was pulling in a different direction. This is not least due to the confusion created by a divergent atmosphere where people working on the same problem could be doing so in isolation without necessarily sharing data or knowledge. Having a well-detailed and well-managed test-driven development cycles, with a specific focus on communication and education, helped in pulling efforts together.

EVOp served as a demonstrator built to meet diverse and variable resource requirements. There already are a number of efforts building on the wealth of experience garnered. First, various efforts are under way to invest in infrastructures for supporting different uses in ES. Second, we are planning to expand the spectrum of tools by supporting domain specialists to expose more models as web services. More importantly, we are looking to increase the room for customisation by supporting workflow composition. So far, we have been building web based prototypes based on very specific use cases outlined by storyboards. A workflow is a conglomerate scientific process composed of a directed acyclic graph of basic execution units (e.g. executables, scripts, web services, etc.). Workflows allow ‘advanced’ users (i.e. domain specialists from the scientific or governmental communities) to create complex experiments that can be easily tweaked and replayed, offering reproducibility and traceability.
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