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ABSTRACT
In this paper, we investigate the probability and timing of attain-
ing gaze fixations on interacted objects during hand interaction in
virtual reality, with the main purpose for implicit and continuous
eye tracking re-calibration. We conducted an evaluation with 15
participants in which their gaze was recorded while interacting
with virtual objects. The data was analysed to find factors influenc-
ing the probability of fixations at different phases of interaction
for different object types. The results indicate that 1) interacting
with stationary objects may be favourable in attaining fixations
to moving objects, 2) prolonged and precision-demanding inter-
actions positively influences the probability to attain fixations, 3)
performing multiple interactions simultaneously can negatively
impact the probability of fixations, and 4) feedback can initiate and
end fixations on objects.
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• Human-centered computing → Empirical studies in HCI;
Virtual reality.
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1 INTRODUCTION
Virtual reality (VR) is a continuously growing area of research,
and new technology is developed rapidly. Motion controllers that
emulate real-world hand interaction in VR have become more es-
tablished as the primary interaction modality. Additionally, eye
tracking technology has recently been introduced for multiple VR
platforms. The availability of both hand and eye tracking allows
researchers to study how users coordinate their hands and eyes
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during interaction in VR to inform interaction behaviour and design
and may also be leveraged for novel interaction techniques.

Hand-eye coordination during interaction has been extensively
studied in neuroscience in both controlled [Ballard et al. 1992, 1995;
Helsen et al. 1998; Johansson et al. 2001; Pelz et al. 2001; Smeets et al.
1996] and real-world contexts [Land et al. 1999; Land and Tatler
2012]. The combined research has shown that humans regularly
use their eyes to guide and coordinate their hands when interacting.
Additionally, humans generally fixate at interacted objects. These
findings have been foundational for practical applications such as
gaze prediction [Huang et al. 2012], gaze-enhanced input [Zhai
et al. 1999] and multimodal interaction techniques that integrate
eyes and hands in desktop [Pfeuffer et al. 2014, 2015] or VR set-
tings [Pfeuffer et al. 2017; Zeleznik et al. 2005]. However, gaze
patterns during hand interaction in VR have not yet been exten-
sively investigated. As such, significant differences in gaze patterns
during hand interaction between real-world and VR contexts due
to the limitations of VR technology may remain uncovered. Further
knowledge could inform VR design and open up the design space
for novel VR interaction techniques.

A possible application area for hand interaction and related
gaze patterns in VR is to leverage the expected gaze patterns on
interacted objects for eye tracking re-calibration. Calibration is
achieved by using the interacted object as a substitute for a conven-
tional predefined calibration point. Traditional eye tracking calibra-
tion has shown to be tedious and time-consuming for users [Flatla
et al. 2011]. Therefore, alternative eye tracking calibration meth-
ods has become an extensive research field. Techniques that make
the process unobtrusive or gamified [Flatla et al. 2011; Gomez and
Gellersen 2017; Renner et al. 2011], using visual saliency mod-
els [Judd et al. 2009; Sugano and Bulling 2015], smooth pursuit eye
movements [Gomez and Gellersen 2017; Pfeuffer et al. 2013; Tripathi
and Guenter 2016] or by selecting optimal calibration points have
been introduced [Gomez and Gellersen 2018; Lander et al. 2016].
However, most commercial eye trackers still use the traditional
calibration method due to its reliability.

Gaze patterns on interacted objects during hand interaction is an
interesting opportunity with several potential benefits for VR eye
tracking calibration. First, it is ubiquitous and can be hidden within
the environment, and is, therefore, less interruptive compared to
the traditional calibration. Second, it can be used continuously,
thus mitigating the risk of calibration deterioration. We envision
that the method would be suitable for a seamless and implicit re-
calibration that continuously updates the current calibration during
a VR session. However, questions such as what interaction type
and at what point during an interaction would be most suitable for
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re-calibration needs to be investigated. Additionally, the general
gaze behaviour during hand interaction in VR has to be established.

In this paper, we evaluate the prevalence of eye fixations on
interacted objects during hand interaction in VR as a means for
seamless and implicit eye tracking re-calibration. In the evaluation,
participants completed a set of interactions in VR using three dif-
ferent interactive objects; a cube, a knob and a slider. Gaze data
was recorded during the preformed interactions and analysed for
fixations on the interacted objects.

2 BACKGROUND
2.1 Hand-eye Coordination
Hand-eye coordination has long been researched in neuroscience
to understand the relationship between the eyes and hands. Eye
movement generally precedes hand movement [Land et al. 1999;
Land and Tatler 2012] and is extensively used to guide the hands by
fixating on the object the user wants to interact with [Johansson
et al. 2001]. Additionally, humans use their eyes to incrementally
acquire the information required to perform the current task just
before action [Ballard et al. 1992, 1995]. If the eyes are not available
for target selection or guidance, then the hands will wait until they
are available [Pelz et al. 2001]. The gaze is then directed towards
locations that appear critical for the task, and the kinematics of the
tasks determine when users shift their gaze between landmarks [Jo-
hansson et al. 2001; Land et al. 1999].

As such, several types of fixations used for different purposes
has been discovered. Land et al. defined four types of fixations that
are frequently used when performing a task [Land et al. 1999]:

• Locate: fixation on an object that will be used later in the
process.

• Direct: fixation on a location or a part of an object which is
about to be approached and contacted by the hand, or by an
object held by the hand.

• Guide: implies one, or frequently several, fixations between
two objects that are approaching each other.

• Check: fixation at a locationwhere the state of some variable
is being assessed.

Additionally, Land et al. found that the hands, objects the hands
have made contact with, and objects with a familiar manipulation
are rarely gazed upon during interaction [Land et al. 1999]. Work
has also shown that people will sometimes look away from a target
before it has been acquired, an effect known as the "Late-Triggers
error" [Kumar et al. 2008].

Hand-eye coordination has also been investigated for virtual
metaphors such as the cursor and found similar results. The cursor
generally lags behind the gaze which is used to direct the cur-
sor [Huang et al. 2012; Smith et al. 2000]. Additionally, if the target
location is predictable, top-down knowledge can enable users to
initiate pointer movements before target fixation [Bieg et al. 2010].

Knowledge gained from fundamental hand-eye coordination
studies has been used for gaze prediction from manual movements
[Huang et al. 2012], gaze-enhanced manual input [Zhai et al. 1999]
andmultimodal techniques that integrate hand and eye input [Pfeuf-
fer et al. 2014, 2015]. Techniques that combines hands and eyes have
also been developed for VR contexts [Pfeuffer et al. 2017; Zeleznik
et al. 2005]. However, gaze behaviour during hand interaction in

VR remains unexplored and more knowledge may inspire further
interaction techniques. We surmise that gaze patterns on interacted
objects as a result of hand-eye coordination may be leveraged for
implicit and continuous eye tracking re-calibration.

2.2 Eye Tracking Calibration
All eyes are shaped differently, and calibration is needed to ac-
count for each user’s unique characteristics and track them accu-
rately [Guestrin and Eizenman 2006]. Eye tracking calibration is
traditionally performed by users fixating their eyes at predefined
points (usually 5-9 points). At each calibration point, the eye tracker
extracts eye image features and associates their positions in the
eye image with the position of the calibration point. Traditional
calibration is generally associated with challenges such as light con-
ditions, eye anatomy, glasses, mascara, and the distance between
the user and the eye tracker – all affecting the result of the calibra-
tion [Holmqvist et al. 2011]. These factors may change between and
during sessions, and the calibration may deteriorate over time. It is,
therefore, preferable to calibrate before each session and sometimes
several times during a session. The calibration procedure can there-
fore easily become time-consuming and tedious [Flatla et al. 2011].
Another challenge is the calibration process itself. Fixating on a
point for an extended time is for many considered unnatural [Chen
and Ji 2011; Tripathi and Guenter 2016] as humans usually perform
three to four fixations per second [Pfeuffer et al. 2013].

Research has been made to make the process less tedious by
gamifying the calibration process [Flatla et al. 2011] or integrating
the process into the environment [Gomez and Gellersen 2017; Ren-
ner et al. 2011] and found the calibration to be more enjoyable and
more comfortable to use. Research has also been done on pursuit
calibration where the user follows moving stimuli on the screen,
and the positions of the eyes are mapped to the positions of the
stimuli [Pfeuffer et al. 2013; Tripathi and Guenter 2016]. Smooth
pursuits calibration has the advantage that it is more natural for
humans to follow moving targets than to perform extended fixa-
tions. However, the method requires moving targets to follow and
requires concurrent objects to move in different trajectories for
accurate calibration/selection [Vidal et al. 2013].

Gaze calibration can also deteriorate and become inaccurate
over time [Nyström et al. 2013]. Work has therefore been done
into re-calibration methods that asses the current calibration drift
and only re-calibrate the parts that are needed, using smooth pur-
suits [Gomez and Gellersen 2018] or standard calibration points
[Lander et al. 2016]. However, while these methods are less time-
consuming than a full calibration, they still require the user to
pause their current interaction to perform the needed re-calibration
points or movements. While no study to our knowledge has studied
the extent of gaze calibration deterioration in VR settings, the gaze
calibration might be affected if the HMD moves with respect to the
head while the user is moving around or if the user takes off the
HMD and puts it on again.

3 HAND INTERACTION FOR EYE TRACKING
RE-CALIBRATION IN VR

Modern VR devices (HTC Vive [HTC 2016], Oculus Rift [Oculus VR
2016] and, PlayStation VR [Sony Computer Entertainment 2016])
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come with hand-held motion controllers that are designed so that
users can interact via their hands in the virtual world via push-
ing, pulling, picking objects up, and so on naturally as in the real
world. Research has shown that hands and eyes are coordinated
during hand interaction and that humans look at objects when
interacting with them. Additionally, studies have indicated that
visual processing [Perry et al. 2016], as well as oculomotor per-
formance [Steinbach and Held 1968], are improved close to the
hand. As such the gaze patterns associated with such interactions
can potentially be used for eye tracking re-calibration in VR by
treating the interacted object as a calibration point. The calibration
process can then be completely hidden inside the VR environment,
implicitly running while users interact with the environment. The
proposed method can also be performed continuously in a seamless
manner as users interact with objects. The proposed method will
generally only have one calibration point during a single interac-
tion (the interacted object). As such, multiple interactions would be
required to gather calibration data across the whole field of view
(FOV). Therefore, we argue the method would be most suitable for
continuous re-calibration of an already existing calibration. How-
ever, the question remains whether the proposed re-calibration
method is feasible for practical use. Hand interaction in VR differs
from real-world hand interaction as a hand-controller that acts
as a proxy for the hand is used. How the hand-controller affects
users’ gaze on interacted objects has to our knowledge not been
investigated. Additionally, the question remains whether fixations
gathered on interacted objects are consistent enough to warrant
hand-eye coordination as a re-calibration method.

When evaluating a calibration method, three factors need to be
taken into account. For calibration to be successful, the eye tracker
needs a sufficient amount of time fixating on the target to estimate
all the needed parameters, generally less than one second. It is also
important that the user’s gaze is fixated at the calibration point
since they will be used for future reference. The maximum angular
difference is device-specific, but generally at 1°. Additionally, the
calibration points should cover the whole FOV for accurate tracking
in all directions [Holmqvist et al. 2011]. Traditional calibration can
reliably provide good results for these factors among many users
and is therefore widely used. Therefore, measuring these fixation
parameters on interacted objects will tell whether the coordination
method has potential for calibration. Our analysis focuses on these
three factors for eye tracking calibration. However, the results are
also applicable to other interaction paradigms that leverage gaze
patterns during hand interaction in VR.

4 METHOD
Multiple different interactionswere internally prototyped and tested
to find suitable interactions for the evaluation. The interactions
chosen were a draggable slider, a turnable knob and a liftable cube
that all are common 3D interactions which require assumingly long
enough input and precision to be completed successfully (see Fig. 1).
The required precision would help avoid the "Late-Triggers error"
and maximise fixations. Furthermore, they were all single targets
which should increase the probability of attaining gaze fixations.
When interacting with the slider, participants were instructed to
adjust the slider to the correct position, showcased by the handle

Figure 1: The three interactions used for the study. Left: a
cube that participants placed on the drop area. Middle: a
knob that participants rotated to the correct position. Right:
a slider that participants moved to the correct position.

changing colour. For the knob, participants were instructed to turn
the knob to the correct position, shown via feedback. The goal
position for both objects was random and not visible beforehand.
Hence the participant needed to search for the correct position.
When interacting with the cube, participants were tasked to place
the cube in a marked area. The cube had no additional visual feed-
back indicating completion, but the target was clearly visible. The
lack of feedback was chosen to see if the lack of feedback would
influence the prevalence of "Check" fixations. All objects had a size
of 2.5-3.5° at 1 metre’s distance. The objects’ visual size was thus de-
pendent on the distance to the user. We wanted to investigate if no
additional transformations were needed to attain usable fixations
on the object for calibration. An HTC Vive with a Tobii integrated
eye tracker with a reported 0.5° accuracy and frequency of 120Hz
was used for the study [Tobii 2018]. The HTC Vive tracking system
was used for users positional tracking while performing the inter-
actions. Previous research has highlighted the limitations of the
HTC Vive [Niehorster et al. 2017], however we are not interested
in the measurements that are considered to be problematic and the
participants are unlikely to move across a large area as they will be
standing in front of the interactions.

One HTC Vive hand-controller for each hand was used to in-
teract with the objects, and a model of the controller was used to
show its position in VR. Participants had to touch an object with
the controller and hold down the trigger button to grasp a target.
Previous research has shown that fixation positions may be affected
when an object is occluded [de Grave et al. 2008; Vishwanath et al.
2000]. Thus, to avoid occlusion, the virtual model of the controller
was turned invisible when the object was grabbed, presumingly
making fixation positions on the objects more predictable.

4.1 Procedure
The evaluation was conducted with 15 volunteers (9 male, 6 female,
30.74 ±4.65 years old) to investigate the fixation behaviour on in-
teracted objects during hand interaction in VR. Participants first
signed a consent form and answered a demographic questionnaire.
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Two participants reported daily VR experience. The remaining par-
ticipants reported none or occasional experience. Six participants
reported occasional eye tracking experience, while the rest reported
daily or weekly experience with eye tracking. Fourteen participants
reported the right hand to be their dominant hand. One person
reported their left hand to be dominant. The participants then ex-
plored a VR environment to get accustomed to VR for 5 minutes or
until they felt comfortable enough to start. A 5-point eye tracking
calibration was performed before starting the experiment. The ex-
periment was arranged in steps, where one to three interactions
were presented to the participants at a time. Participants were in-
structed to move around freely in standing position and perform the
presented tasks to their discretion in whatever order they wished to
simulate natural interaction behaviour. When all interactions were
completed, a new combination of interactions was presented. Each
combination was different in the number of interactions presented,
ranging from 1 to 3 and the position of each interaction relative
to each other. No combination had more than one interaction of
the same type. In total, the participants interacted with 15 differ-
ent combinations ordered randomly. The evaluation ended with a
semi-structured interview to get their thoughts on their approach
to solve the tasks during the study.

4.2 Analysis
The analysis was performed between participants and interactions.
The interactions were separated into three phases for data anal-
ysis. The reach phase starts when participants’ gaze first targets
the interacted object and ends when participants grab the object.
The manipulation phase starts when participants grab the inter-
acted object and ends when it is released. The release phase starts
when participants release the interacted object and ends when the
participants’ gaze no longer targets the object.

We conducted a two-way repeated measures ANOVAs to dis-
cover differences in total fixation duration, the number of fixations
and total phase duration with the interactions the phases as in-
dependent factors. Eventual extreme outliers found via box-plots
were replaced with the largest non-extreme value. All distributions
were assessed via a Q-Q plot. The assumption of sphericity was as-
sessed via Mauchly’s test of sphericity and if violated a Greenhouse-
Geisser correction was applied. Post hoc analysis to compare group
differences was made with a Bonferroni adjustment.

All interactions were scaled to the median time of each object
to calculate the occurrence of a fixation at any time during an
interaction. The fixation percentage at a specific time during the
interaction was calculated via the percentage of the normalised
interactions that had a fixation at that time (computed for 100ms
bins). An I-DT algorithm with a duration threshold of 100ms and
a dispersion threshold of 1° of the visual angle was used to filter
fixations [Salvucci and Goldberg 2000].

5 RESULTS
To evaluate gaze patterns on objects during hand interaction we
will here go through relevant data from our study. The analysis
showed no significant differences in results between participants.
Therefore, the results presented in this section derives from all
recorded interactions. We will begin by presenting our data on the

Figure 2: The percentage of all interactions that started at
least one fixation during each phase of interaction.

occurrence of attaining fixations, various important parameters
associated with fixations, and the positions of the fixations relative
to the object and the FOV.We end our results with a short section on
general observations on the participant behaviour and responses.

5.1 Fixation Occurrence
Fig. 2 shows, for each object, the occurrence of starting a fixation
on the object. The manipulation phase had the highest percentage
of trials for all objects, reaching over 95% for all. The reach phase
had a lower percentage of trials with fixations ranging between
62% for the cube to 80% for the knob and slider. The release phase
had the lowest percentage for all interactions ranging from 50% for
the cube and knob to 40% for the slider.

All three interactions had different points for when it was most
common that a participant would fixate on the interacted object
(Fig. 3). During the reach phase, it was more common to acquire
a fixation on the interacted object for all three interactions when
closer to the manipulation phase. The cube had an overall lower
occurrence of fixations during the end of the reach phase (40%)
compared to the knob and slider (60%), coinciding with the results
in Fig. 2, where the percentage for the cube in the reach phase was
considerably lower.

Fig. 3 also shows that the three interactions had mostly different
fixation occurrence curves during the manipulation phase. The
cube showed a large dip during the start of the interaction when
the participant’s attention would shift from the cube to the marked
area and would after that stay on the marked area. The probability
of the participant fixating would then steadily increase as the cube
got closer towards the drop area reaching 80% towards the end of
the manipulation phase.

The knob’s manipulation phase had a relatively stable fixation
occurrence at 60% during the whole phase, likely because the knob
was stationary. The fixation occurrence falls at the end of the ma-
nipulation phase, coinciding with when the participant gets visual
feedback that the knob has been rotated into the correct position.
Participants would then often shift their attention away from the
knob before releasing it.
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Figure 3: The percentage of all normalised interactions with a fixation on the interacted object at any given time.

A notable dip in fixations was found at the start of the slider’s
manipulation phase as participants would often first quickly drag
the slider through its whole range to find the approximate correct
position. Fixations are then hard to attain on the object as the
participant’s gaze is following the sliders fast movement. When
the approximate correct position had been found, the participant
dragged the slider more carefully into the correct position, leading
to an increase in fixations. At the end of the manipulation phase,
fixations rapidly dropped similarly to the knob.

During the release phase, the slider and knob had an earlier
fixation drop than the cube. The cube’s initial spike in fixations is
due to the participant more frequently double-checking that the
cube was placed inside the drop area after releasing it due to the
lack of other feedback. The knob and slider, however, had a lower
need for double-checking as the participant received clear feedback
when the interaction was completed.

5.2 Fixation Characteristics
Table 1 show the fixation characteristics for each interaction and
phase. Two-way repeated measures ANOVA showed significant

Table 1: Mean gaze fixation characteristics with standard de-
viations for each respective interaction and phase.

Phase
Total Fixation
Duration (s)

Number of
Fixations (#)

Total Phase
Duration (s)

Cube Reach .19 ± .21 1.22 ± 1.13 .58 ± .35
Knob Reach .57 ± .58 2.94 ± 2.58 1.19 ± .75
Slider Reach .46 ± .43 2.53 ± 2.26 .97 ± .63
Cube Manip. .98 ±.53 4.43 ± 2.37 1.71 ± .67
Knob Manip. 1.15 ±.75 5.64 ± 3.51 1.86 ± .92
Slider Manip. .65 ±.47 4.06 ± 2.70 1.15 ± .65
Cube Release .16 ±.22 .78 ± 1.07 .42 ± .30
Knob Release .17 ±.27 1.11 ± 1.40 .59 ± .56
Slider Release 0.08 ±.12 .52 ± .81 .33 ± .28

differences in fixation duration (F(3.08, 379.24) = 22.66, p < .001),
fixation count (F(3.27, 401.85) = 8.60, p < .001), and phase duration
(F(3.22, 395.97) = 12.21, p < .001). Further analysis showed significant
differences in all characteristics when comparing within each object
(Table 2) and each phase (Table 3).

When comparing the phases within each object, post-hoc analy-
sis showed that for all objects, the manipulation phase had a signif-
icantly higher fixation duration (all p < .001), fixation count (all p <
.001), and phase duration (all p < .001) than the reach and release
phase. Additionally, for the knob and slider, the reach phase had a
significantly higher fixation duration (all p < .001), fixation count
(all p < .001) phase duration (all p < .001) than the reach phase. The
cube showed showed a significant difference in fixation count (p =
.012) and phase duration (p = .001), but no significance in fixation
duration (p = 1.000). The results indicates that the manipulation
phase is the longest phase with the most fixations.

When comparing the items within each phase, post-analysis
showed that both the knob and slider had significantly higher val-
ues compared to the cube (all p < .001) during the reach phase,
indicating that the initial position of the object has a significant
effect on reaching time and on their fixation behaviour. During
the manipulation phase, the knob had significantly higher fixation
duration than the cube (p = .046) and slider (p < .001). Additionally,
the cube had significantly higher fixation duration compared to the
slider (p < .001). The knob also had a significantly higher fixation
count than the cube (p = .002) and slider (p < .001). Finally, both the

Table 2: ANOVA of fixation characteristics with the object as
the independent factor.

Object
Total Fixation
Duration

Number of
Fixations

Total Phase
Duration

Cube F(1.45, 178.14) = 207.31 F(1.64, 201.93) = 168.09 F(1.59, 195.73) = 288.95
p < .001 p < .001 p < .001

Knob F(1.63, 200.85) = 103.05 F(1.75, 214.84) = 102.46 F(1.83, 225.35) = 101.16
p < .001 p < .001 p < .001

Slider F(1.55, 190.57) = 72.53 F(1.58, 193.69) = 89.63 F(1.68, 206.56) = 142.63
p < .001 p < .001 p < .001
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Table 3: ANOVA of fixation characteristics with the interac-
tion phase as the independent factor.

Phase
Total Fixation
Duration

Number of
Fixations

Total Phase
Duration

Reach F(1.83, 182.96) = 21.10 F(2, 202) = 14.64 F(1.67, 206.60) = 28.26
p < .001 p < .001 p < .001

Manip. F(1.81, 249.95) = 26.22 F(1.87, 255.74) = 24.50 F(1.89, 308.48) = 11.83
p < .001 p < .001 p < .001

Release F(1.32, 77.85) = 12.16 F(1.23, 73.65) = 11.72 F(1.60, 198.38) = 14.70
p < .001 p < .001 p < .001

cube (p < .001) and knob (p < .001) had a significantly higher phase
duration than the slider. The results suggest that stationary objects
are favourable in acquiring fixations on the object. Additionally, a
larger phase duration also seems significant in acquiring fixations.
For the release phase, the knob had a significantly higher fixation
duration, fixation count, and phase duration than the slider (all p
< .001). The knob also had a significantly higher phase duration
than the cube (p = .007). Finally, the cube’s fixation duration was
significantly longer than the slider (p < .001).

5.3 Position of Fixations
Fixation position data showed a tendency of the fixation centroids
to be 0.5-1° above the object centre (Fig. 4). However, fixations
were mainly positioned at the centre of the interacted object in the
x-axis. Both axes showed a normal distribution around its centre
value, where fixations on objects could reach up to 4° away from
the centre value. No significant differences were found between the
interactions, nor phases.

The results also indicated that the choice of hand to interact with
impacted where on the participant’s FOV fixations would occur.
We found that 86% of the fixations were on the left side of the
FOV when using the left hand. When using the right hand, 79% of
the fixations occurred on the right side in the FOV. No significant
differences were found between the interactions.

5.4 Participant Behaviour and Interviews
Participants appeared to be more careful during the first interac-
tions and became more consistent in their interactions as they
learned. Participants mainly used their dominant hand when com-
pleting interactions, although after several trials some participants
also used their other hand. Furthermore, three participants started
experimenting with the interactions by using both hands to com-
plete multiple interactions at the same time. Participants generally
interacted with the objects at approximately an arm’s length and
actively positioned themselves to comfortably grab the objects. The
data showed a mean distance of 0.56 meters between the partici-
pants’ eyes and the cube. The knob and slider had similar mean
distances of 0.66 meters and 0.63 meters respectively.

The consensus among the participants was that the interactions
felt natural and easy. However, P13 commented "It felt uneasy to
drop the cube as it gave a sense of lost control and therefore it required
more attention". Many participants stated (9/15) that they were more
careful in the beginning and got quicker and more comfortable
after more trials. Furthermore, some participants (3/15) claimed

Figure 4: Angular difference in the horizontal (x) and verti-
cal (y) plane between the fixation centroid and object centre
for all fixations. Vertical lines represent medians.

that they attempted to complete two interactions simultaneously
further into the study. This behaviour indicates that interaction
behaviour may change over time. Most participants did not report
any noticeable difference in behaviour depending on the number of
present interactions. However, a few participants (4/15) stated that
they acted differently, for instance by switching hands more often.

6 DISCUSSION
In this paper, we report on an evaluation of fixations on interacted
objects for three different interactions that required sufficient time
and precision to be completed. The participants’ visual attention
between the three interactions showed different results, which
indicates that multiple factors affect gaze behaviour on interacted
objects and needs to be taken into consideration when evaluating
if an interaction is suitable for eye tracking calibration. We will in
this section discuss these found factors.

6.1 Fixations During the Interaction Phases
During the reach phase, the cube had a lower occurrence fixations
as well as a significantly lower total fixation duration, number of
fixations, and phase duration than the knob and the slider. The cube
was placed on a shelf underneath its drop area while the knob and
slider were placed at the drop area’s height (Fig. 1). The cube was,
therefore, closer to participants’ hands when the arms were in a
resting position, and the participants did not have to reach as far to
grab it. Additionally, no significant differences were found between
the knob and slider, indicating that placement of the interacted
object is important during the reach phase to maximise the proba-
bility of fixations. However, the general fixation occurrence during
the reach phase was low. A possible explanation could be that "Lo-
cate", and "Direct" fixations at the start of an interaction are not
only located on the interacted object but also on the surrounding
environment as the participants gather initial information.
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The knob had a stable fixation occurrence during the manipu-
lation phase, likely due to the knob being stationary during the
interaction, only rotating around its axis. The cube had a higher fix-
ation occurrence towards the end of the manipulation phase when
the participant is focusing towards the stationary drop area. Addi-
tionally, the slider had a higher fixation occurrence during its later
stages when participants were closer to the correct position and
were dragging the slider slower to fine tune the slider to the correct
position. The combined results indicate that users are more likely
to fixate on an object when more precision is required. Addition-
ally, the results indicate that participants’ general task completion
approach should be taken into account when considering an inter-
action for calibration purposes. For example, participants tended to
be less accurate and focussed on the interacted object at the start of
an interaction while they were fixating more on the object towards
the end when more precision was needed. The three interactions
also indicate a higher likelihood of attaining fixations for stationary
objects during the interaction. In other words, a stationary ma-
nipulation phase is more suitable for a fixation based calibration
compared to a moving interaction phase. However, moving objects
could be used for pursuits based calibration during hand-interaction.
Previous research has shown that users’ oculomotor performance
is enhanced for pursuits [Chen et al. 2016] or vergence [Maiello
et al. 2018] when the hands control the target. As such, with the
slider as an example, it could be possible to calibrate the eye tracker
if the user performs a pursuit movement following the slider while
dragging the slider. The difficulty lies in designing the interaction
to ensure that the object’s movement is possible to follow with
a pursuit movement during an interaction. Further work should
investigate this type of pursuit-based calibration.

During the end of the manipulation phase, the probability of a fix-
ation increased for the cube while dropping for the knob and slider.
These results are likely due to that the knob and slider provided
feedback when they were in the correct position, while participants
were still holding the interacted object. For the cube, however, there
was no direct feedback and participants did not know that the in-
teraction was completed until they had released the cube and could
see that it was placed correctly within the drop area. As such the
lack of feedback forced participants to perform more "Check" fix-
ations during the interaction. From a calibration perspective, it
suggests that the calibration should take into account how and
when feedback is given to the participant. Additionally, the results
may also indicate that having more disruptive interactions with
less feedback could lead to attaining more fixations as users have
to perform more "Check" fixations. This indication is further sup-
ported by comments from the participants who stated that they felt
like they needed to keep more attention towards the cube because
they did not receive any clear feedback.

The release phase had a lower fixation occurrence for all inter-
actions compared to the reach and manipulation phase. During the
release phase, it was common that participants moved their visual
attention away from the interacted object before releasing it. For
the cube, however, most fixations that were seen in the spike in
Figure 4 were fixations that started in the manipulation phase and
were carried over to the release phase. These results indicate that
the release phase is difficult to use for calibration purposes if clear
feedback is given.

For all three phases, the interaction with the longest phase dura-
tion also had the longest total fixation duration. Additionally, the
interaction with the shortest phase duration had the shortest total
fixation duration. These results hint that it may be beneficial to use
sufficiently long interactions to extend the total fixation time and
attain more fixations. All three interactions had a higher probabil-
ity of fixating on the object (Fig. 3), longer total fixation duration,
the number of fixations and phase duration (Fig. 5) during the ma-
nipulation phase compared to their reach phase and release phase
counterparts. These results further indicate that it is most benefi-
cial to conduct an eye tracking calibration during the manipulation
phase and not when reaching for or releasing an object.

6.2 Fixation Positions
Results showed that participants were fixating slightly above the
objects’ centre instead of fixating directly at their centre (Fig. 4).
A possible explanation could be the placement of the interacted
objects. The objects were placed at a 1.3 meters height so that partic-
ipants could comfortably reach the objects leading to participants
looking down on the interacted objects. Additionally, Fig. 4 shows
that the fixations were spread out on the objects. While the majority
of fixations were located within a 1° centre, a large part could also
be found up to 3-4° distance, which is larger than what is required
for an accurate eye tracking calibration (0.5-1°). The results can be
explained by considering the size of the objects together with the
average interacted distance of ∼0.6 metres. Object sizes at those
distances spanned up to 7-8° of the FOV which lead to a larger
spread of fixations on the objects, thus indicating that the size of
the interacted object is vital to the calibration method’s success.

Several approaches could be made to guarantee the appropriate
object size. A naive approach would be to set the target size to be 1°
or less at the regular interaction distance. A second approach could
be to dynamically change the object size relative to users’ viewport,
by for example adjusting the object’s distance to the user or by
changing the object size. Finally, objects can be placed at the edge
of users’ reach to guarantee that objects remain within a certain
size or be placed outside users’ reach and thus only be reachable
via for example amplified hand movement [Wilson et al. 2018].

The results also showed that using the left or right hand had an
effect on which side of the x-axis on the FOV fixations occur when
interacting with an object. Participants would rarely shift their
heads entirely towards an interacted object but rather slightly to-
wards it. This behaviour implies that it is possible to attain fixations
that are spread over a large part of the FOV. Further investigation
on how the object position relative to the participants’ head affects
fixation position on the FOV needs to be conducted.

6.3 Participant Behaviour
Participants expressed that they were more careful and took more
time to complete the interaction due to its unfamiliarity during the
first trials of each interaction. This feedback may indicate that the
first time performing an interactionwill have the highest probability
of attaining hand-eye coordinated fixations. Similarly, performing
interactions that are familiar to the user may lead to fewer fixations
or the "Late-Triggers error".
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A potential pitfall in using interactions for calibration is the need
to ensure that the user is paying attention to the current interaction.
The design of the interaction is one aspect, but there are also other
factors to consider. Some participants tried to complete multiple
interactions at the same time using one hand for each interaction.
Participants would then constantly switch their visual attention
between the two interactions; thus the likelihood of attaining useful
fixations becomes smaller. To avoid this behaviour, an interaction
that is used for calibration should not be in the direct vicinity of
another possible interaction.

Additionally, the surrounding environment may have an impact
on participants’ attention towards an interacted item. Using visual
tricks to exploit humans’ automatic reactions to events could poten-
tially be used to increase the fixation probability [Irwin et al. 2000].
For example, if dragging a slider that suddenly blinks, the user
would instinctively fixate at the slider and data could be sampled.
Also, making sure the interacted object sticks out in the VR environ-
ment through colour contrasts or other mediums may help to keep
users’ attention on the object. Another aspect to consider is that
the participants in this evaluation were put under no time pressure
to complete the interactions. In a game setting where users may be
under time pressure, it is possible that the user’s visual attention
may shift more often in order to plan or look out for enemies.

6.4 Practical Application
Our results show that it is possible to attain fixations on interacted
objects during hand interaction. While the fixation occurrence may
seem low and therefore unreliable, we believe that is partly due
to our strict fixation criteria. With looser requirements as in other
studies, the number should be overall higher [Johansson et al. 2001].
However, our study was performed in a lab environment where
eye tracking accuracy was assured during the whole experiment.
A practical implementation of the proposed re-calibration method
should be able to identify when users fixate on an item during an
interaction, even if the calibration is not perfect.

Looking at the data, there seem to be some viable options. The
most straightforward approach would be to treat the object as a
regular calibration point and only record gaze data when it is most
likely to acquire a fixation, thereby assuming that the user is fixating
on the object. For example after a disruptive event or feedback, or
when an interacted object is close to its goal position. This method,
however, may still be unreliable as it is difficult to fully guarantee
that the user is fixating at the object at a specific time. Additionally,
the interacted object size has to be considered as we found that not
all fixations were located on the object centre.

Another approach could be to exploit the fixation positions on
the interacted objects. In Fig. 4 we saw a normal distribution of
the angular difference between the gaze fixation and the object
position for all fixations of the experiment. Additionally, similar
normal distributions were also found for each participant separately.
If the normal distribution can be found uncalibrated, then it may
be possible to adjust the calibration of the eye tracking with the
help of the normal distribution. This proposed technique assumes
that the distribution centre (where the users look the most) during
the interaction with the object is correct; in other words, that they
are looking at the object. It might be necessary to accumulate data

from a series of hand-eye coordinated interactions to generate a
sufficient data-set for the normal distribution curve. However, this
direction needs further research.

6.5 Study Limitations
Finally, we consider a few limitations of the user study. First, a
possible limitation of the results is the I-DT algorithm mislabelling
of pursuit eye movements as fixation which may affect the results.
However, the eventual pursuit movements are limited to a short
distance. Second, the study only considers a small number of in-
teractions. Our interactions were based on interactions that are
common in VR and that we believed would be suitable for eye
tracking calibration. However, more types of common interactions
should be studied. Third, the environment used in our study was a
simple environment without any distracting elements except for
the interactions themselves. It would be reasonable to believe that
distracting environments would affect gaze behaviour. Fourth, fur-
ther studies should be conducted on how different sized objects
and dynamic object sizes affect gaze patterns. Longitudinal studies
on gaze pattern changes would also be interesting since qualitative
results showed that participants got more confident after perform-
ing interactions multiple times. Additionally, matching the gaze
data with additional kinematic data from the hand could provide
further insights. Finally, the proposed re-calibration method has to
be implemented and evaluated to assess its feasibility fully. Never-
theless, our study is a first step in investigating gaze during hand
interaction in VR.

7 CONCLUSION
This study aimed to investigate gaze fixations on interacted objects
during hand interaction in VR and the feasibility of attaining re-
lated fixations as a method for eye tracking re-calibration. First,
the results show that the manipulation phase is most suitable for
calibration with a relatively high probability of attaining fixations.
Second, it is more likely to attain fixations when interacting with
stationary objects compared to moving objects. Third, interactions
which required sufficient precision and time to complete positively
influence the probability of attaining fixations. Fourth, carefully
designed feedback and disruptive elements of interactions may mo-
mentarily increase the probability of fixations, but the probability
often drops rapidly after task completion. Fifth, there was a ten-
dency among participants to complete tasks using their dominant
hand in their dominant hand’s part of the FOV. This behaviour
needs to be counteracted in order to achieve accurate eye-tracking
calibration covering the whole FOV. Lastly, the surrounding VR
environment may have an impact on participant behaviour and
thereby fixation probability, a less distracting environment with
less reachable interactions may be beneficial to attain fixations on
the currently interacted object.
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