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Abstract

In this paper we consider multi-objective optimization problems (MOOP) from the point of view of Bayesian analysis. MOOP problems can be considered equivalent to certain statistical models associated with the specific objectives and constraints. MOOP that can explore accurately the Pareto frontier are Generalized Data Envelopment Analysis and Goal Programming. In turn, posterior analysis of their associated statistical models can be implemented using Markov Chain Monte Carlo (MCMC) simulation. In addition, we consider the minimax regret problem which provides robust solutions and we develop similar MCMC posterior simulators without the need to define scenarios. The new techniques are shown to work well in four examples involving non-convex and disconnected Pareto problems and to a real world portfolio optimization problem where the purpose is to optimize simultaneously average return, mean absolute deviation, positive and negative skewness of portfolio returns. Globally minimum regret can also be implemented based on post-processing of MCMC draws.
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1 Introduction

Since its inception, multi-objective optimization has found many applications in operations research and finance. See for example Florios et al. (2010), Xidonas et al. (2011, 2017), Zopounidis et al. (2015), Doumpos, and Zopounidis (2011), Doumpos et al. (2002, 2009, 2014), Zopounidis (1999), Pendaraki et al. (2005). In multi-objective optimization the problem is to optimize simultaneously several conflicting objectives subject to constraints. A promising approach is to use scalarization so that a single aggregate objective is optimized. Depending on the shape of the Pareto frontier, some aggregation function may perform better than others in tracing out the frontier.

Although it is impossible to summarize the use of meta-heuristics and other algorithms in multi-objective optimization, we should mention, the Non-dominated Sorting Genetic Algorithm (NSGA) proposed by Srinivas and Deb (1994). Refinements and advances include NSGA-II (Deb et al., 2002) and NSGA-III (Deb and Jain, 2014) and MOEA/D proposed by Zhang and Li (2007). From simulations it turns out that NSGA-II outperforms two other competing algorithms: Pareto-archived evolution strategy (Knowles and Corne, 1999) and strength Pareto evolutionary algorithm (Zitzler, 1999) in terms of finding a diverse set of solutions and convergence near the Pareto front. The two features of the evolutionary optimization approach in multiple-objective optimization are the assignment of a fitness function, and the diversity of solutions (viz. being different from each other to the greatest extent possible). To enhance convergence, “elitism” has been used widely in the literature, see for example Knowles and Corne (1999), Zitzler and Thiele (1998) and Rudolph (1998) as well as Deb and Jain (2014) for a useful summary.

In this paper we propose Bayesian analysis of multi-objective optimization programs. We show that the objectives and constraints define a sampling or statistical model which, in turn, can be used to implement posterior analysis using simulation algorithms, especially Markov Chain Monte Carlo (MCMC). In the area of evolutionary optimization and meta-heuristics, the Bayesian approach i) offers a principled way to define fitness, ii) allows incorporation of prior beliefs about the location and shape of the Pareto front when available; iii) provides access to a posterior distribution that converges to the Pareto front using computational means; and iv) formalizes uncertainty of the statistical model as regards the Pareto front. The use of prior information is not per se undesirable; for example, reference points are often used (Deb and Jain, 2014, see also Jain and Deb, 2014). From another point of view, prior information may reflect the desire of the decision maker to concentrate on Pareto efficient solutions in the neighborhood of a given subset of the decision space. Moreover, formalization of uncertainty is related to how certain we are that any given point on the front or a subset of the front is Pareto non-dominated. In portfolio problems, this may offer valuable information to the decision maker, as stocks and other financial assets have inherently uncertain returns.

We rely on two techniques. First, Generalized Data Envelopment Analysis (DEA), see Yun et al. (2001) who proposed Generalized DEA to deal with possible non-convexity of Pareto sets). The second technique is applicable when the Pareto front is not only possibly non-convex but possibly disconnected as well. Dutta and Kaya (2011) have proposed techniques that can be used to deal with such disconnected sets. They have proposed a weighted Tchebychev problem that is also known as goal attainment (Mueller-Gritschneider et al., 2009) or Pascoletti–Serafini scalarization (Eichfelder, 2009a,b). The
idea explored in this paper is rather simple: Since DEA-like methods can be used to construct Pareto optima for possibly disconnected and/or non-convex Pareto sets, we can find a statistical model which is equivalent to GDEA and then perform inferences for the statistical model to approximate the solutions delivered by GDEA. In particular, access to the posterior is provided by powerful MCMC algorithms. We show that the statistical models required to approximate GDEA/GP are particularly simple (although nonlinear in the parameters of interest which are points on the Pareto front) and can be handled easily using state-of-the-art MCMC techniques.

These techniques do not require that we have prior information about the shape or other properties of the Pareto frontier, although such prior information can be used if it is available. Unsurprisingly, such techniques utilize ideas from the stochastic frontiers literature, namely that inequality constraints can be converted to equalities using one-sided error terms, plus a two-sided “noise” error term whose variance can be made arbitrarily small or can be estimated from the data, if so desired. Of course, the idea is well-known in linear programming where slack variables are used. However, in our set up these are random variables, not constants to be determined by the optimization.

The idea of introducing a two-sided error term, is particularly useful when the set of feasible points is the result of simulations which contain measurement errors. The number of feasible points can be very large, contrary to implementations of direct GDEA/GP. This, of course, opens up the possibility of constructing thousands of feasible points and then applying MCMC techniques (custom-made or off-the-shelf) to explore the Pareto front of large and possibly ill-behaved multi-objective optimization problems.

Moreover, we consider the problem of minimax regret (Kouvelis and Yu, 1997) and its recent implementation by Xidonas et al. (2017). The posterior of the model is explored using Markov Chain Monte Carlo and then applied to a real-world portfolio optimization problem. In addition to risk and return we consider also positive and negative skewness which, to the best of our knowledge, is a novel approach to multi-objective portfolio optimization. Minimax regret is important as it can be used to deliver robust solutions to the problem. Additionally, the proposed techniques are automated in the sense that it is not necessary to define alternative scenarios: Uncertainty with respect to different states is automatically taken into account using posterior draws for these parameters from MCMC.

2 Background on multi-objective optimization and DEA approaches

2.1 General

In this section we provide general background material on multi-objective optimization. The reader that wants to skip this material can go directly to (12).

We consider the problem:

$$\min_{x \in \mathcal{X}} \{ f_1(x), ..., f_M(x) \},$$  \hspace{1cm} (1)
where the decision variables are $x \in X \subseteq \mathbb{R}^k$ and $f_i : X \to \mathbb{R}$ ($i = 1, ..., M$) are $M$ objective functions. We denote $f(x) = [f_1(x), ..., f_M(x)]'$. Usually, the set $X$ is described by nonlinear inequality, equality and bound constraints:

$$X = \{x \in \mathbb{R}^k, g_j(x) \leq 0 \forall j = 1, ..., J, h_q(x) = 0 \forall q = 1, ..., Q, \bar{x}_i \leq x_i \leq \underline{x}_i \forall i = 1, ..., k\}. \quad (2)$$

For vectors $a, b \in \mathbb{R}^M$ we use the notation: $a \leq b \Leftrightarrow a_i \leq b_i \forall i = 1, ..., M, \exists j \in \{1, ..., M\}: a_j < b_j$.

As the objectives are conflicting we use the Pareto optimality concept. The Pareto set is:

$$\mathcal{P} = \{x \in X : \exists x' \in X, f(x') \leq f(x)\}. \quad (3)$$

The Pareto frontier is the boundary of the Pareto set:

$$\mathcal{P}^* = \partial \mathcal{P} = \{y | y = f(x), x \in \mathcal{P}\}. \quad (4)$$

Locating the Pareto set is important in MOP. One way to find $\mathcal{P}^*$ is to apply scalarization (Ehrgott, 2008). Therefore, we may consider the problem (Zadeh, 1963):

$$\min_{x \in X} \sum_{m=1}^{M} w_m f_m(x), \quad (5)$$

where $w_m \geq 0 \forall m = 1, ..., M$ and $\sum_{m=1}^{M} w_m = 1$ are given weights. The method cannot locate points in a non-convex area of the Pareto front (Steuer, 1986). Kim and de Weck (2005, 2006) proposed the adaptive weighted sum method, and demonstrated that it finds solutions for non-convex regions and provide a well-distributed Pareto front. However, a Pareto-filter is applied to remove dominated solutions. Another approach is to solve problems of the form:

$$\min_{x \in X} f_1(x)$$

$$f_m(x) \leq \varepsilon_m \forall m = 2, ..., M. \quad (6)$$

For the method in general see Lightner and Director (1981) and Li et al. (1999). For some developments see Laumanns et al. (2006) and Mavrotas (2009).

Given a feasible point $x^o \in X$ another approach is to solve the problem:

$$\min_{x \in X} f_1(x)$$

$$f_m(x) \leq f_m(x^o) \forall m = 2, ..., M. \quad (7)$$
which is related to the following:

\[
\min_{x \in X} \sum_{m=1}^{M} w_m f_m(x) \\
f_m(x) \leq f_m(x^o) \forall m = 1, \ldots, M.
\]

(8)

In these problems, given a feasible point, one tries to determine a point that is optimal or at least better compared to a feasible solution. If we consider each problem alone we have:

\[
x^*_m = \arg \min_{x \in X} f_m(x) \forall m = 1, \ldots, M.
\]

(9)

In turn we can define “goals”:

\[
f^*_m = f_m(x^*_m) \forall m = 1, \ldots, M.
\]

(10)

Since the goals cannot be attained simultaneously, we can consider the following problem:

\[
\min_{x \in X} \left\{ \sum_{m=1}^{M} w_m (f_m(x) - f^*_m)^p \right\}^{1/p},
\]

(11)

where \( p \geq 1 \) is a scalar that defines an \( L_p \) norm.

### 2.2 The use of DEA methods

Next, we turn attention to DEA methods in multiple-objective optimization. DEA methods have a great potential as they target directly the envelope of a set of data and, thus, if a set of feasible points is available, the envelop approaches the Pareto frontier. The value of DEA methods has first been documented in Arakawa et al. (1998) and Yun et al. (2001).

Given any point away from the Pareto front, the extent of inefficiency is a measure of the (shortest) distance of the point to the frontier. Alternatively we may consider the ray from the origin to the point. Yun et al. (2001) building on Arakawa et al. (1998) proposed solving a DEA problem. First define:

\[
F_m(x) = f_m(x) + \sum_{j=1}^{J} \psi_j \left\{ [g_j(x)]_+ \right\}^a \forall m = 1, \ldots, M,
\]

(12)

where \( \psi_j > 0 \) is a penalty coefficient for the inequality restrictions, \( a \) is a parameter and \( \left\{ y \right\}_+ = \max \{0, y\} \). The equality and bound constraints can be treated in a similar manner and are omitted here. The DEA problem is:
\[
\min_{\lambda, \vartheta} \vartheta \\
[F(x^{(1)}), \ldots, F(x^{(N)})] \quad \lambda \leq \vartheta F(x^n),
\]
\[
\lambda \geq 0, \quad \lambda \in \mathbb{R}^N,
\]
to determine the efficiency of a given point (or “decision making unit” \( o \in \{1, \ldots, N\} \)). Moreover, the inputs are the values of the augmented objective function at points \{\( x^{(1)}, \ldots, x^{(N)} \)\} and output is \( F(x^o) \).

Yun et al. (2001) propose to use a Generalized DEA model to deal with possible non-convexity. The problem they propose is:

\[
\max_{\Delta, v} \Delta \\
\Delta \leq d_n - \alpha \sum_{m=1}^{M} v_m \left( F_m(x^o) - F_m(x^{(n)}) \right) \forall n = 1, \ldots, N, \\
v_n \geq \epsilon \forall n = 1, \ldots, N, \quad \sum_{n=1}^{N} v_n = 1
\]

where \( \alpha > 0 \) is a constant that can be used to obtain various types of DEA problems, \( \epsilon > 0 \) is a small non-Archimedean number, and \( d_n = \max_{m=1, \ldots, M} \left\{ v_m \left( f_m(x^{(n)}) - f_m(x^o) \right) \right\} \). In this method, taking a large \( \alpha \) can remove observations which are located far from the efficient frontier, while a small \( \alpha \) may be used in non-convex Pareto frontiers as it nests the free disposal hull in this case. Efficiency requires that the optimal value, \( \Delta = 0 \).

Since (14) can handle non-convex Pareto fronts we focus on this optimization problem. It is clear that provided \( \mathcal{X} = \{x^{(n)}, n = 1, \ldots, N\} \) are all feasible, the problem simplifies to:

\[
\max_{\Delta, v} \Delta \equiv \Delta(x^o, \mathcal{X}, \alpha) \\
\Delta \leq d_n - \alpha \sum_{m=1}^{M} v_m \left( f_m(x^o) - f_m(x^{(n)}) \right), \quad n = 1, \ldots, N, \\
v_n \geq \epsilon, \quad n = 1, \ldots, N, \quad \sum_{n=1}^{N} v_n = 1
\]

Therefore, given a set of feasible points one can approximate the Pareto front using the points where \( \Delta = 0 \). The notation \( \Delta(x^o, \mathcal{X}, \alpha) \) makes explicit that we evaluate observation \( o \) conditional on the set of feasible points \( \mathcal{X} \) when parameter \( \alpha \) is used.

Problem (15) is solved for each \( o \in \{1, \ldots, N\} \) to obtain \( \Delta \) for each observation. The observations corresponding to \( \Delta = 0 \) can be used to approximate the Pareto front. Such methods are quite useful and provided we can cast the problem in terms of Bayesian inference, then we can exploit powerful Markov Chain Monte Carlo methods to develop posterior inferences for the Pareto frontier. We should also mention that the number of problems solved with a Goal Programming model is only defined by how many Pareto optimal solutions the decision maker wants to find. Goal Programming models are usually applied in an interactive context, so that using preferential information from the decision maker, generally only a small number of relevant solutions are derived (i.e., the ones that best suit the preferences of the decision maker).\(^1\)

In Bayesian analysis, the objective is to provide the posterior distribution of \( x^o \) \textit{conditional} on the data \( \mathcal{X} \). Therefore, given a possibly very large data set that consists of feasible solutions (called “observations”), we would like to trace out the

\(^1\)The author is grateful to anonymous reviewer for making this point.
Algorithm 1 Representation of basic idea

1. Specify a set of feasible points \( X = \{ x^{(i)}, i = 1, ..., N \} \).
2. Focus on either the GDEA optimization problem in (15) or the Goal Attainment (GA) problem in (31).
3. Convert the optimization problem to a statistical model with parameters \( \theta \in \Theta \subseteq \mathbb{R}^d \) and data \( X \). (How to do this precisely will be explained in detail in the main text). Points on the Pareto front are elements of \( \theta \).
4. Apply MCMC to explore the posterior \( p(\theta | X) \):
   5. Typically, this involves drawing sequentially random numbers from the posterior conditional distributions \( p(\theta_j | \theta_{-j}, X) \) \( \forall j = 1, ..., d \).
      Specifically, this involves drawing random numbers, sequentially, from the posterior conditional densities presented in (25)–(27) using (28) and (29).
6. Use the posterior means of \( \{ \theta_j, j = 1, ..., d \} \) obtained from MCMC simulation to approximate the Pareto front.

Pareto front by considering the posterior distribution of \( x^0 \). The method can be used in complicated and / or very large problems where i) it is critical to explore the set of restrictions, and ii) the functions can only be measured with error. Tsionas (2018) employed Bayesian analysis of the multi-objective programming problem without the use of statistical models.

Our approach can be described in terms of a pseudo-algorithm as in Algorithm 1.

The idea relies on replacing optimization by simulation. Although both are costly in terms of computing time, Bayesian simulation of a model with \( N \) observations is typical in the literature.

Moreover, we should not underestimate another advantage of the Bayesian approach. MCMC simulation delivers standard errors, probability intervals and highest-posterior-density intervals for all parameters of interest. The parameters of interest, in this paper, are points on the Pareto front so measures of uncertainty can be associated with the entire Pareto front, something that seems to be novel to the best knowledge of the author. Another issue is that implementation of this approach requires specification of a set of feasible points. As an anonymous reviewer mentioned, “if the problem is linear, then this is straightforward. But in non-convex problems (e.g., non-linear or combinatorial), it may not be easy at all to find feasible solutions.” In all artificial examples and the empirical application of this paper, we have found that a direct random search easily produces a large number of feasible solutions. In general, of course, this is not so. A general method that can be used in this context, and is closely connected to Bayesian analysis and MCMC sampling is the hit-and-run algorithm, see for example Kaufman and Smith (1994). The hit-and-run algorithm can be used to sample, uniformly, from the “posterior” defined by the constraints. For problems that involve integer-valued variables, as in combinatorial problems, these variables can be treated as parameters whose support is \( \{0, 1\} \) and the prior probability is, say, 1/2 (expressing ignorance over what these variables should be in an optimal solution). In turn, the hit-and-run algorithm can be augmented with a Gibbs-sampling step in which the integer-valued variables are sampled from their posterior: The posterior has the same support, \( \{0, 1\} \), but the posterior probabilities are updated based on information from the constraints. As we do not deal with combinatorial optimization in this paper, we leave the topic for future research.

Next, we turn attention to the description of Bayesian methods.
3 Bayesian analysis of the problem

3.1 General

Given a set of feasible points \( X \) that we call “observations”, we would like to trace out the Pareto front, as best as possible, through a statistical model. To do so: \textit{First}, we treat \( x^o \) as a parameter and we denote it by \( \tilde{x} \).

In the constraints of (15), we add an error term \( \varepsilon_n \) with small variance \( \sigma^2 \). This allows us to have a conditionally normal distribution if the errors are normally distributed, say \( \varepsilon_n \sim iid N(0,\sigma^2) \forall n = 1,\ldots,N \) where \( \sigma \) is sufficiently small. However, when the functions can only be measured with error, \( \sigma \) can be treated as an unknown parameter to be inferred from the data.

\textit{Second}, we convert the inequalities to equalities using:

\[
d_n = \alpha \sum_{m=1}^{M} v_m \left( f_m(\tilde{x}) - f_m(x^{(n)}) \right) = \varepsilon_n + \Delta_n \forall n = 1,\ldots,N,
\]

(16)

where \( \Delta_n \geq 0 \) and therefore we can assume it follows a half-normal distribution, say \( \Delta_n \sim iid N_{+}(0,h^2) \forall n = 1,\ldots,N \).

Equivalently, we obtain:

\[
d_n = \sum_{m=1}^{M} \beta_m \left( f_m(\tilde{x}) - \bar{f}_{mn} \right) + \varepsilon_n + \Delta_n \forall n = 1,\ldots,N,
\]

(17)

where \( \bar{f}_{mn} = f_m(x^{(n)}) \), \( \beta_m = \alpha v_m \forall m = 1,\ldots,M \) so that \( \sum_{m=1}^{M} \beta_m = \alpha \). Notice that \( \beta_m \)s act as regression parameters in this instance. Indeed the model can be interpreted as a regression where the dependent variable is \( d_n \), the \( M \) regressors are \( f_m(\tilde{x}) - \bar{f}_{mn} \), \( \varepsilon_n \) is a two-sided error and \( \Delta_n \) is a one-sided error. With the new notation, we have:

\[
d_n = \alpha^{-1} \max_{m=1,\ldots,M} \left\{ \beta_m \left( f_m(x^{(n)}) - f_m(x^o) \right) \right\}
\]

so the dependent variable, in fact, depends on the parameters. However, the model can be written in the form of a nonlinear regression:

\[
d_n(\alpha,\beta) - \sum_{m=1}^{M} \beta_m \left( f_m(\tilde{x}) - \bar{f}_{mn} \right) = \varepsilon_n + \Delta_n \forall n = 1,\ldots,N,
\]

(18)

where the dependence of \( d_n \) on \( \alpha \) and \( \beta \) is made explicit. Obviously, the \( \beta_m \)s depend on \( \alpha \) as well but we suppress this dependence to ease notation.

The posterior in this instance can be defined as:

\[
p(\tilde{x},\beta,h,\Delta | X) \propto h^{-N} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{n=1}^{N} \left( d_n(\alpha,\beta) - \sum_{m=1}^{M} \beta_m \left( f_m(\tilde{x}) - f_m(x^{(n)}) \right) - \Delta_n \right)^2 - \frac{1}{2h^2} \sum_{n=1}^{N} \Delta_n^2 \right\} p(\tilde{x},\beta,h),
\]

(19)

where \( \Delta = [\Delta_n, n=1,\ldots,N], h > 0 \) is a scale parameter, \( \beta = [\beta_m, m=1,\ldots,M] \) and \( p(x,\beta,h) \) is the prior of \( x, \beta, h \).
If we do not have information about the location of the Pareto front, a reasonable prior is:

\[ p(\tilde{x}|\beta, h) \propto \mathbb{I}(\tilde{x} \in X), \tag{20} \]

where \( \mathbb{I}(\tilde{x} \in X) \) is an indicator function to enforce that we always have a feasible point. The prior on \( h \) is also non-informative:

\[ p(h|\tilde{x}, \beta) \propto h^{-1}. \tag{21} \]

Finally we use a non-informative prior for the \( \beta \)s:

\[ p(\beta|\tilde{x}, h) \propto \mathbb{I}(\beta \geq 0, \sum_{m=1}^{M} \beta_m = \alpha). \tag{22} \]

Therefore the posterior is:

\[ p(\tilde{x}, \beta, h, \Delta|\mathcal{X}) \propto h^{-N-1} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{n=1}^{N} \left( d_n(\alpha, \beta) - \sum_{m=1}^{M} \beta_m \left( f_m(\tilde{x}) - f_m(x^{(n)}) - \Delta_n \right) \right)^2 - \frac{1}{2h^2} \sum_{n=1}^{N} \Delta_n^2 \right\} \cdot \mathbb{I}(\tilde{x} \in X) \mathbb{I}(\beta \geq 0, \sum_{m=1}^{M} \beta_m = \alpha). \tag{23} \]

It is perhaps important to notice that if we treat \( \sigma \) as a parameter whose prior is \( p(\sigma) \propto \sigma^{-1} \) independently of other parameters, then \( \sigma \) can be integrated out of the posterior\(^2\) so that it does not appear in the final problem. Moreover, we use the following prior for the scaling constant: \( p(h) \propto h^{-1} \), to obtain:

\[ p(\tilde{x}, \beta, h, \Delta|\mathcal{X}) \propto h^{-(N+1)} \left\{ \sum_{n=1}^{N} \left( d_n(\alpha, \beta) - \sum_{m=1}^{M} \beta_m \left( f_m(\tilde{x}) - f_m(x^{(n)}) - \Delta_n \right) \right)^2 \right\}^{-(N+1)/2} \cdot \exp \left\{ -\frac{1}{2h^2} \sum_{n=1}^{N} \Delta_n^2 \right\} \cdot \mathbb{I}(\tilde{x} \in X) \mathbb{I}(\beta \geq 0, \sum_{m=1}^{M} \beta_m = \alpha). \tag{24} \]

To obtain long samples from this posterior we use a Gibbs sampler. The Gibbs sampler operates on the augmented parameter space as we consider \( \Delta \) part of the parameter vector. Notice that \( h \) is treated as a parameter so it is not necessary to assign an arbitrary value to it.

We derive the following conditional posteriors\(^3\) from (24):

\[ h|\tilde{x}, \beta, \Delta, \mathcal{X} : \frac{\sum_{n=1}^{N} \Delta_n^2}{h^2} |\tilde{x}, \beta, \Delta, \mathcal{X} \sim \chi^2_N, \tag{25} \]

\(^2\) The interested reader is referred to Zellner (1971, p. 67) on how the integration can be performed analytically.

\(^3\) Some background information on the derivation is provided in Appendix A.
where $\chi^2_N$ denotes the chi-square distribution.

$$\Delta_n|\bar{x}, \beta, h, \mathcal{X} \sim N_+ \left( \frac{h^2 R_n}{\sigma^2 + h^2}, \frac{h^2 \sigma^2}{\sigma^2 + h^2} \right), \quad R_n \equiv d_n(\alpha, \beta) + \sum_{m=1}^{M} \beta_m \left( f_m(\bar{x}) - f_m(x^{(n)}) \right) \quad \forall n = 1, ..., N. \quad (26)$$

Finally, for $\beta$ we have:

$$p(\tilde{x}, \beta, h, \Delta|\mathcal{X}) \propto \exp \left\{ -\frac{1}{2\sigma^2} \sum_{n=1}^{N} \left( d_n(\alpha, \beta) - \sum_{m=1}^{M} \beta_m \left( f_m(\bar{x}) - f_m(x^{(n)}) \right) - \Delta_n \right)^2 \right\} \mathbb{1}(\beta \geq 0, \sum_{m=1}^{M} \beta_m = \alpha). \quad (27)$$

The conditional posteriors in (25) and (26) are standard and drawing random numbers is straightforward. Drawing from the conditional posterior of $\beta$ in (27) can be accomplished using a simple Metropolis-Hastings random walk step: If the current draw is $\beta^{(s)}$ we draw a candidate $\beta^c = \beta^{(s)} + \delta z$, where $z \sim \mathcal{N}(0, I_M)$. The candidate is accepted with probability:

$$A_\beta(\beta^{(s)}, \beta^c) = \min \left\{ 1, \frac{p(\tilde{x}, \beta^c, h, \Delta|\mathcal{X})}{p(\tilde{x}, \beta^{(s)}, h, \Delta|\mathcal{X})} \right\}$$

else we set $\beta^{(s+1)} = \beta^{(s)}$. Parameter $\delta$ is chosen so that approximately 25% of all candidates are accepted during the burn-in phase of the Gibbs sampler. For $\tilde{x}$ we use a similar technique. If the current draw is $\tilde{x}^{(s)}$ we draw a candidate $\tilde{x}^c = \tilde{x}^{(s)} + \delta_z z$, where $z \sim \mathcal{N}(0, I_k)$ provided $\tilde{x} \in X$. The candidate is accepted with probability:

$$A_{\tilde{x}}(\tilde{x}^{(s)}, \tilde{x}^c) = \min \left\{ 1, \frac{p(\tilde{x}^c, \beta^c, h, \Delta|\mathcal{X})}{p(\tilde{x}, \beta^{(s)}, h, \Delta|\mathcal{X})} \right\}$$

else we set $\tilde{x}^{(s+1)} = \tilde{x}^{(s)}$. Parameter $\delta_{\tilde{x}}$ is chosen so that approximately 25% of all candidates are accepted during the burn-in phase of the Gibbs sampler.

In turn we produce a long sample, say $\{\tilde{x}^{(s)}, \beta^{(s)}, h^{(s)}, \Delta^{(s)}, s = 1, ..., S\}$ which converges to (23) in distribution.

### 3.2 Disconnected Pareto sets in multi-objective optimization

A lot of effort has gone into devising techniques that can be used when the Pareto front is not only non-convex but possibly disconnected as well. Dutta and Kaya (2011) have proposed techniques that can be used to deal with such disconnected sets. They propose the weighted Tchebychev problem (or Tchebychev scalarization):

$$\min_{x \in X} \max_{m=1, \ldots, M} w_m (f_m(x) - f_m^*)$$

$$\min_{x \in X} \max_{m=1, \ldots, M} w_m (f_m(x) - f_m^*)$$

(30)
The method has been also used in Holzmann and Smith (2018). From Miettinen (1999, Part II, Theorems 3.4.2 and 3.4.5) we know that a point is a (weak) Pareto optimum if and only if it solves problem (30), for some weights.

The method has been found quite useful in Mavrotas et al. (2015) where robustness of Pareto optima is analyzed. One can write the problem equivalently as follows:

\[
\begin{align*}
\min \gamma \\
x \in X, \\
w_m (f_m(x) - f^*_m) \leq \gamma \forall m = 1, ..., M.
\end{align*}
\] (31)

The problem is also known as Goal Attainment (Mueller-Gritschneder et al., 2009) or Pascoletti–Serafini scalarization (Eichfelder, 2009a,b). There is an interesting statistical model associated with this approach. Given a set of feasible points \( X = \{ x^{(1)}, ..., x^{(N)} \} \) we have:

\[
\beta_m \left( f_m(\hat{x}) - \bar{f}_{mn} \right) = \varepsilon_{mn} + \gamma_n \forall m = 1, ..., M, n = 1, ..., N, 
\] (32)

where \( \beta_m = w_m \), the two-sided errors \( \varepsilon_{mn} \sim iidN(0, \sigma^2) \forall m = 1, ..., M, n = 1, ..., N \) for a given and sufficiently small \( \sigma \), and \( \gamma_n \sim iidN_+(0, h^2) \forall n = 1, ..., N \).

If we denote \( \tilde{f}_{mn} = f_m(x^{(n)}) \) these can be treated as data and we have:

\[
\beta_m \left( f_m(\hat{x}) - \tilde{f}_{mn} \right) = \varepsilon_{nm} + \gamma_n \forall m = 1, ..., M, n = 1, ..., N. 
\] (33)

For all \( m = 1, ..., M \) this is a system of \( M \) equations in the vector parameter \( \hat{x} \in X \), the weights appear as simple linear coefficients and the one-sided error is common for all equations / objectives. The posterior corresponding to this model is as follows:

\[
p(\hat{x}, \beta, h, \gamma | \mathcal{X}) \propto h^{-N-1} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{n=1}^{N} \sum_{m=1}^{M} (\beta_m \left( f_m(\hat{x}) - \bar{f}_{mn} \right) - \gamma_n)^2 - \frac{1}{2h^2} \sum_{n=1}^{N} \gamma_n^2 \right\} \mathbb{I}(\hat{x} \in X) \mathbb{I}(\beta \geq 0), 
\] (34)

where \( \beta = [\beta_1, ..., \beta_M]' \), \( \gamma = [\gamma_1, ..., \gamma_N]' \). Following the same reasoning as in the previous section, the prior of \( \hat{x} \) is uniform in the feasible set \( X \) and \( \beta \) follows an improper distribution which imposes only non-negativity of the elements of \( \beta \). Posterior analysis using Markov Chain Monte Carlo, especially the Gibbs sampler, is again straightforward in this case. We have the

\footnote{A typical multi-objective problem has an infinite number of feasible points. Here, \( \mathcal{X} \) denotes a randomly selected set of feasible points or “observations”.}
following posterior conditional distributions:

\[
\frac{1}{h^2} \sum_{n=1}^{N} \gamma_n^2 | \tilde{x}, \beta, \gamma, \mathcal{X} \sim \chi^2_N, \tag{35}
\]

\[
\gamma_n|\tilde{x}, \beta, h, \mathcal{X} \sim N \left( \frac{h^2 R_n}{\sigma^2 + h^2}, \frac{h^2 \sigma^2}{\sigma^2 + h^2} \right), R_n \equiv \sum_{m=1}^{M} (\beta_m (f_m(\tilde{x}) - \bar{f}_{mn})) \forall n = 1, ..., N. \tag{36}
\]

Since

\[
p(\tilde{x}|\beta, h, \gamma, \mathcal{X}) \propto \exp \left\{ -\frac{1}{2\sigma^2} \sum_{n=1}^{N} \sum_{m=1}^{M} (\beta_m (f_m(\tilde{x}) - \bar{f}_{mn}))^2 \right\} \mathbb{I}(\tilde{x} \in X), \tag{37}
\]

we use a random walk Metropolis - Hastings to provide draws from the posterior conditional distributions of \( \tilde{x} \).

From (32) we have:

\[
\beta_m z_{mn} = \epsilon_{mn} + \gamma_n \forall m = 1, ..., M, n = 1, ..., N, \tag{38}
\]

where \( z_{mn} = f_m(\tilde{x}) - f_m(x^{(n)}) \). Stacking for all observations we obtain:

\[
\gamma = \beta_m z_m + \epsilon_m, m = 1, ..., M, \tag{39}
\]

where \( z_m = [z_{mn}, n = 1, ..., N] \), \( \epsilon_m = [\epsilon_{mn}, n = 1, ..., N] \) and \( \gamma = [\gamma_n, n = 1, ..., N] \). From this expression we obtain the posterior conditional distribution:

\[
\beta_m|\tilde{x}, h, \gamma, X \sim \mathcal{N} \left( \frac{z_m' \gamma}{z_m' z_m}, \frac{\sigma^2}{z_m' z_m} \right) \forall m = 1, ..., M, \tag{40}
\]

which involves simple operations. Since MCMC requires connected sets we can either i) restart the algorithm using random initial conditions in space \( \mathcal{X} \) or ii) apply a Pareto filter in the original space of solutions. This is not particularly expensive as MCMC converges quickly to the Pareto front from arbitrary initial conditions (Roberts and Smith, 1994). Even the first proposal is feasible as it can be parallelized easily on modern multi-core computers. Here, we follow the more conventional approach of applying a Pareto filter, although there are other MCMC techniques that can deal with the problem of disconnected Pareto sets. These methods are not described here as they would take us astray. One such prominent method is described in Hoogerheide et al. (2007) who introduced neural networks as importance or candidate generating densities for MCMC. Another technique that could be used is AdMit (Adaptive Mixtures of Student-t distributions) which uses mixtures of multivariate Student-t densities to craft a good proposal to investigate multimodal and / or non-elliptical posteriors. Finally, Adaptive Radial Direction Sampling (ARDs, Bauwens et al., 2004) can be used which is an easy to implement Metropolis-Hastings sampler.

Before we proceed with examples and the application, we define two models: **Model I** assumes that \( \sigma \) is fixed at
\( \sigma = 10^{-3} \). In this case we use the posterior in (23). Model II assumes that \( \sigma \) is unknown and, therefore, it is integrated out of the posterior as in (24). The two methods produce nearly the same results, which is not surprising as we are not dealing with noisy data.

### 3.3 Examples and Empirical Application

We apply the new techniques to some examples.\(^5\) We use the posterior in (23) in all examples except example 3 where we use (34).

**Example 1** is from Yun et al. (2001), example 3:

\[
\begin{align*}
\min \{ f_1(x), f_2(x) \} &= \{ x_1, x_2 \} \\
x_1^2 - 3x_1 - x_2 &\leq 0, \\
x_1 &\geq -1, \; x_2 \leq 2.
\end{align*}
\]

The Pareto front is non-convex. As we can see from Figure 1, Pareto frontiers generated by the proposed methods are smooth, even though they are are non-convex. On the left we show the entire set of feasible solutions and on the right we present only the Pareto set. Both are shown in the decision space. Yun et al. (2001) compared three different methods in this instance, viz. a ranking method, DEA and GDEA. MCMC seems to perform quite well in this application, see Figure 7 in Yun et al. (2001).

**Example 2** is benchmark 1 from Chiandussi et al. (2012):

\[
\begin{align*}
\min \{ f_1(x), f_2(x) \} \\
f_1(x) &= 1 - \exp \left\{ - \sum_{i=1}^{3} \left( x_i - \frac{1}{\sqrt{3}} \right)^2 \right\}, \\
f_2(x) &= 1 - \exp \left\{ - \sum_{i=1}^{3} \left( x_i + \frac{1}{\sqrt{3}} \right)^2 \right\}, \\
-4 &\leq x_1, x_2, x_3 \leq 4.
\end{align*}
\]

This is a bound-constrained problem with two objective functions in three variables. The Pareto front is described by: \( x_1 = x_2 = x_3, \; |x_1| \leq \frac{1}{\sqrt{3}} \). It is concave, and the results of MCMC are presented in Figure 2. The results are similar to those obtained by Figure 3.2 in Chiandussi et al. (2012).

**Example 3** is benchmark 2 from Chiandussi et al. (2012):

\[
\begin{align*}
\min \{ f_1(x), f_2(x) \} \\
f_1(x) &= x_1, \; f_2(x) = (1 + 10x_2) \left[ 1 - \left( \frac{x_1}{1+10x_2} \right)^2 - \frac{x_1}{1+10x_2} \sin (8\pi x_1) \right], \\
0 &\leq x_1, x_2 \leq 1.
\end{align*}
\]

---

\(^5\)In all cases, including the empirical application in section 8, we use 15,000 MCMC iterations the first 5,000 of which are discarded to mitigate the possible impact of start up effects. In all cases we use \( N = 10,000 \) feasible points.
In this case we use the posterior in (34). It is a bound-constrained problem with two objective functions. The first is a plane and the second is a sinusoidal function with increasing amplitude. It is a difficult problem in that the Pareto front is not continuous. Our results are reported in Figure 3 and they seem to be very similar to those in Figure 3.7 of Chiandussi et al. (2012).

**Example 4** is benchmark 3 from Chiandussi et al. (2012) and Coello Coello (2001):

\[
\begin{align*}
\text{min } \{ & f_1(x), f_2(x) \} \\
& f_1(x) = L(2x_1 + \sqrt{2}x_2 + \sqrt{2}x_3 + x_4), \\
& f_2(x) = \frac{EL}{B} \left( \frac{2}{x_1} + \frac{2\sqrt{2}}{x_2} - \frac{2\sqrt{2}}{x_3} + \frac{2}{x_4} \right), \\
& \frac{E}{\sigma} \leq x_1 \leq 3 \frac{E}{\sigma}, \\
& \sqrt{2} \frac{E}{\sigma} \leq x_1 \leq 3 \frac{E}{\sigma}, \\
& \sqrt{2} \frac{E}{\sigma} \leq x_1 \leq 3 \frac{E}{\sigma}, \\
& \frac{E}{\sigma} \leq x_1 \leq 3 \frac{E}{\sigma},
\end{align*}
\]

where \( F = 10, E = 2 \times 10^5, L = 200, \sigma = 10 \). In this problem the objective is to minimize the mass and the compliance of a four bar plane truss respectively. In this case the Pareto front is convex. The results are presented in Figure 4 and show that the new techniques provide acceptable approximations to the Pareto front, see also Figures 3.14 - 3.17 of Chiandussi et al. (2012). As these authors mention: “The Pareto front can be fully described in detail with the drawback of a very large number of iterations. The method cannot be stopped before the conclusion of the process otherwise any optimal solution would be available for the decision maker” (p. 925-926). Therefore, to mimic this situation we decided to use only 2,000 iterations and discard the first 500 to mitigate possible start up effects. Then, we obtain points that belong to the Pareto front as in Figure 5. With 160,000 iterations the first 10,000 of which are discarded the entire Pareto front can be traced accurately (results are omitted but are available on request). Computing time was trivial on a mainframe computer and about 3 minutes on a desktop computer (Intel Core i9 7900X @ CPU 3.30 GHz). The same timings were obtained, roughly (± a few seconds) for Examples 1 – 3. Moreover, in all cases, including the empirical application that we present in the next section, timings are similar to a simulated annealing algorithm that uses the same number of iterations as our MCMC procedures.

The message from Figures 1 – 4, is that the techniques proposed here perform well, especially when the Pareto front is a disconnected set and we do not have prior knowledge about its shape. Both DEA and GA seem to perform equally well when the Pareto set is connected. When this is not the case we can use GA which is always applicable independently of the shape of the Pareto front.\(^6\)

\(^6\)We have used the High End Computing Cluster (HEC) at Lancaster University. This is a centrally-run service which offers over 6,500 cores, 28 TB of aggregate memory, 70TB of high performance filestore and 1.5PB of medium performance filestore. A number of nodes offer Nvidia GPU cards, which support CUDA and OpenCL applications. The cluster operating system is Scientific Linux, with job submission handled by Son of Grid Engine (SoGE). We ran the same jobs on an Intel c⃝i9 @ 3.4 GHZ. The fist example took 7.3 seconds. The other three examples took 8.5, 8.5 and 0.6 seconds, respectively. The MCMC in actual empirical application, took 11.7 seconds. The overall timing for the application was 55.12 seconds but other methods have been used as well.
Notes: On the left we show the feasible set and on the right the Pareto frontier. Model I assumes that $\sigma$ is fixed at $\sigma = 10^{-3}$. In this case we use the posterior in (23). Model II assumes that $\sigma$ is unknown and, therefore, it is integrated out of the posterior as in (24).
Notes: On the left we show the feasible set and on the right the Pareto frontier. Model I assumes that $\sigma$ is fixed at $\sigma = 10^{-3}$. In this case we use the posterior in (23). Model II assumes that $\sigma$ is unknown and, therefore, it is integrated out of the posterior as in (24).
Notes: On the left we show the feasible set and on the right the Pareto frontier. Model I assumes that $\sigma$ is fixed at $\sigma = 10^{-3}$. In this case we use the posterior in (23). Model II assumes that $\sigma$ is unknown and, therefore, it is integrated out of the posterior as in (24).
Notes: On the left we show the feasible set and on the right the Pareto frontier. Model I assumes that $\sigma$ is fixed at $\sigma = 10^{-3}$. In this case we use the posterior in (23). Model II assumes that $\sigma$ is unknown and, therefore, it is integrated out of the posterior as in (24). In this instance, we deliberately limit the number of MCMC simulations to mimic the procedure of Chiandussi et al. (2012), see their Figures 3.14 - 3.17. Specifically, use used only 2,000 iterations and discard the first 500 to mitigate possible start up effects.
Table 1: Comparison of methods

<table>
<thead>
<tr>
<th>Problem</th>
<th>NSGA-II (CPU time in seconds)</th>
<th>MOEA/D</th>
<th>Bayes MCMC</th>
<th>NSGA-II</th>
<th>MOEA/D</th>
<th>Bayes MCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDT1</td>
<td>1.03</td>
<td>0.60</td>
<td>1.02</td>
<td>0.0050</td>
<td>0.0055</td>
<td>0.0050</td>
</tr>
<tr>
<td>ZDT2</td>
<td>1.01</td>
<td>0.47</td>
<td>0.87</td>
<td>0.0049</td>
<td>0.0079</td>
<td>0.0051</td>
</tr>
<tr>
<td>ZDT3</td>
<td>1.02</td>
<td>0.55</td>
<td>0.90</td>
<td>0.0065</td>
<td>0.0143</td>
<td>0.0079</td>
</tr>
<tr>
<td>ZDT4</td>
<td>0.71</td>
<td>0.33</td>
<td>0.85</td>
<td>0.0182</td>
<td>0.0076</td>
<td>0.0081</td>
</tr>
<tr>
<td>ZDT6</td>
<td>0.72</td>
<td>0.27</td>
<td>0.66</td>
<td>0.0169</td>
<td>0.0042</td>
<td>0.0044</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>10.31</td>
<td>1.25</td>
<td>15.32</td>
<td>0.0648</td>
<td>0.0317</td>
<td>0.0152</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>8.44</td>
<td>1.13</td>
<td>13.78</td>
<td>0.0417</td>
<td>0.0389</td>
<td>0.0224</td>
</tr>
</tbody>
</table>

Notes: ZDT1–ZDT6 and DTLZ1–2 are different optimization problems defined in Zhang and Li (2007, pp. 720–721). The $D$-metric is defined in Zhang and Li (2007, p. 719) and measures both the diversity and convergence of solutions. To have a low value of $D$, solutions must be very close to the PF and cannot miss any part of the whole PF. CPU times for NSGA-II and MOEA/D are very close to those reported in Zhang and Li (2007, Tables V and VII, p. 724) but slight differences exist in certain instances. For the Bayesian MCMC approach, $D$-metric is computed using posterior means. Posterior standard deviations of the $D$-metric are, approximately, 10% of the reported metrics. “Set coverage” (Table VI of Zhang and Li, 2007) is very similar to the corresponding results reported in their paper for NSGA-II and MOEA/D. All results are obtained using a machine identical to the specification in Zhang and Li (2007), (Pentium(R) 3.2 GHZ, 1.00 GB). The author wishes to thank the IT service of Lancaster University for providing access to this machine.

3.4 Comparison with other approaches

We use for comparison the Non-dominated Sorting Genetic Algorithm (NSGA) proposed by Srinivas and Deb (1994). The versions we used are NSGA-II (Deb et al., 2002) and NSGA-III (Deb and Jain, 2014). We also examine Multiple Objective Evolutionary Algorithm, and in particular, MOEA/D proposed by Zhang and Li (2007). MOEA/D is interesting in that it decomposes a multiobjective optimization problem into a number of scalar optimization subproblems that can be optimized simultaneously. As they write: “ MOEA/D [...] is able to generate a very uniform distribution of representative Pareto optimal solutions on the [Pareto front] on two continuous 3-objective test instances. We have also demonstrated that MOEA/D with a naive objective normalization technique can deal with disparately scaled objectives very well. These results suggest that more efficient and effective implementations of MOEA/D could be obtained if more effort is made” (Zhang and Li, 2007, p. 730).

Our results in terms of CPU time and the $D$-metric proposed by Zhang and Li (2007) are reported in Table 1. Although Bayes MCMC is more computationally intensive in certain difficult problems, its accuracy is remarkable and competes favorably with both NSGA-II and MOEA/D.

4 Minimax regret without scenarios

4.1 General

In the minimax regret approach we minimize the maximum regret when a number of scenarios is available for the parameters of the problem. Let us suppose that the objective function we wish to minimize is $f(x, \delta_s), m = 1, ..., M$ and $s \in S = \{1, ..., N_S\}$ denotes different scenarios for the parameter vector $\delta$. For each scenario the feasible set is $X_s (s \in S)$. Define $X = \cap_{s \in S} X_s$. 
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Then we would like to solve the following optimization problem:

$$\min_{x \in X} \max_{s \in S} \left\{ \frac{f(x, \delta_s) - f(x^*_s, \delta_s)}{f(x^*_s, \delta_s)} \right\}$$

(45)

where $x^*_s$ minimizes $f(x, \delta_s)$ for $x \in X_s$. The problem can be written as follows (Kouvelis and Yu, 1997, p. 29):

$$\min y$$

$$f(x, \delta_s) \leq (1 + y)f(x^*_s, \delta_s) \forall s \in S,$$

$$x \in X.$$  \hspace{1cm} (46)

Xidonas et al. (2017) propose a multi-objective formulation where the purpose is to minimize simultaneously the objectives $f_m(\delta_s), m = 1, ..., M, s \in S$. The authors use the Pareto approach and solve the problem:

$$\min y$$

$$\sum_{m=1}^{M} w_m f_m(x, \delta_s) \leq (1 + y)f^*_s \forall s \in S,$$

$$x \in X.$$  \hspace{1cm} (47)

where $f^*_s = \min_{x \in X_s} \sum_{m=1}^{M} w_m f_m(x, \delta_s)$. Therefore, we have a single objective defined as $f(x, \delta_s) = \sum_{m=1}^{M} w_m f_m(x, \delta_s)$. As the weights are varied, the corresponding Pareto front can be traced. The assumption that a number of scenarios is available may be somewhat restrictive and an automatic procedure may be worthwhile to try in certain applications. Moreover, the Pareto approach may be relaxed to more general scalarizations using the weighted Tchebychev problem in (30). In this instance, the problem becomes:

$$\min \gamma$$

$$x \in X,$$

$$\beta_m f_m(x, \delta_s) \leq (1 + \gamma)f^*_s \forall m = 1, ..., M, \forall s \in S,$$  \hspace{1cm} (48)

where $\beta_m = w_m, m = 1, ..., M$. Regarding the different scenarios we assume that the parameters are allowed to vary in their domain, say $\mathcal{D}$ with a specific distribution whose density is $p(\delta)$. Although one can obtain a potentially large number of random draws for $\delta$ and solve the problem in (48) this approach may be inefficient as the “data” (feasible set of solutions in (48) ) are informative for likely values of $\delta$. In turn, we can interpret $p(\delta)$ as a prior over the possible values of the parameter, and we can associate a posterior with (48) as in (34) if we have the statistical model in (32) and (34) when $\delta$ is also a parameter. Indeed, only minimal modifications are required relative to (34). Our prior for this parameter is:

$$p(\delta) \propto I(\delta \in \mathcal{D}),$$  \hspace{1cm} (49)
to impose the notion that all parameter values are equally likely \textit{a priori}. In turn, the restrictions in (48) can be written as:

\[
\beta_m f_m(x, \delta) \leq (1 + \gamma) f^*_m \forall m = 1, \ldots, M, \tag{50}
\]

for a fixed but unknown $\delta \in \mathcal{D}$. Draws from the marginal posterior density of the parameter are obtained using the conditional posterior $p(\delta | \tilde{x}, \beta, \gamma)$ where $\tilde{x}$ is the vector of optimal actions, treated here as a parameter, as defined in the previous sections. We use a flat prior for $\tilde{x}, \beta, \gamma$ subject to the restrictions $\beta_m \geq 0 \forall m = 1, \ldots, M$, $\sum_{m=1}^M \beta_m = 1$.

### 4.2 Empirical application

We follow Xidonas and Mavrotas (2014) and use the 50 stocks of the Eurostoxx-50. This is the leading blue-chip index for the Eurozone, and provides a high capitalization representation of leading sectors in the Eurozone. We use daily data for the period January 1, 2012 - May 26, 2018. With a time horizon of $T$ periods and $N$ assets the objectives are as follows:

\[
f_1(x) = N^{-1} \sum_{i=1}^N x_i \bar{R}_i, \tag{51}
\]

\[
f_2(x) = T^{-1} \sum_{t=1}^T | \sum_{i=1}^N x_i (R_{it} - \bar{R}_i) |, \tag{52}
\]

\[
f_3(x) = \frac{T^{-1} \sum_{t=1}^T [\sum_{i=1}^N x_i (R_{it} - \bar{R}_i)]^3}{f_2(x)^3}, \tag{53}
\]

\[
f_4(x) = \frac{T^{-1} \sum_{t=1}^T [\sum_{i=1}^N x_i (R_{it} - \bar{R}_i)]^4}{f_2(x)^4}, \tag{54}
\]

where $R_{it}$ represents return of $i$th stock in $t$th time period, $\bar{R}_i$ is average return, $[x]_+ = \max(y, 0)$, $[x]_- = -\min(y, 0)$, $f_1(x)$ is portfolio average return, $f_2(x)$ is portfolio’s mean absolute deviation (MAD), $f_3(x)$ is portfolio’s positive skewness (PSKEW), $f_4(x)$ is portfolio’s negative skewness (NSKEW). Our objective is to maximize $f_1(x)$ and $f_3(x)$ and minimize $f_2(x)$ and $f_4(x)$ subject to the constraints:

\[
x_i \geq 0 \forall i = 1, \ldots, N, \sum_{i=1}^N x_i = 1. \tag{55}
\]

We scale the objective functions using the commonly used transformation:

\[
f_m(x) := \frac{f_m(x) - f_{\text{min}}}{f_{\text{max}} - f_{\text{min}}} \quad m = 1, \ldots, 4. \tag{56}
\]
As the data is noisy in this case, we use Model II, that is we integrate \( \sigma \) explicitly out of the posterior as in (24). The posterior distributions of weights are reported in the left panel of Figure 5. The weights favor more MAD and NSKEW, and less average return and PSKEW. In the right panel of Figure 5 we report the marginal posterior density of minimax regret under two assumptions: First, when the weights \( (w_m) \) are drawn uniformly (straight line). Second, when they are drawn from their conditional posterior distributions. The first case corresponds to tracing out the Pareto front using random weights. The second corresponds to a \textit{guided exploration} of the Pareto front with an aim to minimize maximum regret. Clearly, when posterior simulation is used for the weights, maximum regret is lower: Lower values of minimax regret correspond to more robust solutions from the problem formulation in Kouvelis and Yu (1997). Xidonas et al. (2017) considered two objectives (return and MAD) whereas the analysis in this paper considers four objectives. Therefore, minimax values cannot be directly compared. In addition, the time period of the analysis is different. However, as the posterior mean minimax regret is quite low in our approach, it should be useful in practical applications. Next, we turn attention to some questions:

Does our approach provide more information compared to analytical approaches, such as the one of Xidonas et al. (2017)?

The current approach does provide more information in the sense that posterior uncertainty measures can be associated with optimal portfolios, minimax regret and points on the Pareto front. This (statistical) uncertainty arises from the fact that points on the Pareto front are estimated so their posterior standard errors provide a measure of robustness. This is evidenced, for example, in Figure 5 (upper panel) where we present posterior distributions of weights of the objective functions. As these marginal posteriors are across all points in the Pareto front, they not be very informative. For this reason, in the bottom panel of Figure 5 we present a comparison of minimax regret along with 95% Bayes probability bands relative to Xidonas et al. (2017). (2017)\(^7\) in the bottom left panel, and the Pareto fronts (along with 95% Bayes probability bands) of the two approaches in the bottom right panel. The Pareto fronts are presented in terms of “return” (annual percentage) versus “risk” which is measured as percentage weekly mean absolute deviation as in Xidonas et al. (2017). As the probability bands are quite narrow, the Pareto front is estimated quite accurately, in this instance. Moreover, the new techniques (which account for skewness and kurtosis of the optimal portfolios) deliver lower minimax regret and higher return for a given level of “risk”.

Is our approach computationally more efficient? As we compare two different methods (one method relies on optimization and the other on Bayesian MCMC) computational efficiency depends on the demands of repeated optimization as in Xidonas et al. (2017) versus a single (possibly long) simulation. With many decision variables the advantage of MCMC is clear and relies on the same reasoning that justifies simulated annealing over local optimization algorithms: it may take longer but it provides a global optimum particularly when the Pareto front even when it is non-convex and disconnected. Despite this fact, timings on both a modern mainframe and desktop computer were very reasonable in all examples and the present application. Additionally, the direct optimization approach requires to design scenarios which may or not be feasible and / or desirable. In terms of timing, On a modern Intel i9 personal computer the MCMC implementation took about 2

\(^7\)We compare with scenario 5 in Xidonas et al. (2017) which yields the highest return for a given level of risk, see their Figure 2, p. 303.
minutes of clock time and negligible time on a modern mainframe computer (exact specifications were described in footnote 4).

An interesting approach to the problem is Figure 3 in Xidonas et al. (2017, p. 304) in which the authors plot minimax regret against the weight for risk for a bi-objective problem that minimizes MAD and maximizes average return. In this way they can determine weights that yield more robust portfolios. We can reproduce a similar approach if we proceed as follows:

i) From MCMC determine the weights that produce minimax regret, say $w^*$ with corresponding minimax regret $MMR^*$.

ii) For each draw $w^{(s)} (s = 1, \ldots, S)$ determine the associated regret, $MMR^{(s)}(s = 1, \ldots, S)$.

iii) A measure of sensitivity of any given portfolio produced from MCMC draws can be measured using $Q^{(s)} = \frac{MMR^{(s)} - MMR^*}{MMR^*}$ $(s = 1, \ldots, S)$. Of course, $Q^{(s)} \geq 0$.

Our results are reported in the left panel of Figure 6. Evidently, most portfolios have negligible difference in terms of MMR relative to the minimax regret portfolio. This is because there is considerable accumulation of values near zero. However, many other portfolios produce regrets that are considerably higher.

The problem, in turn, is to select portfolios whose sensitivity measures ($Q^{(s)}$) are “small”. Setting a target $\varepsilon = 0.005$ say, we select portfolios with $Q^{(s)} < \varepsilon$ during MCMC, so robust portfolios can be selected in an automatic way. As this requires the globally minimum regret ($Q^*$) this selection can be implemented based on post-processing of MCMC draws.

Based on the universe of portfolios generated by MCMC we would also like to examine the robustness (minimax regret) in terms of certain weights, say the weight for risk. In the right panel of Figure 6 we report the relationship between MMR and the risk weight as in Figure 3 in Xidonas et al. (2017, p. 304). Weights greater than about 0.3 produce robust solutions, that is solutions whose sensitivity measure is close to zero as in the left panel of Figure 6. Again, such solutions can be produced in an automated way.

Finally, we construct a minimax regret portfolio for the period May 26, 2017 - May 26, 2018 without using the data
for this period, so that we can estimate the required moments. The behavior of the optimal portfolio minimizing globally maximum regret is presented in Figure 7 along with the minimum variance -maximum expected return portfolio. The minimum variance-maximum expected return portfolio solves the problem:

$$\min \lambda x' \hat{\Sigma} x - (1 - \lambda) \bar{r}^T x, \ x \geq 0, \ x' 1_N = 1,$$

(57)

where $\hat{\Sigma}$ is the covariance matrix of returns. We set $\lambda = \frac{2}{3}$. Evidently, the mean-variance portfolio is more volatile while the minimax regret portfolio shows considerable resistance to large negative returns.

As we use Markov Chain Monte Carlo (MCMC) methods to produce (correlated) draws from the posterior it is important to know whether autocorrelations of draws for different parameters are so large (say 0.99) that prevent thorough exploration of the posterior. A MCMC whose autocorrelations are close to one, it would take forever to explore the posterior. The RNE stands for relative numerical efficiency. It was proposed by Geweke (1992) and it is equal to one if the draws are iid (so autocorrelations are zero) and approaches zero as the autocorrelation increases. Values between 0.30 and 0.70 are considered acceptable in practical applications. Typical autocorrelation functions of twenty solutions ($x$) are reported in the left panel of Figure 8. Although they are evidently non-zero they are not destructively large either thus permitting efficient exploration of the posterior. Relative numerical efficiency (RNE) across all solutions is reported in the right panel of Figure 8. For iid draws from the posterior (which is, of course, never possible) RNE should be one (Geweke, 1999).

As we stated after Algorithm 1, the Bayesian approach delivers measures of uncertainty associated with the parameters (points on the Pareto front). We have omitted reporting standard errors of such parameters in the artificial examples as standard errors were orders of magnitude lower compared to the posterior means (points on the Pareto front). In the empirical application, however, it is important to show the the probability intervals for the minimax regret portfolio. Since the artificial examples do not involve noisy data it is easy to understand why standard errors are small and why confidence
bands around the Pareto front are very tight (even when the front is disconnected). In Figure 9, we present the minimax regret portfolio as in Figure 7 along with a 95% Bayes probability interval. Therefore, the Figure presents the returns that could have been attained if an investor had adopted this minimax regret portfolio, and it is a focused version of Figure 7.

Of course, in this case, uncertainty is much larger although for most periods, positive and negative returns have a Bayes probability interval that stays away from zero.

**Concluding remarks**

In this paper we have shown how multi-objective problems can be analyzed using Bayesian methods when appropriate statistical models are defined based on the structure of the problem (objective functions and constraints). The methods are used to analyze problems where the Pareto front is non-convex and / or disconnected. Additionally, we take up the case of
minimax regret and we show that the optimization problem can be analyzed using similar techniques: In this case uncertainty can be handled automatically without the need to specify explicitly alternative scenarios. The minimax regret approach is applied to a multi-objective portfolio problem which maximizes expected returns and positive skewness and minimizes mean absolute deviation and negative skewness of portfolio returns.

The basic idea relies on using Generalized DEA (GDEA) and Goal Attainment (GA) optimization problems which have been shown before to have good performance in multi-objective optimization. We show that such optimization problems correspond to certain statistical models whose parameters are points on the Pareto front. In particular, we propose Markov Chain Monte Carlo (MCMC) methods for Bayesian inference in the statistical models. Such methods can be implemented in a computationally efficient manner even and provide access to the implied posterior distribution of the model.

The methods can be applied whether or not the Pareto front is non-convex, disconnected, etc., as they explore the whole posterior in a thorough way. In the examples we have examined, it turns out that autocorrelation in MCMC draws is not substantial, so the posterior can be explored quickly and efficiently without sacrificing too many computing resources. This means that the Pareto front can be reconstructed efficiently using Bayesian MCMC techniques. It remains, however, to be seen whether Gibbs sampling performs equally well in other applications. Although it has been applied successfully in examples where the Pareto set is disconnected or even consists of different single points, its performance depends on GDEA or GA. If these methods fail in some respect, then MCMC will fail as well. This is left for future research.

Another avenue for future research is the exploitation of different MCMC algorithms such those in Hoogerheide et al. (2007) or Bauwens et al. (2004). These MCMC algorithms can deal with multi-modal posteriors or disconnected parameter spaces (disconnected Pareto sets in the case of multi-objective optimization). However, application of such algorithms to GDEA or GA depends on how well these methods perform in the first place. If they fail, related MCMC algorithms will fail as well. The application of the Bayesian paradigm in multi-objective optimization yields not only an approximation to the Pareto front but also delivers measures of statistical uncertainty associated with it. In future applications, this may become important, as the user may want a confidence interval associated with a particular Pareto point or a highest-posterior-interval set associated with the entire Pareto front. Based on MCMC draws, construction of such sets is trivial.

Another interesting area of research is to examine optimization (using Bayesian versions of GDEA or GA) when an explicit “utility function” can be specified in terms of function values. Most likely, this will result in an indirect prior over the parameters of the associated statistical models, so application of Bayesian analysis should be relatively straightforward. Of course, the use of complicated priors may require special MCMC techniques. It is likely, however, that simple modifications of the Gibbs sampler or off-the-shelf algorithms such as those in Hoogerheide et al. (2007) or Bauwens et al. (2004) will suffice to deliver good performance.

The techniques proposed here suggest themselves as natural candidates for computing DEA estimates (or GDEA estimates) with large data sets. The computational efficiency of Bayesian MCMC in this context relies on the replacement of repeated optimizations (linear programs in the case of DEA and nonlinear programs in the case of GDEA) by a single simulation which i) provides estimates for all unknown quantities involved in the problem, and ii) at the same time it
provides measures of statistical uncertainty associated with these estimates. With huge data sets, the need for parallelization is evident but MCMC is inherently serial. However, recent advances have made it possible to parallelize the computations, see for example Martino et al. (2016) and the references therein. Such parallelization is possible by breaking up a large data set into subsets, running MCMC on different cores, and then combining in an optimal way, see Li et al. (2017).
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Appendix A. Background material on MCMC

Suppose we have the following statistical model:

\[
y_i = f(x_i, \beta) + v_i - u_i \forall i = 1, ..., N \tag{1}
\]

where \( v_i \sim iid N(0, h^2) \) independently of \( x_i \) and \( u_i \sim iid N(0, \omega^2) \) independently of \( x_i \) and \( v_i \). Here, \( f(x_i, \beta) \) is a possibly nonlinear function depending on exogenous variables \( x_i \in \mathbb{R}^{d_x} \) and \( \beta \in \mathbb{R}^k \) is a parameter. If we treat \( u_i \) as part of the parameter vector along with \( \beta \in \mathbb{R}^k \), the augmented likelihood function:

\[
L(\beta, h, \omega, u; y, X) \propto h^{-N} \omega^{-N} \exp \left\{ -\frac{1}{2h^2} \sum_{i=1}^{N} (y_i - f(x_i, \beta))^2 - \frac{1}{2\omega^2} \sum_{i=1}^{N} u_i^2 \right\}, \tag{2}
\]

where \( y, X \) denotes the data (that we denote compactly as \( Y \)), \( u = [u_1, ..., u_N]' \). Suppose our joint prior is:

\[
p(\beta, h, \omega) \propto h^{-1} \omega^{-1}, \tag{3}
\]

which is uninformative to reflect that we do not have specific prior information. In turn, the posterior by Bayes’ theorem is:

\[
p(\beta, h, \omega, u|Y) \propto h^{-N-1} \omega^{-N-1} \exp \left\{ -\frac{1}{2h^2} \sum_{i=1}^{N} (y_i - f(x_i, \beta))^2 - \frac{1}{2\omega^2} \sum_{i=1}^{N} u_i^2 \right\}. \tag{4}
\]

The Gibbs sampler consists of the following steps that we perform for each \( s = 1, ..., S \) where \( S \) is the number of MCMC draws. Start with any values \( h^{(0)}, \omega^{(0)}, u^{(0)} \). Then, at iteration \( s \):

1. Draw \( \beta^{(s)} \sim \beta| h^{(s-1)}, \omega^{(s-1)}, u^{(s-1)}, Y \).
2. Draw \( h^{(s)}| \beta^{(s)}, \omega^{(s-1)}, u^{(s-1)}, Y \).
3. Draw \( \omega^{(s)}| \beta^{(s)}, h^{(s)}, u^{(s-1)}, Y \).
4. Draw \( u^{(s)}| \beta^{(s)}, h^{(s)}, \omega^{(s)}, Y \).

Of course the blocking is arbitrary and convergence of the Gibbs sampler does not depend on the blocking. Also it does not depend on initial conditions. From (4) we have the following conditional posteriors:

\[
p(\beta|h, \omega, u, Y) \propto \exp \left\{ -\frac{1}{2h^2} \sum_{i=1}^{N} (\tilde{y_i} - f(x_i, \beta))^2 \right\}, \tag{5}
\]
where $\tilde{y}_i = y_i + u_i \forall i = 1, \ldots, N$.

\[
p(h|\beta, \omega, \mathbf{Y}) \propto p(h, \omega, \mathbf{u} | \mathbf{Y}) \propto h^{-N-1} \exp \left\{ -\frac{1}{2h^2} Q_h \right\},
\]

where $Q_h = \sum_{i=1}^{N} (\tilde{y}_i - f(x_i, \beta))^2$.

\[
p(\omega|\beta, h, \mathbf{Y}) \propto \omega^{-N-1} \exp \left\{ -\frac{1}{2\omega^2} Q_\omega \right\},
\]

where $Q_\omega = \sum_{i=1}^{N} u_i^2$. Finally, we have:

\[
p(u_i|\beta, h, \omega, \mathbf{Y}) \propto N_i(m_i, S^2) \ i = 1, \ldots, N,
\]

where $m_i = \omega^2 \frac{f(x_i, \beta) - y_i}{h^2 + \omega^2}$, and $S^2 = \frac{h^2 \omega^2}{h^2 + \omega^2}$. These expressions can be derived if we complete the square in (8) in terms of $u_i$.

To draw $\beta$ from (5) it is quite easy when $f$ is linear, viz. $f(x_i, \beta) = x_i' \beta$ but otherwise the distribution does not belong to a known family and we have to use a Metropolis - Hastings step to realize a random draw. This is quite easy but we omit the details here, see for example Tierney (1994). To draw from (8) is straightforward as there are efficient algorithms to provide draws from a truncated normal distribution. It remains to draw random numbers from (6) and (7) which are in the same family so we focus on (6) and denote $Q = Q_h$. Using the transformation $H = \frac{Q}{h^2}$, it is easy to see that

\[
p(H|\cdot) \propto H^{N/2-1} \exp \left\{ -\frac{Q}{2H} \right\},
\]

which corresponds to a \textit{gamma} distribution with shape parameter $N/2$ and scale parameter $Q/2$. From this result, and using the relationship between the \textit{gamma} and \textit{chi}-squared distributions, we obtain: $\frac{Q}{H} \sim \chi^2_N$. In turn we can express (6) as follows:

\[
\sum_{i=1}^{N} \frac{(\tilde{y}_i - f(x_i, \beta))^2}{h^2} \beta, \omega, \mathbf{Y} \sim \chi^2_N.
\]