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Summary

In recent years, 5G resilient networks have gained significant attention in the wireless
industry. The prime concern of commercial networks is to maximize network capac-
ity to increase their revenue. However, in disaster situations during outages when cell
sites are down, instead of capacity, coverage becomes predominant. In this paper,
we propose a game theory-based optimal resource allocation scheme, while aiming
to maximize the sum-rate and coverage probability for the uplink transmissions in
disaster situations. The proposed hierarchical game theoretical framework optimizes
the uplink performance in three-tier heterogeneous network with pico base stations,
femto access points overlaid under macro base station. The test simulations are based
on a real time data set obtained for a pre-defined amount of time. The data statistics
are then manipulated to create practical disaster situations. The solution for the non-
cooperative game has been obtained by using pure strategy Nash equilibrium. We
perform simulations with different failure rates and the results show that proposed
scheme improves the sum rate and outage probability by significant margin with or
without disaster scenario.

1 INTRODUCTION

Because of the recent exponential growth in the data traf-
fic, bigger data rates have become the essential requirement
for next generation mobile networks. However, mobile opera-
tors are facing decoupling of their revenue and network traffic
due to regulatory pressure, flat-rate tariffs, competitive and
saturated markets1. To meet this demand and increase the
network efficiency, 3GPP specified dense small cells-based
heterogeneous networks (HetNets), which have emerged as a
powerful domain for research and development. A multi-tier
HetNet comprises of small power pico base stations (BSs) with
slightly greater transmit power than femto BSs overlaid under
a high power macro BS. A considerable literature has appeared
recently in the domain of HetNets to address the challenges

related to radio resource management, network modeling and
energy efficiency2,3,4, to name a few.
The major concerns in a multi-tier HetNet is severe inter-

cell interference in co-channel deployment, user association
and resource allocation5,6 etc. Cross tier interference is one of
the greatest challenges in multi-tier HetNets and it has received
considerable attention. Existing research recognizes the role
played by interference management and sum rate enhancement
to improve the system performance7. HetNets are different
from classical wireless networks because of the increased num-
ber of configurations with the deployed small base stations.
Therefore, the massive overhead in computation and signaling
associated with HetNets cannot be handled by existing central-
ized resourcemanagement algorithms as in8,9. Also competing
interests of users and base stations require coordination and
tradeoff. Hence to enable small cell network to operate with
low overhead, distributed self-organizing algorithms must be
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designed10. Self-organization allows small cells to achieve
optimal performance by learning from their environment and
updating their configuration policies without external control.
The salient components of HetNets include Femto Access

Points (FAPs) and Pico Base Stations (PBSs). FAPs are typ-
ically designed to use in a home or small business and can
operate in open, close or hybrid access modes. In an open
access mode, FAPs distribute their resources among home
users and macrocell users to handle the interference and to
boost the overall sum-rate. Whereas in closed access mode,
a FAP dedicates all its resources to its home users. PBSs are
small cellular base station typically providing coverage and
capacity in a small indoor/outdoor area, such as in shopping
malls and train stations. The PBSs offload traffic from MBS to
improve coverage probability and reduce outage events.
In this paper, we have proposed a game theoretical approach

in multi-tier HetNets to sustain coverage, improve capacity and
resilience in case of disaster and network failures. Game the-
ory deals with the distributed optimization wherein the selfish
users can make their own rational decisions, instead of being
controlled by central authority. Because of distributed nature,
the system designs based on the game-theoretical approach are
expected to be highly scalable.
To optimize the sum-rate of a heterogeneous network, our

tiered game theory-based design comprising of two sub-games
for resource allocation. In the first game, the approach starts
by favored access policies of FAPs and to fractionate the com-
peting interests of FAPs and PBSs. In the second game, while
taking into account the network performance, MUEs final-
ize their association to FAPs and PBSs through a user-centric
scheme in the interest of enhancing their sum-rate. This dis-
tributed scheme perpetually accomplishes a pure strategy Nash
equilibrium (PSNE).
The main contributions of this work are summarized as

follows:

• We propose a distributed user association scheme for
three-tier HetNet to investigate the sum-rate maximiza-
tion subject to the minimal outage probability (or maxi-
mum coverage probability) and minimum QoS require-
ments to dynamically allocate the bandwidth among the
different set of users in comparison to the traditional
all-closed scheme.

• The proposed scheme is evaluated to investigate the net-
work resilience in disaster and network failure situations.

• We have simulated the disaster and network failure sce-
narios in order to evaluate the system performance in
terms of coverage and outage probabilities on different
traffic loads by varying the minimum Quality of Service
(QoS) requirements.

• We have tested our design through rigorous simula-
tions and showed that at higher failure rate our model
is providing better coverage even at higher QoS require-
ments and at high traffic load which is rarely seen in the
literature.

The rest of the paper is organized as follows, Section II
describes the current state-of-the-art relevant to the multi-
tier HetNet. We then describe the system model followed
by the formulation of the optimization problem and the pro-
posed solution to solve the formulated problem as described
in Section III. Finally, Section IV discusses simulation results
followed by the conclusion in Section V.

2 RELATEDWORK

Game theoretical approaches have gained significant attention
in recent research to develop self organization algorithms for
HetNet to analyze resource allocation, power control, interfer-
ence mitigation and user association.
Decentralized and self organizing mechanism for interfer-

ence management in closed access and small cells with mini-
mum information required to learn an equilibrium is proposed
in11. In this algorithm, the femto BS relies solely on local
information in the form of feedback by jointly estimating their
long-term utilities and optimizing their probability distribution
of choosing their strategies, while adhering to the cross-tier
interference constraint set by macro cell. The classes of games
which includes, identical interest, potential and weekly acyclic
with the perspective of log-linear learning are discussed in12.
In each of these class of games, a pure Nash equilibrium is
guaranteed to exist wherein the players are aware of received
utility and player actions whereas the structural requirements
of the log-linear learning are relaxed.
The authors in13 modeled network selection problem as

non-cooperative evolutinary game among multiple groups of
users (players) in heterogeneous wireless network and Nash
equilibrium was obtained as the solution of the game.14 pro-
posed a cooperative solution that enables femtocells to improve
the achievable data rates by suppressing intra-tier interference
using the concept of interference alignment. This coopera-
tive behavior is modeled among the femtocells as coalition
game in a partition form. Coalition game in partition form
between femto BS through distributed solution allows them
to autonomously form coalition to increase their revenue (i.e,
their total rate), given the cost of co-operation is captured by
the utility function. The authors in15 designed a distributed
mechanism that jointly performs associating the UEs to APs
and allocates femto BSs to the service providers, such that the
total satisfaction of theUEs in an uplinkOrthogonal Frequency
Division Multiple Access (OFDMA) network is maximized.
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Co-operative behavior amongh the UEs, FBSs and Service
Providers (SPs) is modeled as dynamic matching game to find
the optimal UE association and FBS allocation. The authors
in16 developed cooperative interference management model
for small cell network in which small base stations are able to
participate and cooperate to optimize their sum rate withmulti-
ple overlapping coalitions. A co-channel assignment approach
is adopted that improves the spectral efficiency compared to
the orthogonal spectrum allocation. It was shown that the pro-
posed game has a transferable utility and exhibits negative
externalities due to the co-tier interference between small cell
base stations.Authors proposed a Nash bargaining based power
efficient resource control scheme for cognitive radio systems
which is outlined in17.
The technical specifications of a 5G resilient networks have

not yet been standardized but such networks are needed to pro-
vide a high level of reliability and resilience to failures in order
to guarantee the availability to the customers such as com-
mon public and public safety responders when needed. One
of the works in the recent literature 18 has investigated the
resiliency of cellular base station deployment through a mea-
surement method in conjunction with a performance metric
such as coverage or supported throughput.
According to the best of our knowledge, there has been

no detailed investigation on interference avoidance and sum
rate improvement in multi-tier HetNets specially from the
perspective of 5G resilient networks.

3 SYSTEMMODEL AND ASSUMPTIONS
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FIGURE 1 Fully Functional Multi-Tier Heterogeneous Net-
work Deployment Scenario.

A multi-tier heterogeneous network scenario in the uplink
transmission scheme is considered, havingN FAPs and P pico
base stations overlaid within a macro cell, as shown in Figure
1. There are M macrocell user equipments (MUEs). Let ℕ =
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FIGURE 2 Multi-Tier Heterogeneous Network Deployment
Scenario with Infrastructure Failure in the Disaster Region.

{1, 2, ..., N} be the set of FAPs, ℙ = {1, 2, ..., P } be the set of
PBSs,M = {1, 2, ...,M} be the set of MUEs,A = {1, 2, ..., A}
be the set of femtocell users and B = {1, 2, ..., B} be the set of
picocell users, The division of system bandwidth BW, is done
among FAPs such thatBWFAP =

BW
|ℕ|

and each FAP hasK sub-
carriers available, wherein the bandwidth of each subcarrier is
given by BWFAP

K
. In this way FUEs do not create co-tier interfer-

ence on the uplink. But FUEs, will create cross tier interference
with PBSs and MBS. Similarly system bandwidth, is equally
segregated with PBSs such asBWPBS =

BW
|ℙ|

and each PBS has
C subcarriers available, wherein each subcarrier has the avail-
able bandwidth given by BWPBS

C
. This assures that the PUEs do

not create co-tier interference on the uplink as different PBSs
are assigned orthogonal bands using OFDMA. But PUEs will
create cross tier interference with FAPs and MBS. The macro
base station (MBS) share the same bandwidth BW with FAPs
and PBSs, which is segregated equally among the L subcarriers
such that the available bandwidth of each subcarrier is given
by BW

L
. In this way, MUEs will introduce cross-tier interfer-

ence to the FAPs and PBSs. The deployment scenario for the
multi-tier HetNet is depicted in Figure 1.

3.1 Data Driven Networking Approach
Towards 5G Resilient Networks
In case of the disaster or network failure situations, the con-
ventional systems do not provide sufficient communication
facilities for relief and rescue operations. In this situation,
damages in the infrastructure may leave many people iso-
lated. For the 5G resilient networks, it is very important to
compensate outage and recover network communication inde-
pendently during disasters or network failure. As shown in
Figure 2 that in case of the network failure, the users are
required to be re-associated with the existing and functional
network infrastructure utilizing the game theoretical concepts.
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The historical data available about the network infrastruc-
tures can be utilized to get an average predicted traffic loads
for the specific geographical region at the different times of
a specific day of the week which is outlined in19,20. This his-
torical data available can be utilized along with the game
theoretical concepts to accurately predict the optimal num-
ber of network infrastructure needed to provide the sufficient
QoS without any degradation. The availability of this abun-
dant historical data about the network infrastructures can pave
the way towards the data driven networking to enable the
intelligence and adaptability in the future generation networks
towards self-organizing and self-healing 5G resilient networks.
The historical data about the network infrastructures can be
measured at different times of the days, i.e., 15 min or 30 min
intervals. The whole day historical data will compromise of 48
(or 96) measurements depending on the measuring intervals of
30 min (or 15 min).
The traffic patterns such as peak and off peak times are quite

dependent on both time and day of the week. The historical
data can be split into two different subsets, i.e., training and
validating data. The machine learning concepts such as sup-
port vector machine (SVM) regression model can be applied
on the training data to train the system. The accuracy of the
system is quite dependent on the size of the training data to
overcome the affect of Outliers (usually set at 3 times the stan-
dard deviation) and also the missing measurement values in
the historical training data. Once the system is trained, then the
system is evaluated on the validating data in order to measure
the effectiveness of the trained system. Lets us define the actual
average traffic load at the time i of the day j by ti,j , wherein i ∈
{1, 2, 3,⋯ , Y }, j ∈ {Mon, T ue,W ed, T ℎu, F ri, Sat, Sun}
and Y depends on the measuring interval given by Y =
24

minterval
. It is important to highlight that mostly minterval is

between 5 to 30 mins and smaller the minterval, the better is the
efficiency and accuracy. Based on our proposedmachine learn-
ing approach, we can predict the average traffic load at the time
i of the day j by t̃i,j . The efficiency of the proposed system can
be measured as follow:

Δti,j =
|ti,j − t̃i,j|

ti,j
(1)

For the every predicted average traffic load t̃i,j at the given
time i of the day j in the disaster hit region from the his-
torical traffic data, the optimization problem is formulated to
maximize the system sum rate subject to the minimum out-
age probability and minimum QoS requirement constraints.
The formulated problem and the proposed distributed non-
cooperative game theoretic solution are described in detail in
Section 3.2 and 3.3, respectively.

Lets us also define the two key terms namely as traffic
load and network failure rate at the time i of the day j1 used
throughout the paper as follow:

Traffic Load[%] =
(

M + |ℕ| × Uℕ + |ℙ| × Uℙ
)

×
ti,j
100

, (2)

Failure Rate[%] =
(

1 +
(

|ℕ| − Aℕ × |ℕ|
)

+
(

|ℙ| − Aℙ × |ℙ|
))

(1 + |ℕ| + |ℙ|)
,

(3)
where Uℕ denotes the number of FUEs per FAP, Uℙ denotes
the number of PUEs per PBS, Aℕ denotes the proportion of
FAPs that are fully functional and Aℙ denotes the proportion
of PBSs that are fully functional.

3.2 Problem Formulation
The signal to interference-plus-noise ratio (SINR) for the atℎ
FUE at ntℎ FAP is given by

Γna [k] =
�na [k]

�2 [k] + Inm [k] + Inp [k]
(4)

where �na [k] =
(

ℎna [k]
)2 PaW

(

dna
)−� is the received power

from atℎ FUE at ntℎ FAP on ktℎ subcarrier, ℎna [k] is the channel
fading, dna is the distance, Pa is the FUE transmit power andW
is the wall penetration loss. The denominator terms are given
as; �2 [k] is the noise variance at ktℎ subcarrier.

Inm [k] =
M
∑

m=1

( N
∏

n=1
�nm [k] = 0

)

�nm [k] (5)

where �nm [k] � {0, 1} signifies the connection between mtℎ
MUE to ntℎ FAP at ktℎ subcarrier.

Inp [k] =
P
∑

p=1

B
∑

b=1
�nb,p [k] (6)

The signal to interference-plus-noise ratio (SINR) for the mtℎ
MUE at ntℎ FAP is given by

Γnm [k] =

[

1 −
(

∏N
n=1 �

n
m [k] = 0

)]

�nm [k]

�2 [k] + Inm [k] + Inp [k]
(7)

where �nm [k] =
(

ℎnm [k]
)2 Pm

(

dnm
)−� is the received power

frommtℎ MUE at ntℎ FAP on ktℎ subcarrier, ℎnm [k] is the chan-
nel fading, dnm is the distance and Pm is the MUE transmit
power.
The signal to interference-plus-noise ratio (SINR) for the btℎ

PUE at ptℎ PBS is given by

Γpb [c] =
�pb [c]

�2 [c] + Ipm [c] + I
p
n [c]

(8)

1the subscript i and j are dropped throughout the remainder of the paper from
the purpose of simplicity and ease.
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where �pb [c] =
(

ℎpb [c]
)2 Pb

(

dpb
)−� is the received power from

btℎ PUE at ptℎ PBS on ctℎ subcarrier, ℎ
p
b [c] is the channel fad-

ing, dpb is the distance and Pb is the PUE transmit power. where

Ipm [c] =
M
∑

m=1

( P
∏

p=1
�pm [c] = 0

)

�pm [c] (9)

Ipn [c] =
N
∑

n=1

A
∑

a=1
�pa,n [c] (10)

The signal to interference-plus-noise ratio (SINR) for the mtℎ
MUE at ptℎ PBS is given by

Γmp [c] =

[

1 −
(

∏P
p=1 �

p
m [c] = 0

)]

�pm [c]

�2 [c] + Ipm [c] + I
p
n [c]

(11)

The signal to interference-plus-noise ratio (SINR) for the
mtℎ MUE at MBS is expressed as

Γom [l] =

(

∏N
n=1 �

n
m [l] = 0

)(

∏P
p=1 �

p
m [l] = 0

)

�om [l]

�2 [l] + Iom + Ion + Iop
(12)

where

Iom =

[

1 −

( N
∏

n=1
�nm [l] = 0

)][

1 −

( P
∏

p=1
�pm [l] = 0

)]

�om [l]

(13)
where

Ion =
N
∑

n=1

A
∑

a=1
�oa,n [l] (14)

Iop =
P
∑

p=1

B
∑

b=1
�ob,p [l] (15)

The FAP strategy vector consists of the portion of frequency
band distributed to eachMUE and the rate of its FUEs is utility
function, which can be represented as

�n
(

zn,z−n
)

=
∑K
k=1

(

∏N
n=1 �

n
m [k] = 0

)

log
(

1 +
∑N
n=1

∑A
a=1 Γ

n
a [k]

)

(16)
where zn =

[

z1,n [1] , ...,zM,n [1] ,z1,n [2] , ...,zM,n [K]
]T

is the strategy vector of ntℎ FAP. where z−n =
[

zT1 , ...,z
T
n−1,z

T
n+1, ...,z

T
N

]T is the strategy vector of other
FAPs.
The FAPs, PBS and MBS allocated the portion of band to
MUEs which become their strategy vectors the utilities are
their rates. The utility function can be formulated as

�m
(

zm,z−m
)

=
K
∑

k=1

[

1 −

( N
∏

n=1
�nm [k] = 0

)]

log

(

1 +
M
∑

m=1
Γnm [k]

)

+

L
∑

l=1

[( N
∏

n=1
�nm [l] = 0

)]

log
(

1 + Γom [l]
)

+

c
∑

c=1

[( P
∏

p=1
�pm [c] = 0

)]

log
(

1 + Γom [c]
)

(17)

where zm =
[

z1,m [1] , ...,zN,m [1] ,z1,m [2] , ...,zN,m [K] ,
z1,m [1] , ...,zN,m [1] ,z1,m [2] , ...,zN,m [K]T is the
strategy vector of mtℎ MUE and where z−m =
[

zT1 , ...,z
T
n−1,z

T
n+1, ...,z

T
N

]T is the strategy vector of other
MUEs.
The PBS strategy vector consists of the portion of frequency

band distributed to eachMUE and the rate of its PUEs is utility
function, which can be defined as

�p
(

zp,z−p
)

=
∑C
c=1

(

∏P
p=1 �

p
m [c] = 0

)

log
(

1 +
∑P
p=1

∑B
b=1 Γ

p
b [c]

)

(18)
where zp =

[

z1,p [1] , ...,zM,p [1] ,z1,p [2] , ...,zM,p [C]
]T

is the strategy vector of ptℎ PBS. where z−p =
[

zT1 , ...,z
T
p−1,z

T
p+1, ...,z

T
P

]T
is the strategy vector of other

PBSs.
The minimum acceptable rate for MUE is 
min which is

fixed for all MUEs in the network. The connectivity constraint
between ntℎ FAP and mtℎ MUE, is represented by

(

1 −
N
∏

n=1
�nm [k] = 0

)


min ≤
K
∑

k=1
�nm [k] log

(

1 + Γnm [k]
)

(19)
The minimum acceptable data rate constraint for connectivity
between mtℎ MUE and MBS, this constraint is given by

( N
∏

n=1
�nm [l] = 0

)


min ≤
L
∑

l=1
�on [l] log

(

1 + Γom [l]
)

(20)

The minimum acceptable data rate for connectivity between
mtℎ MUE and ptℎ PBS, this constraint is given by

(

1 −
P
∏

p=1
�pm [c] = 0

)


min ≤
C
∑

c=1
�pm [c] log

(

1 + Γpm [c]
)

(21)
In the first game the strategy space for ntℎ FAP and ptℎ PBS is
given by equation (19) and (20) respectively;

 ̃n =

{

�m [k] � (0, 1)
MK ∶

M
∑

m=1
�nm [k] ≤ 1

}

(22)

 ̃p =

{

�m [c] � (0, 1)
MC ∶

M
∑

m=1
�pm [c] ≤ 1

}

(23)

The constraint shown above ensures that only one MUE can
connect to ntℎ FAP on ktℎ subcarrier and ptℎ PBS on ctℎ sub-
carrier respectively. On the basis of given strategy vectors of
other FAPs and PBSs the solution of optimization problem by
ntℎ FAP and ptℎ PBS can be defined as;

max
�n�  ̃n

(

�n, �−n
)

(24)

max
�p�  ̃p

(

�p, �−p
)

(25)
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For second game the strategy space formtℎMUEcan expressed
as;

 ̃m =
{

�m [l] � (0, 1)
(N+1)L ∶

(

�nm [l] + �
p
m [l] + �

b
m [l]

)

≤ 1
}

(26)
The above equation applies the constraint not to associate
MUE to FAP, PBS and MBS simultaneously.

max
�m�  ̃n

(

�n, �−n
)

(27)

The above games are solved by Nash Equilibrium, which is
attained by

(

x∗i , x
∗
−i
)

when

f̃i
(

x∗i , x
∗
−i
)

≥ f̃i
(

x∗i , x
∗
−i
)

∀xi �  ̃i (28)

3.3 Proposed User-Centric Multi-Tier
Resource Allocation Scheme: A Hierarchical
Game Theoretic Approach
A distributed user-centric solution is proposed with emphasis
on maximizing the data rate offered to the users by optimiz-
ing the resolution between interference and resources. While
achieving stable action profiles, the algorithm always reaches
to pure strategy Nash equilibrium. The algorithm allows FAPs
and PBSs to select their strategies in the itℎ iteration keep-
ing in view the strategies of other FAPs and PBSs respectively
in the (i − 1)tℎ iteration. This is done at any point in time
using a parallel update technique. In the start without seeking
an equilibrium, optimal resources are allocated to all MUEs
by constructing the initial strategy vectors for FAPs and PBS
while satisfying minimum data rate requirement using.

!m
n =


min

log2
(

1 + Γnm
�2

) (29)

!m
p =


min

log
(

1 + Γpm
�2

) (30)

where !mn and !mp are the initial strategy vectors of FAPs and
PBSs respectively. First of all the highly interfering MUEs to
FAPs and PBSs are identified. Then each FAP and PBS max-
imize their utility function by exploring the favourable set of
MUEs in each iteration giving the strategies of other FAPs
and PBSs respectively. It is ensured in each iteration that a
single MUE is not associated to multiple small base stations.
It is also assured that before associating MUEs to FAPs and
PBSs, after joining, combined bandwidth of FUEs and poten-
tial MUEs, and similarly PUEs and MUEs do not exceed the
bandwidth allocated to FAPs and PBSs. Otherwise, the least
interfering MUEs are dropped from the potential MUE join-
ing list. Instead of trying each possible combination of MUE,
to avoid complexity, greedy algorithm as in21 can be used.
The next game is played by the MUEs to maximize their

rates. The connected MUEs to FAPs, PBS and MBS probe the

TABLE 1 Simulation Parameters.

Parameters Value

BandWidth 10 MHz
Macro eNodeBs 1
Macro Cell Radius 500 m
Femto Cell Radius 50 m
Pico Cell Radius 200 m
Center Frequency 2 GHz
UE transmit Power 23 dBm
Indoor path-loss exponent � 2
Wall penetration loss L 0.5
Outdoor path-loss exponent � 2.5
Noise variance �o 10−14

rates they are getting from their serving base stations in the
previous game, MUEs stay connected if their utility is greater.
The user centric scheme is distributed in nature, therefore it
requires less computational and monitoring complexity. The
algorithm in detail is explained in Algorithm 1.

4 PERFORMANCE EVALUATION

In order to simulate the multi-tier HetNet scenario with and
without network/infrastructure failure in order to evaluate the
system performance in terms of the achievable sum rate sub-
ject to the coverage probability threshold and minimum QoS
requirement constraints. The network snapshot is simulated
in MATLAB by randomly putting some lower powered small
cells such as PBS and FAP into the failure state2. In the sim-
ulated network/infrastructure failure snapshot, the maximum
number of users that can be served by the multi-tier HetNet is
assumed to be 20. For an illustrative purpose, the traffic load of
100% correspond to the 10 FAPs with each having 1 FUE and
2 PBSs with each having 2 PUEs lying within the geographi-
cal coverage of the MBS having 6 MUEs3. The simulation is
carried out for two different type of experiments, i.e., in the
first experiment4 the network snapshot is simulated to mea-
sure the performance of the proposed "OptimizedUser-Centric
Scheme" in contrast to the traditional "All-Closed Scheme"
without the network/infrastructure failure by using the follow-
ing network setting such as 4 PBSs with each having 4 PUEs, 2
to 16 FAPs with each having 2 FUEs and 10 MUEs per MBS.
In the second experiment, the simulations are carried out to

2It is important to highlight that the term network/infrastructure failure used
throughout the paper pinpoints the complete failure meaning that the network access
point cannot serve any user.

3It should be noted that this network setting is valid for the performance
evaluation results depicted in the Figures 5-9.

4This network setting is valid for the Figures 3 and 4.
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Algorithm 1 Game Theoretic User-Centric Resource Alloca-
tion Scheme

Find Initial strategy vector !o for FAPs and PBS
for n ∈ ℕ do

Find M i
n, given �−n from (i − 1)

Assign sub-band ∀m ∈ M i
n

Drop affiliation ∀m ∉ M i
n

end for
if
∑N
n=1 �

n
m,i [k] > 1 then

�m,n [k] = �∗n,m [k] for which �
n
m [k] is max

�m,−n [k] = 0
end if
for p ∈ ℙ do

Find M j
p, given �−p from (j − 1)

Assign sub-band ∀n ∈ M j
p

Drop affiliation ∀n ∉ M j
p

end for
if
∑M
m=1 �

p
n,j [k] > 1 then

�n,m [k] = �∗p,m [c] for which �
p
m [c] is max

�m,−p [c] = 0
end if
Compute data rates for FUEs at FAPs.
Compute data rates for PUEs at PBSs.
Compute data rates for MUEs at open FAPs, PBS andMBS.
M∗ =M i

1 ∪M
i
2 ∪M

i
3... ∪M

i
N

M∗ =M j
1 ∪M

j
2 ∪M

j
3 ... ∪M

j
P

r1 = Sum-rate in case mtℎ MUE is associated to the MBS.
r2 = Sum-rate in casemtℎ MUE is associated to the ntℎ FAP.
r3 = Sum-rate in casemtℎ MUE is associated to the ptℎ PBS.
for m ∈M∗ do

if
(

RateMBS > Raten,FAP
)

then
if
(

r1 > r2
)

&&
(

RateMBS > 
min
)

then
�o,m [l] = �∗o,m [l] & �n,m [l] = 0

else
�n,m [l] = �∗n,m [l]&�o,m [l] = 0

end if
else if

(

RateMBS > Ratep,PBS
)

then
if
(

r1 > r3
)

&&
(

RateMBS > 
min
)

then
�o,m [l] = �∗o,m [l] & �p,m [l] = 0

else
�p,m [l] = �∗p,m [l]&�o,m [l] = 0

end if
else

�m,n [l] = �∗m,n [l]&�b,n [l] = 0
end if

end for
for m ∈M∗′ do

if
(

RateMBS > 
min
)

then �o,m [l] = 0
end if

end for

measure the optimized system sum-rate, outage probability/-
coverage probability for the different quality of service (QoS)
requirements with the variable predicted average traffic load
extracted from historical data, with and without varying infras-
tructure/network failure rates. The simulation parameters22 are
shown in the Table 1.
Figure 3 depicts the relationship between the sum rate of the

system against the number of FAPs while keeping the number
of PBSs fixed to 4. We consider a traffic load profile with the
network setting such as as 4 PBSs with each having 4 PUEs, 2
to 16 FAPs with each having 2 FUEs and 10 MUEs per MBS
wherein all the users are distributed randomly in the consid-
ered MBS of radius 500m and the number of FUEs increases
with an increase in the number of FAPs. The minimum traffic
load consists of the total number of users to be 30 and the max-
imum traffic load corresponds to the total number of users to be
58. The two different access schemes are considered where in
an all-closed access scheme, the FAPs cannot admit any non-
home users and the entire FAP bandwidth is dedicated to its
home users. Similarly in the optimized user-centric scheme,
the proposed formulated approach is considered wherein the
users can decide which type of BS to connect with, based on
the proposed user association procedure catering the interfer-
ence mitigation as described in the aforementioned sections.
It can be seen that the sum rate of the system decreases as
the number of FAPs increases. This is due to the fact that
the additional FAPs using the same spectrum causes more
interference which reduces the achievable data rates. However,
the proposed user-centric approach outperforms the all-closed
scheme because of the interference management in the pro-
posed user association procedure. It is seen that optimized sum
rate is 56% better at minimum traffic load and 33% better at
maximum traffic.
Figure 4 shows the comparison of outage probability

between all-closed scheme and proposed optimized user-
centric scheme with minimum QoS requirement set to 250
Kbps. It is clearly seen that in all-closed scheme, the outage
probability is very high. This is due to the fact that randomly
deployed MUEs in a large macro cell area experience higher
path loss and uplink cross tier interference from FUEs and
PUEs. As number of FAPs is increased the accumulated inter-
ference level further degrades the coverage of MUEs. Whereas
in case of proposed optimized scheme outage probability is
reduced to significant margin. PBSs and FAPs play open and
MUEs can associate to either BS maximizing their data rates
and releasing the bandwidth for the rest of MUEs thereby
increasing overall data rates and resulting in reduced outage
probability. As seen from the result that compared to all-closed
scheme, the outage is reduced to 86% at minimum load and
75% at maximum traffic load.
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Figure 5 shows the relationship between coverage probabil-
ity and traffic load at different quality of service requirement. It
can clearly be seen that at least traffic load the coverage prob-
ability is higher, but as the traffic load increases, because of
cross tier interference, the coverage also decreases. Further-
more as the QoS requirement increases, because of decrease
in MUE data rate, the coverage probability also drops. Cover-
age probability achieved through proposed optimized scheme
at traffic load varies from 25% to 100% is in the range from
95% to 85%, 90% to 79%, 88% to 74% and 83% to 70% with
250 Kbps, 500 Kbps, 750 Kbps and 1 Mbps QoS requirement,
respectively.
The network resilience is investigated in terms of outage

probability/coverage probability with 20%, 40%, 60% net-
work/infrastructure failure rate at each service QoS require-
ments of 250 Kbps, 500 Kbps, 750 Kbps, 1 Mbps. It can be
clearly observed from Figure 6 and 7 that as the failure rate
increases, outage probability increases. Furthermore at fixed
failure rate an outage probability progressively increases with
an increase in the traffic load. At the higher network/infras-
tructure failure rates more low powered base stations undergo
a complete failure state which is chosen randomly and their
users will become un-served, therefore due to path loss and
fading outage probability of macro users is increased. More-
over when QoS requirement increases, because of not able to
satisfy the data rate requirement, more users will go into out-
age. Figure 6 shows that in the proposed optimized user-centric
scheme at 250 Kbps QoS, minimum increase, in outage proba-
bility from without failure is 1.3% at 25% traffic load and 20%
failure while the maximum increase in outage probability from
without failure is 15% at 100% traffic load and 60% failure.
Similarly, the results shown in Figure 7 illustrates that in

the proposed optimized scheme at 500 kbps QoS, minimum
increase, in outage probability from without failure is 4.2% at
25% traffic load and 20% failure while the maximum increase
in outage probability from without failure is 14.5% at 100%
traffic load and 60% failure.
The results shown in Figure 8 depict the relationship

between coverage probability and traffic load at 750 Kbps QoS
requirement with/without BS failure rate. To meet higher QoS
requirement, MUEs will go into low coverage, specially when
failure rate increases. It is seen that in proposed optimized
scheme, minimum decrease in coverage probability fromwith-
out failure is approximately 0.5% at 25% traffic load and 20%
failure while the maximum decrease in coverage probability
from without failure is approximately 12% at 100% traffic load
and 60% failure.
The results in Figure 9 show coverage probability at 1 Mbps

QoS requirement with/without BS failure. It is examined that
at this higher QoS requirement our proposed scheme outper-
formed from 750 Kbps QoS requirement at full load and 60%

failure. It can be clearly seen that from Figure 9 minimum
decrease in coverage probability is approximately 2% at 25%
traffic load and 20% failure while the maximum decrease in
coverage probability is approximately 10% at 100% traffic load
and 60% failure.
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FIGURE 3 Effect of Varying number of FAPs on the Sys-
tem Sum Rate for All-Closed and Optimized User-Centric
Schemes.
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FIGURE 4 Outage Probability versus Number of FAPs.



Ahmad Mudassir ET AL ix

30 40 50 60 70 80 90 100
0.7

0.75

0.8

0.85

0.9

0.95

1

Traffic Load(%)

C
o

v
e

ra
g

e
 P

ro
b

a
b

ili
ty

 

 

250 Kbps

500 Kbps

750 Kbps

1 Mbps

FIGURE 5 Coverage probability versus variable traffic load at
different minimum QoS requirements.
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FIGURE 6 Outage probability versus variable traffic load for
different network failure rates at minimumQoS requirement of
250 Kbps.

5 CONCLUSION

In this investigation, the aim was to assess the 5G multi-tier
network resilience in disaster situations. we have proposed non
cooperative game theory based user-centric resource optimiza-
tion scheme. The Nash equilibrium has been obtained as the
solution for this game. we have shown in our proposed scheme
that the Network resilience, quantified by the coverage prob-
ability, is enhanced by a significant margin as compared to
all-closed scheme. The simulation results have shown that pro-
posed scheme outperforms even at higher QoS requirements.
We have analyzed the performance of the system in single
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FIGURE 7 Outage probability versus variable traffic load for
different network failure rates at minimumQoS requirement of
500 Kbps.

0% 20% 40% 60%
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Failure Rate (%) with QoS=750kbps

C
o
v
e
ra

g
e
 P

ro
b
a
b
ili

ty

 

 

25% Traffic Load

50% Traffic Load

75% Traffic Load

100% Traffic Load

FIGURE 8 Coverage probability versus variable failure rate
for different network traffic load at minimum QoS requirement
of 750 Kbps.

macro cell scenario, in future the work can be extended to
multicell scenario.
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