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Abstract

The context of this thesis explores effitdy measures in highedecation(HE) in
England. Measures of efficiency serve as a crucial link between the economic
sustainability of thédE sector and the policymaking establishment. Givexn tiine idea

of efficient allocation of resources, in a period of tighter budget constraints, curtailed
government funding and increasing competition for a greater share for research funding
and number of students has such a powerful influence, the cootceticiency
becomes meaningful serving as a basis for decisions to improve resource allocation.
Understanding the nature of efficiency aims to put in place a simplenaredefficient

HE andresearch system in England teaicourages competition and at® enhances
guality, and ensures greater accountability and value for money.

The thesis unfolds two main disciplines of technical and cost efficiend¢yEinn
England. Therefore the research objectives discussed are driven upon that
conceptualization foefficiency and provide further insights into first, the effects of
merger activity on efficiengyand second on whether permanent ondient (in)
efficiency dominatethe English HEsector. Those topscare key aspects and critically
important for botlpolicy change and ongoing institutional and structural refamchas

thus areexplored in the lines of this thesis.

Regarding the first research objective on the potential effect of mergeatsgbar
Educd i on | n HEI§) efficiencyy in g firststage analysis efficiency scores of
English universities are derived for a-§&ar period using the frontier estimation
method data envelopment analyddEA). A second stage analysis explores the effect
of merger and other factors on efficiency. We fihdttmean efficiency for the sector

has varied aroun@0 percentto 70 percentbut that the efficiency levels of the vast
majority of individual HEIs are not significantly different from each other. Merged
HEIs have efficiency which is 5 percentage pomggher posimerger than nomerging

HEIs holding all else constant; moreover the efficiency impact of merger comes within
2 years of the merger taking place. Of the other factors included in the second stage
analysis, prel992 universities have lower efemcy than other types of institution. In
addition, having a higher proportion of income from government sources is an incentive
to greater efficiency. Finallya sensitivity analysis waconducted which exposed the
postmerger efficiency results to a diffent method assessment as a validation test of
the proposed policy implications. The sensitivity analysis resulted in confirming the
main findings of efficiency improvements in the units received the treatment of merger.

Turning to the second researcheathive, a common weakness in most of the models
dealing with efficiency is their deficiency to account for unobserved heterogeneity that
finally lead to biased efficiency estimates. Most of the cost efficiency frontier models,
focused either on the traesit or on the persistent part of cost inefficiency, confounding
firm effects (that are not part of inefficiency) with persistent inefficiency or blending
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persistent inefficiency with latent heterogeneity. However a decomposition of the two
parts, persistdrflongi term) and transient/residl (shortterm) inefficienciesprovides

an indepth analysis of whether short term practises or more long term structural
changes within colleges and universities affect the degree of cost efficiency in the
EnglishHE sector.

This distinction seems to be further appealing to the policy makers as a regulatory asset
that aims at improving the efficiency of the sector through incentive reforms. Hence,
more recent developments in panel datw a further appealing distition in e cost
efficiency of HEIs in whichunobserved firm effects (firm heterogeneity) can be
disentangled from time invariant and time varying inefficiency. Hence the purpose of
this thesis is partly to assess the level of persistent and transiffitigney in the
English HE sector from 2008/09 to 2013/14 by using a¥eay error component model
(persistent and transient inefficiency, random firm effects and noise) and so as to retain
the apparatus of statistical inference stemming frayareeralied true randomftects

(GTRE) modelbased oomaximum simulatedkelihood (MSL) techniques

In order to provide evidence that the aforementioned method ameliorates the predicted
power of the model we offer a comparative study through the fundamentalsmodel
applied in the literature so far. Consequently, statistical inference will be attempted by
countering the efficiency émates of a GRTE model with a random effects (Rigjlel
proposed by Pitt and Lee (198if)formative on the persisht pat, and a tre random

effects model (TREproposed by Greene (20052005b) enlighteningthe transient

part. Finally, omitted variables bias will be controlled by implementing a MGTRE
mode| minimizing the resulting heterogeneity bias.

The comparison reinfors¢hevalidity of the GTRE model since it captures every single
component of inefficacy while heterogeneity is controlled. For the English HE
inefficiency is conglered as persistent since shanm efficiency estimates are proven
to be higher than the longin. This gives further rise for more comprehensive and
structural changes rather theimplemechanisms for shetéerm cost savings.

! SFA models by Colombi et al. (2014) and Fillipini and Greene, (2016).
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l1.Chapllemntroducti on

1.1 Thesis Background

In a shifting socieeconomic environment, the side effects flaw into the HEsector

are accountable. Hence, the HE sector is always looking for ways to become more
efficient. In recent decades, concepts such adegifig and productivity have become
central topics in discussions on the sustainability, costs, and quality of the HE sector
(NRC, 2012). Universities and colleges struggle to find ways to make their operations
more efficient to secure their lofigrm futues and to ensure that the public investment

in HE provides value for money.

The United Kingdom (UK) in general has a wedidss reputation for HE and is a
popular study destination among international students. The direct contritaftitwe

UK 6 s ties to ther esonomy is considerable, reaching 2.8 percent of UK gross
domestic product (GDP) in 2011, 2.3 percent up from 2007 (UUK, 2014). What is
sometimes disregarded is that UK universities implicitly have wider macroeconomic
effects in the UK economgs they operate as large enterprises by generating substantial
economic aavity, employment opportunitiesnd overseas investment.

Compared witlother leading HE systems, UK universities and colleges deliver teaching

and research by spending significgri#ss money in education as a percentage of the
countryos GDP. Ac c d20t2i lesgthan lalf of reverues teseivédo r 2
from UK universities were from public sources (UUK, 2014). The role of public
financial support is still apparent sincaiversities continue to underpin economic

growth and form a core part of the economic infrastructure.

Institutions in the UK received just over one quarter of their total intérom direct
government sources for the period 2018. The distribution offte total income was
mainly focused on financing Y oddclds$ ul I e
researcit,and innovation activities. While less than one fifth of income for teaching

comes in the form of direct government grants, 66 percent of incomestarch comes

from government. However, the UK invests gradually less in research and development
(R&D) than many other countries. According to a UUK report, the total UK R&D

5The HE sector makes substantial contributions to economic ac
indirect effects) forlte year 201112012.
“The total income for UK universities amounts to A33.2bn. The

received an element of public funding, with 130 located in England.

5 Cost of teaching: This includes costs $taff, equipment, and services. It also includes the costs of replacing infrastructure and
investing in innovation to meet the future needs of students, employers and society (UUK, 2016).

8 Cost of conducting research: This includes academic staffngadfipostgraduate research students, fieldwork, and laboratory
and studio work. It also includes maintaining and replacing infrastructure, and investing in innovation (UUK, 2016).
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expenditure was 1.7 percent of GDP in 2014, well below the OrganisatioroiooGe
Co-operation and Development (OECD) average of 2.4 percent (UUK, 2016).

In the aftermath of the economic crisis, 2008 and after, most of the OECD countries

adopted austerity measures, as an immediate response. Throughout the OECD from

2000 to 2012the average share of government funding for HEIs dropped from 68.8
percent to 64.5 percent (OECD, 2015). Government funding for HE and research has
been significantly curtailed, as outlined in the 2015 Comprehensive Spending Review.
An indication of the oerstretched climate is that teaching funding from direct

government grants wil/ f al |20 whictAwill2edd mi | | |

to sharp budget cuts (UUK, 2016).

Cuts in public funding to UK HE make it imperative that universities utihse funds
efficiently. Increasing efficiency became a government priority more than ever,
whereby efficiency and productivity indicators have been highlighted as central tools in
this policy. Consequently, the British government has recommended thetiattahd
publication of performance indicators. These indicators aim to measure how HE
providers perform objectively and consistently. The UK Performance Indicators
(UKPIs) for HE provide information on the nature and performance of the HE sector in
the WK. According to the Higher Education Statistics Agency (HESA), data has been
collected to define UKPIs, such as institutional indicators, sector indicators, and
associated benchmark values (HEFCE, 2013).

The discussion should begin with a clear understanoli how efficiency measures are
important concepts for universities that aim to bring down costs and make their
resources go further. By maintaining control over pay costs, making better use of
estates, and sharing assets and services, institutionsagagnstructive allay to
anticipate key policy questions around public funding. In terms of efficiency and cost

savings, Engl i sh uni versities haveée achi

Therefore, public cuts can result in better allocation of govemrfunds, gains in
efficiency, and economic dynamism.

What still needs to be clarified is what drives efficiency in universities. Multiple factors
can drive universities to ensure that efficiency and value for money are core strategic
and operational priities. Beyond a simple response to austerity measures and
adaptation in a new public funding environment, universities intensify their market
position by being more competitive in a constrained fiscal environment. One of the key
factors in this attempt ighe increasing amount of investment in people and
infrastructure (UUK, 2015). The existing reports produced by institutions in England
provide a valuable resource for understanding efficiency and cost savings in the HE
sector. However, a more robust, &sible, and comprehensive extrapolation of the key
findings is needed.

7 Between 200506 and 201814, it is estimated that UK universities delieed A2 . 38 bi | | i o fUUKR0O1B.f fi ci ency
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1.2 Thesis Motivation

The value of efficiency analysis for planning purposes maintains focus on university
governing bodies in order to understand how universities perform in ternicienely,
effectiveness, and value for money in a way that potentially creates a more thorough
and balanced acoating framework (NRC, 2012). Monitoring institutional
sustainability in all its fornfsis a key role for governing bodies (UUK, 2015).
Specifially, the UK HE sector is committed to developing robust mechanisms to
evidence its success in delivering efficiency and cost savings. To date, many studies
have been conducted to provide such information about the HE $&sten so, there

is space fordrther research since recent issues await further study.

By opening the dialogue on literature oversights in efficiency topics, one of the initial
research gaps are the effects of merger activity on efficiency. Theasb | ed &é mer ¢
f ever 6 a s stactunng BEBisnotahewmplenomenon; universities have been
forming alliances of one type or another, or complete mergers, since the 1980s (Curaj,
2015). The main rationale of such partnerships is to increase didactic and scientific
performance andthef f i ci ency of the educati onal sy
of the merger process, drivers leading to mergers, and stmofiongterm effects of

merger outcomes have been extensively discussed in the merger bt@Paibeiro et

al., 2016). Howeve there is still a lack of analysis in the literature on how mergers as

a policy instrument can act as an enhancing factor for efficiency, and whether this is the
case in the English HE system.

Another topic that still needs to be explored further, thoitgis an emergent
phenomenon gaining ground, i s uni ver sit
environment . Al ong with the universitiest¢
economic development mission has come to the forefront,tbessb | e di ®$ homad . n
Universities have to establish a secure linkage with the external environment to
demonstrate their relevance and secure additional funding (Koryakina et al., 2015).
Therefore, any interconnections and interdependencies between HE, society, and the
economy are supplied through the close links between education, research, and
innovationit he t hree sides of the 6knowledge tr

The social impact of research in an environment in which universities have been
considereds engines of economic growth is conclusive. While the contributing role of
universities in the transition to a knowledge economy has been well discussed in the
literature (Laredo, 2007; Montesinos et al., 2008; Jongbloed et al., 2008; European
Commission2008; DBIS, 2009), the potential links and impact on efficiency are not
well explored. Addressing this deficiency of previous studies in HE and adding to the
existing studies by Johnes et al. (2008) and Thanassoulis et al. (2011), interactions
between thid-stream activities and efficiency will be explored through a sestenge
analysis.

8 Including both academic and financial
9 Kosor (2013) provides a welhiformed review of the available conceptual basis for addressing efficiency in HE.
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A growing number of studies that have applied a-stageDEA approach can be
traced, wherein efficiency is estimated in the first stage, and then the efficiency
estimaes are regressed on covaridtéisat are viewed as representing environmental
variables. In the HE zone, WolszczBkrlacz and Parteka (2011) have extensively
explored efficiency and its determinants in a set of HEIs in several European countries,
utilising nonparametric frontier techniques combined with bootstrapped truncated
regression analysis in a second step. However, researchers have underlined that
problems arise, since true DEA scores are unobserved and replaced by the efficiency
estimates generata@dthe first stage. Those estimates are likely to be serially correlated

in many unforeseen waysSimar andWilson (200§ have exposed the various
pathogeneses that occur in such approaches since the error term tends to be correlated
with the environmentavariables. Also the efficiency estimates produced lack a
coherent datgenerating process (DGP) which is problematic.

A comprehensive bibliography is offered Bymar andwilson (2008) on two-stage

DEA studies, which points out how the standard appesmth inference are incapable

of producing consistent inference. Hence, as a robustness check on the inference derived
from the conventional twstage DEA approach, as well as to avoid potential
endogeneity problems, propensity score matching (PSM) tassigyill be applied.

These are quasixperimental methods that aim to contribute to and improve current
knowledge on the estimating effects of treatméhtaterventions, and exposure on
outcomes attributable to a particular programme (Austin, 2011).

Theproduction relationship of transforming essential inputs, the factors of production,
into desired output(s) and the measurement of efficiency in production originated with
the work of Koopmans (1951) and Debreu (1951), and was empirically explored further
by Farrell (1957). In the HE sector, it is usual to access and label efficiency outcomes
through production frontiet$ (Mc Millan and Chan, 2006; Johnes, 2006; Agasisti
2011; Sav, 2012a, 2012b; Das dbds, 2014) since production theory is the most
widely used conceptual framework to examine the efficiency epfofit and notfor-

profit institutions (Titus andeagan, 2016). A growing number of universities are
encountering financial difficulties and, in the UK, competitive context identification of
straegies to reduce production costs is of immediate priority. A mechanism to achieve
such a goal of lower costs is the analysis of the cost efficiency of the unit, i.e. a
universityd s  (nefliciencypartcan be further decomposed into two parts: persiste
and transient, as mentioned earlier by Colombi g2@l14) andrilippini and Greene
(2016).

From an economic policy point of view, the identification of both types of cost
inefficiency is crucial since public financial resources should be allocatgdgssively

0 Typically, potentially exogenous, differenbfn those used in the first stage.

11 A treatment here can be considered the decision to merge, or not.

121n his preliminary work on the HE production function and its limitations, Hopkins (1990) offers a clear discussion@fane re

work in the field ad its strengths and limitations. In terms of the shortcomings, he points out that a production function for HE will
never be fully specified because O6there are si mplntibtteoo many
tothepr ocess of education and research in ways that never wil!/|l
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to universities already operating with high degrees of efficiency. A considerable
knowledge gap still exists around cost efficiency aspects since, thus far, cost efficiency
studies in HE have tended to blend the skemh (transient) and théongterm
(persistent) components of inefficiency, or assess only one attribute. Therefore, the aim
is to improve on the received literature within these dimensions and launch the first
study within the literature in the English HE sector.

1.3 Thesis (bjectives

This study has three major objectives: to present an analyticallydefeled concept

of efficiency in HE in England, to assess whether university mergers as a policy tool
can have a conducive effect on university performance in terms of efficemdyo
discuss the topic of cost efficiency in the English HE sector sirwarrants research
attention in a climate afurtailed public funding.

The extent to which the HE sector is already aligning itself to be more effective and
efficient is not alwgs concrete (UUK, 2011). An overview of the existing climate and

a more sectewide approach to identifying any significant developments or efficiency
progress at the institutional level might be necessary. Therefore, the present thesis
attempts to crysthse the blurred factors that influence efficiency in HE in England,;
but first, it attempts to present a wsttuctured landmark for what has been done
already in terms of efficiency measurement in HE in the archival research.

A deeper understanding ofsint i t ut i onal mergerso effect
necessary and possible, since, in countries with many universities and colleges
developed on very small and frequently narrow scales for historical reasons, it is
commonplace to use mergers to realisteptially significant savings (Johnstone and
Marcucci, 2007). Thus, two alternative approaches are recommended so as to produce
empirically valid inferences from the results. In the context of this thesis, a twe stage
DEA approach is applied, as wellapropensity score matching (PSM) method, since

this uses observational studies to estimate the effects of treatments (mergers) on
outcomes (efficiency) (Austin, 2011). In addition to its obvious policy and research
value, the dynamics and financial imglimns of any merger activity may generate
insights that lead potentially to enhanced departmental, institutional, or systemic
educational processes.

Similar to other sectors of the economy, HE has experienced the challenge of installing
a functional fundig model for the sector. This is a common trait among English
institutions since they need to comply with financial pressures. Little attention has been
devoted to the impact of the various financial risks that universities are required to
manage. Previousesearch has suggestit universities respond to such challenges

in a number of ways, by following prudent financial management, generating new
sources of cash for investment, eliminating costs, and intensifying efficiency and cost
savings. Inparticelr , i n Engl and, these efficiency
over the past decade (UUK, 2017). In pursuit of these dimensions, the objective of this
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thesis is to explore further the nature of the cost inefficiencies straining the sector by
extracting accurate inferences of whether those inefficiencies have a permanent or a
temporary effect and, by extension, providing valid policy guidance.

1.4 Thesis Qutline

The remainder of this introductory section provides a short overview of the structure of

the thesis. This thesis explores efficiency issues in the English HE sector and is

structured as follows. As a starting point and an auxiliary tool to enable the reader to

become acquainted with the English HE sector and the various transformations and
reforms sustained, a short summary of the leading dimensions is presented in Chapter
2.

After clarifying the peculiarities of the English HE sector, Chapter 3 aims to present a
critical review of the available approaches to measuring efficiency, the possible
estimation methods, the model specifications, and the findings from studies on
efficiency in HE. Therefore, Chapter 3 serves as an operationally practical guideline for
measuring efficiency and aims initially to analyse the production relationship between
the involved inputs in the HE process. A better understanding of the production process
and the efficiency levels of HEIs is imperative so that public funds can be used more
effectively. The main concern in this developing literatigéocused mainly owhich
technique is appropriate for estimating efficiency, since there are no accepted criteria
for choosing a broadly acceptable approach and there are many alternative and
conflicting approaches. Therefore, this chapter, apart from displaying the eorg th
used in efficiency studies, wil/l enhance
area.

Chapter 4 accentuates the realisation that little is known of the effects on efficiency of
merger activity in the HE sector. Publicly funded sectors arerumessure to deliver

more for less, and none more so than the English HE sector. There has been speculation
that funding cuts can be absorbed by efficiency savings (Mandelson, 2009), which
might be achieved to some extent by the closures or mergersnef soiversities
(Griffiths, 2010). The chapter explores the emerging literature to find instances of
proposed mergers following cuts in public funding in UK HE (Baker, 2011; Matthews,
2011) and analyses the effects of mergers by using the productioresafrfae English

HE context based on ttp-date data, including all types of HEI.

Clearl, there is a need for evenore detailed and robust methods when treatment
effects are assessed, since mergers are identified as a potential policy tool for adapting
to failure (Browne, 2010). Given this orientation, PSM techniques are utilised in
Chapter 5 as a robustness check of the outcomes of the previous chapter. This technique
improves on the received literature on mergers in HE in England since inverse
probabilty of treatment weighting (IPTW) using the propensity score is applied for first
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time, allowing us to obtain unbiased estimates of causal treatment effects using
observational data.

In the next chapter, the cost structures of universities will be explrdda variety of
frontier methods based mainly on stochastic frontier analysis (SFA). One of the
common deficiencies in most studies analysing cost efficiency in HE is that they tend
to confound or to separately and independently identify only ones @i parts of the
productive efficiency. Therefore, the aim of Chapter 6 is to cover the existing gap in the
literature regarding the persistent and transient parts of cost efficiency since the
distinction seems to be appealing also for regulators. Ilticpkar, during the last
decade, HE has witnessed a wave of regulatory reforms aimed at improving efficiency
through incentive regulation. Most of these regulation schemes use benchmarking,
namely measuring institutional efficiency and rewarding univessgiccordingly. The

main goal of this chapter is to assess the level of persistent and tran3iefficjency

in the English HE sector and to examine further implications for each university.

Throughout this thesis, the focus is on analysing the primtiuahd cost relationship in

the English HE sectoProductive efficiency in UK HE has been observed byynan
researchers (Athanassopoulos &fale, 997; Flegg et al., 2004; Flegg aAdlen,

2007a, 2007b; Johnes 2008), in terof DEA the disadvantaged which are well
known. However, this is less well explored compared to the considerable body of
literature on the cost efficiency of universities (Johnes et al., 2005; Steveids, 200
Johnes et al.,, 2008; Johnes alahnes, 2009; Thanassoulis et al., 2piiNherein
parametric techniques such as SFA are used frequently. In tigata®f this thesis,
Chapter 7a summary of the main findings and of the principal issues and suggestions
that have arisen in this thesis are provided. Also, most importanilychhpter gives
implications and policy recommendations for the English HE sector since it has changed
in size and shape over the past decade. The combination of the findings provides some
support for the conceptual premise that the English HE sectodégd a sector with
various demographic, economic, technological, and political changes that are likely to
have implications for future patterns and trends in the composition and finances of HEIs
(UUK, 2017). This chapter also highlights the limitationsteé thesis and indicates
future directions for research in this area.
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2ChaptéehkERgl i sh HiI ghe
Educati on Sector

2.1 Introduction

HE comprises education provided by institutions such as universities, colleges, and
other various academies that atvacademic degrees. HE consists of the obtained basic
knowledge beyond secondary or elementary education. In England, it is evident that
significant development of the prominent universities has been realised, with the further
establishment of academiestside university walls (Young Yoon, 2008). There are
several types of HEI in the UK, which can be classified as universities and university
colleges or other HE providers, i.e. HEIs, further education institutions (FEIs), and
alternative providers (APS).

The term 6éduniversitydéd is a constituted na
to use it. If an institution hopes to gain university status, there are two possible routes:
either throughhe Privy Councif®since this formal body of adviserg(sor politicians)

is responsible for approving the use of
coll eged) , or through the P} Higherieducatiam o f t
institutions (HEIs) is a term from the Further and Highemndadion Act1992(HEFCE

Glossary}®. The Act, defines as such angrovider which is one or more of the
following: a UK university; a higher education corporation; a designated institution.

the same sense, HEIs can be split into: a) universities; b) institutiorsy ratigher

education corporation; or c) institutions designated as eligible to receive financial
support administered by the Higher Education Funding Council for England (HEFCE)
(EED, 2017). At present, all English HEIs draw upon funding administeretthdoy

HEFCE, which directly funds 128 HEIJEFCE may choose to fund HEIs for teaching

and research if certain conditions of grarg met

FEls offer a range of HE programmes provided in over 250 further educatleges
(FECs) In the current year 201241 FECs deliver HE, one part of which is directly
funded by the HEFCE, while others deliver HE through acartiractual arrangement
(HEFCE, 2017). Further education courses fall into the two categories of academic and
vocational, and are prominently resped byemployers and academics worldwide. The
last category is APs, which do not receive direct annual funding from the HEFCE, do

13 This is possible through the Further and Higher Education Act 1992. The Privy Council is a formal body of advisers to the
Sovereign in the UK. Its members mosdlse senior figures who are (or have been) members of the House of Commons or the
House of Lords (http://www.hefce.ac.uk/Glossary/#letterP).

14The Companies Act 2006 is an Act of Parliament of the UK that forms the primary source of UK company lavarfal a f

overview of the act, see http://www.legislation.gov.uk/ukpga/2006/46/contents.
15 Seehttp://www.hefce.ac.uk/Glossargr definition.
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not receive direct recurrent public funding from local authorities, or from the Secretary
of State for Education or its eguaient bodies in the devolved administrations, and are
not embodied into FEC3hese institutions might be independent private institutions,
including both forprofit and notfor-profit organisations, and are refECs These other
providers of HE programnse may use other institutional
use of such titles is not regulated by law. As of 13 March 2017, there wefd$hbth

specific course designation for 2016. Seven APs have degraearding powers of

some description and HEBSreports that there were 52,675 students on designated
courses at APs in 20156 (HEFCE, 2017). Furthermore, more than 700 colleges and
other institutions in the UK are not able to award degrees but provide complete courses
leading to recognised UK degeeelhese courses, once completed, are validated by
institutions that have degree awarding powers.

The remainder of this chapter is structured as follows. It focuses primarily on the history
of English HE and the stages of development the sector has andeiuring the
expansion of the sector, significant structural financial changes took place so as to
ensure the financial sustainability of the system. Finally, HE participation has expanded
dramatically in England over the last half century. Therefatdresssing inequality of
access to university for soeexonomically disadvantaged students is still a major
policy challenge and, as such, the final part of this chapter explores this issue.

2.2 History

The roots of English education lie in the middle ag@sated by monasteries in the

sixth century, where students were trained to be members of the clergy or were members
of the ruling class. However, this form of education was elementary and only began to
be shaped into a more advanced and secular frarkgwo centuris later. The first

action in HEin Englandis attributed to Alfredhe Great around thé"entury. From

that time and onwards since the establishment of the University of Oxford in the 12th
century, HE has been variously developed. Almaosentury later, the University of
Cambridge was established when a number of students left Oxford after a dispute with
the townspeople. In the same period, the first colleges were established also. Various
colleges owned lands and were faithful to therchusuch as Merton College, Exeter
College, Oriel College, and Queens College; however, some colleges expressed their
independence, such as Winchester and Eton, which were established in the late 14th and
early 15th centuries (Young Yoon, 2008). Howe\HE was not free from religious
control at this time, so the subject areas were limited. Normally, the structure of the
curriculum and the emphasis were focused mainly on Latin grammar and literature, with
arithmetic, geometry, music, and astronomy havisga@ndary role after students had
been awarded the degree of Bachelor of Arts.
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Generally, HE in the UK has a long histdRApart from the Oxford University, which
documents teaching from 1096, making it the oldest university in the Exsglestking

world, the University of Cambridge celebrated its 800th anniversary in 2009; three
Scottish universities St . Andr ewb s, GI ianverg fownded laypapal Ab e r d
bull in the 15th century; and the University of Edinburgh was established by royal
charter in1583. In the following years, great expansion and a shift towards HE in the

UK occurred in the 19th century due to industrialisation and, in the latter part of the

century, medical, science, and engineerin
were installed. Part of those colleges were eventually amalgamated to become the so
called O6redbrické universities of Birmini

and Sheffield. The redbricks constitute the main body of what comes under the name of
Rusell Group universities (research intensive universities foremost), with some
exceptions of few post992 entrants.

By the end of the 19th century, despite the extraordinary expansion on the participation
rates, HE had a limited role only to provide a walilled and educated workforce for
British industry or to serve national issues (Hayam Paczuska, 2002). Even in the
early 20th century, HE was still overwhelmed by the uppeldle classes, maintaining

an elitist system. However, to a certain extsignificant steps for wider participation
have been made, overriding financial, cultural, and social barriers to accessing HE
(Archer et al., 2002). British HE was fundamentally a private endeavour in the 19
century; but a century later, it has beemsfarmed into statdependent institutions

that are generally considered to be public.

The second expansion wave in the HE sector occurred during the 1950s and 1960s. This
was a consequence of the high demands of an overgrowing population combined with
thenew requirement for a society adjusted to new technological advances. Institutions
such as Aston, Bath, Bradford, Brunel, City, Loughborough, Salford, and Surrey were
all awarded university status in 1986ince they had previously functioned as new
colleges of advanced technology, established in 1956. Following the same [&tern,
more UK institutions, including Hull and Leicester, both former university colleges,
obtained university status during the 1950s and 1960s. At the same time, this expansion
replenished the sector with seven new institutions, i.e. the universities of East Anglia,
Essex, Kent, Lancaster, SassWarwickand York®,

The Robbins Report on HE, published in October 1963, became the basis for many of
the changes in British HE. Sinceeth the dramatic expansion of the HE system has
brought various transformations, some more successful than others. The report implied
the immediate expansion of universities, and greater reform within the sector by giving

16 For a more thorough analysis and a review of English $¢&& Gillard (2011) Education in EnglandA brief history
(www.educationengland.org.uk/histyry

7In this way, the University of Wales Institute of Science and Technology went on to become a constituent part of what is now
Cardiff University in 1988.

18For furthe details on the history follow the link:
https://www.google.gr/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0ahUKEwiqgZn_qMfWAhUDOhoKHRVED2EQF
ggmMAA&url=https%3A%2F%2Fwww.britishcouncil.in%2Fsites%2Fdefault%2Ffiles%2Fhigher_education_system_of_uk.pdf
&usg=AFQjCNGDIKjlht_QLe65XIUTKKQIW2MOpg
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university status ta@olleges of advanced technologiyhe great HE expansion was

reflected also in the establishment of a new body oftutgins, the welknown
polytechnics. These entities did not acquire university status and they were locally
controlled and financed. Their main objective was to provide more practical and
technical subjects, and, due to their inability to award degre#dseorown right, they
coordinated with national awarding bodfesnder a formal recognition arrangement.
Through the 1980s, polytechnics gained autonomy from local governmental control and
approached the British university model (UUK, 2005). In lighthef Robins report
proposals, the number of fulime university students increased from 197,000 in the

1967 68 academic yeato 217,000 in 197374, withfurther big expansiorthereafter.

The report also stressed the necessity for wider participation in university since,
6Courses of hi gher education should be a
ability and attainment t o(Rgbbins,sl®68). t hem and

According to the report, institutions should have four main objectives essential to any
properly balanced system,thesa | | ed 6 Robbins principlesd
guideline for universiti eebbinsrlee8)eRobbindyr and
gave prominence to the value of HE as an investment action and the central role of
tuition fees and government support. He enhanced and outlined the structure of
governing bodies, the balance between teaching and research, thef plagieess and
management studies, the value of study in modern languages, the need for flexibility in
curricula, the importance of postgraduate study for UK students, and the danger of
university selection processes that used excessively narrow critedapushed
secondary schools to narrow their own curricBar¢ andGlennerster, 2014).

The Robbins Report can be deemed as an articulate research effort to support-evidence
based policy. At that time, new institutions joined the HE sector and the e@nomi
insolvencies of lowincome students began to be supported through a national system
of state support. The massive growth in the overall participation rate in the following
40 years was remarkable since, by 1966, there were HEIs with more than 44,500
enrdled students (Whitty et al., 2015). Although there have been other significant
inquiries, HE policy has often lacked such an evidentiary basis. However, not every
recommendation of the Robbins Report was adopted. Therefore, remarkably, many of
the issued raised remain central to HE debates today.

2.3 Development

The publication of the Robbins Report in
to a O6massd6 system of HE in England (Tr o
even more evident after thurther and Higher Education Act 1992when UK HE

was endowedvith 35 more institutions previously carrying the statuses of polytechnics

or colleges of higher and further educati
government granted universityanters to a number of former polytechnics and colleges

19 National Councils for Academic Awards.
20 Seehttp://www.legislation.gov.uk/ukpga/1992/13/contents
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of HE. Whil e -19%enivérsiteesndd nobhave the msestige or ranking of

their older counterparts, they are quickly gaining ground to compete with the older
institutions mainly in terms f the facilitiesd infrastr.u
Oxbridge still maintains the elite power in academia, the great expansion in the HE
sectorsignalled in 1992 and afterwards has contributed to many oppartunities for

HE. The main element of the 9® act focused on the idea of increasing the quality and

scope of research in subjects seen as applied or vocational, such as art, education, and
information technology. This act has continued to be applied since 1992; however, in

the last decade, the sechas been unable to flourish at the same pace as previously

due to difficulties and mergers.

Between 2001 and 2013, 31 more universities were created. Those universities were an
amalgam of those resulting from the break* of the federal University of \Ales and

a further ten university colleges that had had their applications for university status put
forward to the Privy Council for formal approval. Those universities joining the sector
but previously serving as vocational institutions have collectivetpme known by the

terms9%dm@oset Omodernd universities. HE i n
range of organisations. 166 institutions currently have their own degraeling
power$2.. Sel dom most of the i nstildsatisfyderains t ha

prerequisite criteria, but, at the same time, there are enlisted institutions that do not have
the power to award their own degré§Vhere this is the case, such institutions have

the right to render complete courses leading to m@sed UK degrees. However, such
courses are validated by institutions that have degneeding powerd* According to

official state estimates in 2011, in addition to degremrding institutions, there were
more than 1,600 bodies, including 258Cs offering some form of HE provision.

HEIs that had university status before the provisions of the Further and Higher
Education Act 1992 came into force are included with thelP82 universities. These

uni versities are wi del werelpartofthe unaversitydssectod 6 i n
prior to 1992, including universities created by ancient usage, Act of Parliament, or
Royal Charter, and full colleges of the federal universities of London and Wales in
1992. Their mission is slightly different since yrare traditional universities, with an

articulate focus on rewarding research (Parker, 2008). From a deeper perspective,
institutions that formally have been universities since medieval times belong to the
category of O6anci e n toéttypicalicases ars thetuniversities @ o me
Oxford, Cambri dge, St . Andr ewds, Gl asgow,
foundation of which range from 1096 to 1582.

21 Merged institutions already possessingtthie t lurg@versitfdarednot considered.

22 The names of institutienwith their own degre@warding powers @®ecognised Bodiés are available for download at:
http://www.dcsf.gov.uk/recognisedukdegrees/index.cfm?fuseaction=institutes.list&InstituteCategorylD=1

2 Since 2005, institutions that halkiad degre@warding pwers andht least 400 fulk-time equivalet students, of whom at least
3,000 are registered on degieegel (including foundationdegree) courses have also been permitted to apply to use the title
6uni ver si ty awhiteApameo(BIg,i20liphe stodenrequirement was reduced ta0QQ fulktime studentsAlso,
institutions that award taught degrees but which do not meet the numerical critéreuitiversity title may apply to use the title
6university coll egebd, although not all choose to do so.
24 Since 2008in England and 2010 in Wales, FEIs have been able to apply to the Privy Council for powers to award their own
doundationde g r e e s 6, voctatiprally foauded and equivalent to two thirds of a full honours degree).
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The Robbins Report on HE gave further space to the UK government for a further
endowmenbf new institutions since it declared that there was a lack of universities in
the UK. The report gave rise to the creation of a whole new group of universities known
as the plate glass or 1960s universities. It is worth noting that the original plateé glas
universities were established following decisions byUheversity Grants Committee
(UGCQC) in the late 1950s and early 1960s.sTikia group with mixed composition that
embodies some of the most prestigious institutions, such as the University of Warwick,
while others coast in the middle of the league tables.

However, universities in the UK vary in many aspects, from age to smegtge, and

this diversity provides choice. The UK HE system has so much to offer and one of the
choices is the type of institution at which to study postgraduate courses without
attending an official university. As the name suggests, specialist heghumation
colleges offer a small number of postgraduate programmes. This means that, apart from
the exceptional teaching level, they offer even the most unusual subjects in different
fields and the entire college will be orientated towards that certaijecsulsome
examples of this kind of college are the specialist agricultural colleges and those that
specialise in the creative and performing arts. The powerful capability of these bodies
is that they often offer courses that sometimes are not availahl#yaindependent
universities, allowing students to obtain professional expertise in subjects about which
they are passionate.

University groupingsare informative in many different ways, but mainly in terms of
subject choice. Institutions formed arouhé same time are often similar in style and
prestige. Universities tend to show solidarity by forming official organisations so as to
lobby government over research funding. One such groups that is regarded as very
prominent is the Russell Group, which d¢snsidered an elite group of the most
prestigious universities with highuality research strength. Indeed, on average,
universities in the Russell Group demonstrate considerable excellence in research and
account for two thirds of university grants awaddn the UK. Members consist of
mainly the ancient and YSentury universities, with a few of the larger civic
universities. However, it should be stated here that this does not mean that a university
is excellent in all areas of research when it issifeed as a member of the Russell
Group, and it certainly does not mean that these universities are superior to the rest. A
university should show excellence in many different aspects, i.e. employment rates,
student satisfaction, and lecture quality. ledlethere are many other universities in the

UK that are not part of the Russell Group but still generate valuable research.

If we go further on this topic, there is one more group, the 1994 group. This set of
universities incorporates smaller, researdlensive, and often campbssed
universities. While the 1994 group also contains some of the top universities, it is
considered superior to the Russell Group. MikionPlus group® is a alition of
modern universities, oriented to the influences of 2fhet century, and it provide

2 For moreinformation, seehttp://www.wow.com/wiki/Plate_glass_university?s_chn=94
% For more information about the members and their missiehttp://www.millionplus.ac.uk/wheve-are/ourrole.
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valuable advice and analysis of HE policies. This organisation represents most of the
former polytechnic universities.

It should also be noted that HE policy, for a number of reasons, follows separate
strategies in each of tlwuntries making up the UK, with the Scottish government, the
Welsh Assembly, and the Northern Ireland Executive each having specific and differing
responsibilities for certain parts of HE and student policies. However, this chapter
focuses mainly on HEhiEngland, unless otherwise stated.

2.4 Structural Financial Reform

Certain aspects of the UKO6s HE system ar e
powers are devolved to the individual nations that make up the UK. The HEFCE funds
and regulates univetsgs and colleges ifEngland?’ While funding is distributed
nationally, quality assurance standards are UK wide. Standards of HE are monitored
and advised by the Quality Assurance Agency (QAA), which coveralioée of the

UK. Generally, universities irhe UK are independent and sgiverning, but they
maintain close links with the central government since they absorb a quantifiable
proportion of their income from public funds. The financial aid from the state is not
only unilateral for universities baiso for students. Government endowments to cover
tuition fees are also received by middte low-income students who receive state
funded grants inversely related to their
awarded tuition reductions as anlog based on their academic performance. Also, most
student®® receive statdunded loans to cover living expenses and these are redeemed
after the student graduates and obtains a Falblic funds spent in HE combine
recurrent grants, tuition fees from destic or foreign (international) students, and
income from various private sectwwources.

In the aftermath of the great expansion in the 1960s, the system came under extreme
pressure in the 1980s. Public funding was no longer sufficient and the grant syes

too weak to support future student projects. More specifically, during the rapid
expansion period between 1989 and 1997, public funding per student was downscaled
by around 36 percent, putting considerable pressure on universities and colleges. From

another perspective, this significant e X [
accordance with increased funding (Eurydice, 2009). By 2i®5total government
spending on HE reached A6.5 billion (UUK,

funding in the 1980s and 1990s triggered a climate of tuition fees enforcement for UK
and EU undergraduate students in the UK in 1997. In England, the fee cap was increased
from Al1,000 to A3,000 per annum in 2006

27 The Higher Education Funding Council for Wales (HEFCW) carries out similar dutigales.It is responsibldor regulating
degree levels, ensurirgquality frameworkand scrutinisinghe relative performance of universities. The Scottish Funding Council
(SFC) is the equivalent body for Scotlatdfunds 25 colleges and 19 univetigis andits main aim is to generate higiuality
learning and teaching, worldading research, greater innovatiamd widening participatiom HE. Universities in Northern
Ireland receive their funding from the Department for Employment and Learnkig\I»

28 |t should be stated that foreign students and British students taking a degree at an overseas university are notigjeteerally el
for public funding.
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austerity imposition on resources, universities should preserve the quality assurance of
the system as a whole.

In an attempt to release that pressure, policy officials introduced the present system of
student loang® Also, a regulatory system of HE fundioguncils in each UK territory

was established to manage the system efficieftlg.HE sector in England is currently

in a stable financial position, reaping the benefits of positive cash flows. This does not
ensure that financial performance is equivalemhin the sector since there are
institutions with continuously dwindling figures in student recruitment that further

imply compressed income (HEFCE, 2013). The tight government budget constraints

have given rise to a novel policy, with tuition f&snforcement for HEIs in England
reaching a maxi mum d13ADrO6MmMOappreyvieausi ae
per annum (Callender, 2015).

Under this context, an increase in fee income for home and EU students was observed

in 2012 2013. However, the gificant fall in public funding through the HEFCE

grants was counterbalanced (HEFCE, 2013). In 2016, the upper limit of tuition rose
further, to A9, 250, with plans to allow
Undergraduat e f e e yearatrEnghsh, Nartherntlrish, Zh®Welsi® 0
institutions. At the same time, in Scotland, fees can be much lower for Scottish and EU
students, at around A1,800 for a first de
from elsewhere in the UK. Tratuation is slightly different in Northern Ireland, where

student fees are concomitant to the rate of inflation.

The reform of English HE was circumscribed by a refooly the Independent
Committee on Student Fees and Fundi@SFF), chaired by Lord Bwne, whoset

out a blueprint for ¢ dCSkike 2010). ®Onlyahdlfiagyear i n E
after the r ef dHigherEdacatien: Rutting Stedenpsatihe Hearb of the

Sy st (BI8,&011) shematised the policies the government planmeddopt to

i mpl ement the committeeds other recommend
a new funding regime (Scott, 2014). Consequently, thitkewpaper offered more than

an interim stage in the reform process, generating major inferences sindsidation;

however, substantial matters remain unresolved (Scott, 2013).

According to Scott (2013}here have been 11 major policy interventions in HE since

1960. The directional lines have been set thorough major reports, white papers, green
papeetstterdd of guidanceb6 to funding agenc
reports, planning papers on student numbers, and significant pieces of legislation. Other

2 These are usually from devolved government agencies. English students receive finanoial tiid Student Loans Company,

a governmenbwned agency. Students usually take out a tuition fee loan that is paid directly to the relevant HEI and a maintenance

loan to cover living costs, which are paid directly to the student. A generous repaynraet magibeen established, under which
graduates are not required to make any contributioieset o the re
on the percentage of their income that can be used to make repayments, and anygremaini is written off after 20 (or 30)

years (Scott, 2014).

NVINthe19981 999 academic year, the tui t-timebKahdeR uaérgrabiuate Suiénts\ilaes i ntr o
fees were disbursed accor di napts from lowircome lfamides dereregemptet drarl thesen c o me a
charges.

31 This report was compiled in October 2010.
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intermediate agenci®shave also developed complete reviews regulating policy
interventionsin the form of circular letters, consultation documents, and annual reports.
Scott (2013) offers an informative chronological review of the main HE intervetitions

in the UK. Generally, there is a tight fiscal dependency between HEIls in the UK and
governnent income; however, they still maintain their legal autonomy. Each institution
defines its own admissions policies and coordinates with its funding council regarding
student number targets and the funding scheme. The underlined rationale beyond
governmerdl funding in the UK is distributed on the basis of competitive research
funding exercises or according to competitive, pegrewed proposals, as in the United
States (US) (JohnstomaadMarcucci, 2007).

In a climate of intense competition for studergsaeen UK HEIs, alongside the 2010

fee reforms, the recruitment quotas in England have changed hands from government
regulation to the sole control of each university. The flexibility in student recruitment
rights stemmed from the fact that HE costs waerdéomger only a state affair but also

an individual concern. This trajectory policy, combined with the relaxation of the
student cap in 20145, permitted further considerable expansion for some institutions
(plans for expansion), or reductions in oth&lste that, implicitly, the intention behind

the Browne committeeds recommendation in
new tuition fee regime with higher fees was to fund continued growth in student
numbers (Scott, 2013). Therefore, instead cfter i ct i ng student s
reducing the per capita funding, the committee came up with the induction of a new
flexible regime for tuition fees.

2.5 Fair Access and Widening Participation

It is not an overstatement to say that fair access and wiglgamicipation are mainly

defined by government practices. In particular, in cases in which the HE system is
heavily supported by public funds, there is minor control over student numbers. The
period of great expansion, when participation rates doublegkba the late 1980s and

the early 1990s, is an exception, since the policy officials were prepared to increase
public expenditure with increasing demand, though not in proportion to the increasing
numbers of students (Thompsand Bekhradnia, 2011). In #éormal expression, the

Office for Fair Acces¥( OFFA) defined the widening par
barriers to higher educatip including financial barriershat students from lower

income and other undere pr esent ed backgr onmpevedf aceb.
representation pattern at a national level that supports not only young people from low
income backgrounds but every kind of underrepresented group in HE, i.e. individuals
facing disabilities, ethnic minorities, pdanne and mature studen{seople estranged

%2 Those agencies include UGC and the National Advisory Body (for public sector HE), the Universities Funding Council and
Polytechnics and Collegéainding Council, the Higher Education Funding Council for England (HEFCE), the Scottish Funding
Council and Higher Education Funding Council for Wales.

33 An analytical guide of the interventions pased by Scott is available oppendix 1 Chapter 2 of thihesis.

34 OFFA is an independent public bqaystablished by the 2004 Act. The main scope of this csgiéon is to ascertain that the

new tuition fee regimavill not be detrimenteb widening and increasing student participatiSeehttps://www.offa.org.ukfor

further details
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from their families, people from gypsy and travelb@mmunities, refugees, students
with mental health problems, specific learning difficulties, and/or who are @utisen
spectrum, and students from military families.

There are two respaible bodies that plan the cap for the number of students in the HE
sector in England, and these are the government officials for HE policy issues and the
HEFCE. The HEFCE has the power after a cycle of procedural talks with the
stakeholders and sufficiegovernment guidance to set a limit on the control of student
numbers. This procedure ensures an adequate distribution of the level of publicly funded
student loans and grants for fees and maintenance. However, universities and colleges
are permitted toecruit as many students with high grades (currently ABB or above at
A-Level, and certain equivalent qualifications) as they wish since those students are not
counted as part of their permitted cap,
(EuroEducatia |, 2017) . Howeveac¢chirediucg ®dgt h hes odli
risk for the sustainability of the growth rate of participation since those with lower
gualifications have lower HE participation rates, so the uncertainty of the irregular
distributionof students is correspondingly greateh¢mpsorandBekhradnia, 2011).

If we take stock of the debate on the interactions among income, social and cultural
factors, or price elasticities that can affect HE participation, the results are promising
(Callencer, 2011). Research on income effects reveals that participation of students
from lowerincome families is prone to downward shifts when tuition prices increase
(Mundel, 2008). Therefore, a strong emphasis has been placed in English HE on the
fact that inceased grants and maintenance loans can potentially reduce theutrop
phenomenon of lovincome students and can directly increase their chances of
qualifying with a good university degree. In this way, participation in HE becomes more
attractive, espediy for those at the bottom end of the income spectrum (Thompson
and Bekhradnia, 2011). The criteria under which awards or financial support are
provided can be a decisive factor in promoting fair access and retention in HE.

Fair access is defined by ttdfice for Fair AccessQFFA) as o6equal ity o
for all those who have the potential to benefit from HE, irrespective of their background,
schooling or incomebd. Il n a more rigorous

access for those whoeaequally well qualified (Boliver, 2013). The notion of fair access

in most cases is related to admission to the most selective institutions that tend to apply
strict overall entry requirements. Therefore, the probabilityunflerrepresented
studentsor applicants fromdisadvantaged backgroundsing accepted at such
institutions is relatively small. More precisely, entages to the Russell Group, other

old, and new universities by social class, school background, and ethnic group implies
a concrete discrepancy, with an apparent social class gradient in terms of rates of entry
to other old and Russel Group universitieghwhe former being much less steep than

the latter (Boliver, 2013).
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2.6 Concluding Remarks

Analysing the sector with scrutiny, there have been successive waves of HE expansion
and regulatory reforms in the UK over the last century. Typically, regulatarynmef
were hel d-thephasfansoébtuuti on for efficiency
reducing costs associated with compliance and facilitating increased efficiency (UUK,
2011). This expansion has been considered imperative, and the climabevthf as
prospered independently of any political changes. However, any kind of restructure in
the sector has been followed by widespread fears regarding the future effects. Thus, it
should be pointed out that expansion tensions have faced distrusthavifbar of
diminishing the value of a degree. Apart from the quality effects, the new tuition fee
regime in England has been faced with hesitation, since it may deter applicants,
particularly those from lovincome backgrounds. However, as an answer tovigys

of reluctanceon the novel regime, the number of ftithe enrolments rose to
historically high levels, with recruitment on fdilme courses between 201 and

2013 14 growing by 3.2 percent (UUK, 2014). This enhanced participation has been
smoothin the disadvantaged and underrepresented groups as well. The general HE
contribution on industrial, financial, educational and societal aspects cannot be
undermined and is significant, with a more pronounced effect in the last decades. In
particular, betveen 1982 and 2005, the increase in graduate skills in the UK economy
contributed around 20 percent of GDP growth (Holland, 2013).
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3.1 Chapter Background

Measurement of efficiency in HE has been well explored in the literature for more than
20 years. The growing public concern regarding performance and efficiency measures
in the HE sector can be explained by the massive expansion of theyd#ms
worldwide. Additionally, the financial constraints stemming from the current economic
challenges associated with tight government budgets and increasing pressure for greater
autonomy of HEIs have contribute to tleisd (Cunha anBocha, 2012).

HE financial policy commonly goes hand in hand with numerous subsidies and grants
supported by political authorities. The main aim of HEIs is to obtain at least some of
their income from public funds; therefore, it mssential, in the interests of
accountabity, to measure interand intrainstitutional efficiency (Johnes, 2005). The

HE sector, however, has characteristics that make it difficult to assess efficiency: it is
nonprofit making; there is an absence of output and input prices; and HEIs produce
multiple outputs from multiple inputs (Johnes, 2006).

Economic efficiency (EE) is concerned with the optimal production and distribution of
scarce resources and measures, and whether those resources (i.e. agricultural research
and extension, tertiary heattlire, and HE, etc.) are being used to get the best value for
money. Both productivity and efficiency measures have been defined as the ratio
between output and input (Sengupta, 1995; Cooper et al., 2000). However, instead of
defining efficiency as the ratibetween outputs and inputs, it can be seen as a distance
between the quantity of input and output. In particular, the quantity of input and output
defines a frontier, the optimal frontier for a DMU relative to othweits of its cluster

(Daraio andSimar, 2007).

More than 60 years ago, Key (1940) laid down a challenge for economists to resolve
the O6basic budgeting probl emb, namel vy,
expenditure management (Fozzard, 2001). Such considerations feature efficiency as a
methodological tool to explore the relation between resource ffues costs, in the

form of labour, nodabour expenditures in capital stock, buildings, equipment, and
student services) and either intermedioaitputs (average attainment scores aetiee

3 Intermediate or not.
36 Economic evaluations should focus on final educational outcomes rather than intermediate outputs as a measure of efficiency,
which may lead to suboptimal results
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of each key stag¥&, university instruction hours, etc.) or final educational outcomes
(degrees gained, number of credit hours, etc.). Solutions for the basic budgeting
problem adopting the criterion of EE implies that resource allocation decisiotheare
result of technical analysis and political processes (Fozzard, 2001). Policymakers make
choices that maximise the educational outcomes gained from the resources allocated to
HE, stressing the importance of transparency in the process itself. Imeffi@&ists

when resources could be reallocated in a way that would further increase the educational
outcomes attained.

Economic efficiencycan be further discerned into different types, which are not exactly
equivalent depending on the assumptions made tha optimal production,
consumption, and distribution of scarce resources. The mutual assumption made in all
these definitions of efficiency is the idea that a system is efficient if nothing more can
be achieved given the available resources. The prindefinition of poductive
efficiency encompasses the productioh goods and services with the optimal
combination of input® to produce the maximum output for the minimum cost. To be
productively efficient means that a firm must be producing on its ptimstupossibility
frontier (i.e. it is impossible to produce more of one good without producing less of
another). Thus, productive efficiency is concerned with producing at the lowest point
on the shortun average cost curve.

Productive efficiency is clady related to the concept of technical efficiency, since
productive efficiency requires technical efficiency. According to Farell (1957),
technical efficiency (TE) reflects the ability of a firm to produce the maximum output
from the minimum quantity ofnputs, such as labour, capital, and technology. TE
requires the inpubutput combinations be on the isoquant. Production cost efficiency
requires TE, and the level of inputs used depends on the paakgop the inputs
(Wagner, 2012 However, a firm isaid to be totally economically efficient only if it

is technically efficient and, at the same time, allocatively efficient. This means that,
apart from using the optimal proportions of inputs, a firm should also distribute the
goods and services accordittgconsumer preferences. A firm could be productively
efficient but produce goods people do not need; this would be allocative inefficient.
Therefore, the firm should reallocate production with strict boundaries on the respective
prices and the productidechnology so that the price of the good should be equal to
the marginal cost (MC) of productidhln a formal representation, allocative efficiency
(AE) is achieved when a firm employs factors of production up to the point at which
the marginal rate okethnical substitution between any two of its inputs equals the ratio
of corresponding input prices (Huang awthng, 2002).

A considerable body of literature exists on the measurement of TE in the HE sector
(Worthingon, 2001 Johnes, 2004; De Witte aihd- p-Eomes, 2015; Johnes, 2015;

37 For further details follow Garniss (2008)ww.oecd.org/std/na/37562338.ppt

3 Given amount of inputs.

39 A more precise definition of AE is at an output level, where the price equals the MC of production. This is because the price
that consumers are liimg to pay is equivalent to the marginal utility that they get. Therefore, the optimal distribution is achieved
when the marginal utility of the good equals the MC. Firms in perfect competition are said to produce at an allocatieety effi
level, while monopolies can increase the price above the MC of production and are allocatively inefficient.
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Thanassouliset al., 2016) Efficiency and productivity measures, as well as the
Malmquist index, are concepts that have been analysed radically in the past decades in
an attempt to ssess the performance of universitigéarly studies of TE in UK HE
focused on individual departments such as accouigfioghkins andGreen, 1988)
chemistry and physig8easley, 1990, 1995¢conomicgJohnes ad Johnes 1993and
business schoo(®oyleet al., 1996)or departments within a univers{ginuanyStern

et al., 1994)

Broadly speaking, two main camps have emefgecssessing efficiencynaong the
proposed approachethese are classified into parametric or econometric approaches
and norparametric techniques or programming approachiémse that estimate
maximal output and attribute all departures from this dfi¢rent are known as DEA?

and those that allow for both unobserved variation in output due to shocks and
measurement error as well as ineffiaig are known as SFA (Parmeter &umbhakar,
2014).

Both methods seek to characterise and quantify noticefficiency; however, they are
fundamentally different in their construction and underlying assumptions. Given that
each possesses its own strengths and limitations, neither is generally regarded to be
superior to theother (Salerno, 2003)ovell (1993) denonstrates a taxonomy of
parametric and neparametric methods, making the assumption that, when using
statistical approaches, the functional form of the production possibility set is the link
between inputs and outputs, while, in fmarametric techniqueghe input and output

data themselves are used to compute the production possibility frontier, by using linear
programming methods.

More recently, DEA has been applied at the HEI level to produce measures of efficiency
for all HEIs in the sectofAthanassopulos ar8hale, 1997; Fleget al., 2004; Glasst

al., 2006; Johnes, 2006; Flegg altén, 2007a, 2007b; Johnes, 2008; Flegg &tlén,

2009; Johnes, 2014These studies differ in terms of the time period cedemodel
specification (i.e. inputs and outputs), returns to scale (RTS) assumed, and the HEIs
included in the analysis. Early studies concentrate on a particulaestdr (such as
pre-1992 universities or podt992 HEIs) and find that, on average,i@éncy is
remarkably high with average TE levels between around 80 percent and 95 percent
(Athanassopulos arshale, 1997; Fleggt al., 2004; Glasstal., 2006; Johnes, 2006;
Flegg andAllen 2007a, 2007b, 2009Hnes, 2014) ater studies that extend the dataset

to include the complete HE sector that we observe in the UK today find a much wider
range in mean TE at around 0.75 to 0.95.

The objective of this chapter is not to develop a formal theory or defioitigroduction
methodology. Rather, the aim is to detail the important econometric area of efficiency
estimation in both HE past approaches as well as new methodologies. Beginning with
the seminal work of Farrell (1957), various approaches to discernipgtaltiortfall

have been developed.

40 For an authoritative review of DEA methods and their statistical underpinsiegSimaandWilson (2013).
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3.2 The Economic Model

Economic modelling is at the heart of economic theory. Through the main axioms on
which the economic model underlining the measurement of efficiency is based, the
economist can experiment, at leastitadly, producing different scenarios, attempting

to evaluate the effect of alternative policy options, or weighing the logical integrity of
arguments presented in prose. Much empirical evidence suggests that, although
universities may indeed attempt tatiogise the distribution of the available resources,
they do not always succeed. Therefore, utilising the minimum inputs required to
produce the educational outputs, given a level of technology, is paramount. In light of
the evident optimisation failure, itain types of model are extremely useful for
presenting visually the essence of inexpediency to attain the optimal efficiency.

The economic theory of production places emphasis on efficient production and its
consequences, so it is desirable to shift dhalysis of production away from the
traditional regressicbased production function approaches toward frod@sed
approaches. The traditional least squares statistical methodology offers estimated
functions that intersect the data; however, the emwed properties concerned with the
estimation of frontiers envelop the data, and they are far more appealing in this case
(Fried et al., 1993)

Measuring efficiency for any dataset requires a definition of the boundary of the
production set; then, the tisice between any observed point and the boundary of the
production set should be measurBadu@io andSimar, 2007)Given a list of0 inputs

andd outputs, in economic analysis, the operations of any productive organisation can
be defined by means ofset of points;Y the production set in a multaput, multi

output technolog$! defined as follows in the Euclidean space d,

3 afwvT MY T hadnf QIQAGI Q0 aff goo g i € QB OQ

wis definal as the input vectoni s t he output vector and
of1j , which means that, within the organisation under consideration, it is physically
possible to obtain the output quantitie$ 8 ; when the input quantities (8 8 &

are being used.

The production possibility se®hcan be defineth terms of its sutsectionsdefined as

the images of a relation between the input and the output vectors that are the elements
of Y The input requirement sétr] consistsof all input vectors that can produce the
output vectonn ¥ T for! n N 3. Itis defined as§araio andSimar, 2007)

67 v T sa N3 GIROORT £ Q) HQ

41 n the description of the production techrgaabove, the explicit assumption underlined in all properties is that time does not
count. If time is considered, then the superséiiphecessary as a label to define the time period each tini¥fe.o 5 1 8
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Theoutput correspondence setw consists of all output véars that can be produced
by a given input vectaoN T for! wN 3. Itis defined as:

Do AT saM "3 AOORT £ QY OQ

The output and input sets are equivalent representations of the technology, ae is
it holdsthat:

G N3 N RN D

The axiomatic assumptions of the production technology and the scale of operation of
the organisation are given @appendix2 chapter 3aimingto provide enough structure

to create meaningful and useful technologiBgraio and Simar (2007) offer an
informative work on how we define the efficient subsetSYahd how we define the
efficiency measure of a DMU from the frontier using radial distances from it. In the
next section, a graphical representation of the ymtion technology is presented,
offering a visual approximation of efficiency measurement.

3.3The Theory of Measuring EfficiencyiFarr el | 6
Approach

In production theory, a firm's input and output combinations are depicted using a
production function. Thisunction can show the maximum output that can be achieved
with any possible combination of inputs, so the construction of a production technology
frontier is feasible. Farell (195%)extended the work initiated by Koopmans (1951) and
Debreu (1951) by notinthat production efficiency has a second component reflecting
the ability of producers to ®uwputeectorint he oOr
light of prevailing hput and output prices (Daraio aBomar, 2007). This led Farrell to
define overd productive efficiency as the product of technical and allocative
efficiency. Some decades later, in a more formal formulation, Lovell (1993) defined the
efficiency of a production unit in terms of a comparison between observed and optimal
values of itoutput and input. The comparison can take the form of the ratio of observed
to maximum potential output obtainable from the given input, or the ratio of minimum
potential to observed input required to produce the given output. In these two
comparisons, theptimum is defined in terms of production possibilities, and efficiency

is technical. Since the first empirical application of Farrell (1957), several different

“2Forsund and Sarafoglou (2002) offer an interesting historical reconstruction of the literature developments subsequent tb Fars
seminal paper that led to the introduction of the DEA methodology.
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methods for efficient frontier estimation and efficiency score calculation have been
developedn the literature (Coelli et al., 1998; Thanassoulis, 2001).

Building on the ideas of Dantzig (1951) and Farrell (1957), the seminal work
O0Measuring the efficiency of decision mal
(1978) applies linear programming estimate an empirical production technology

surface; in other words, a pieegse frontier over the datd@his was the first application

of DEA and was attributed to ttaeithors due to their important contribution to stating

the principals of DEAFormaly, DEA is a methodology directed to frontiers rather than

central tendencies. Therefore, rather than fitting a regression plane through the centre

of the data, as in traditional regression, with DEA, a piecewise linear surface to rest on

top of the obsemtions is drifted (Cooper et al., 2011).

The first attempt to introduce a frontier production model was made by Farell (1957),

as mentioned earlier. The original framework has been built upon measGrid@r

production efficiency that can be further decomposed irivdOand 0 ‘O8The
combination of these two components determines the level of total economic
efficiency "YO OFarrell (1957) extended the Partoopmans property by using the
performance of other DMUs to evaluate the behaviour of each DMU relative to the
outputs and the inputs they all used. This made it possible to proceed empirically to
determine their relative efficiencies. The resulting measure that is referred to as the
OFadrlremeasure of efficiencyd was regarde

6technical efficiency6é6 or the amount of O
any input or output (Cooper et al., 2011). The above notation has been discerned by
Farrelf rom o6all ocatived and O6scaled efficie
literature.

Thi s i dea emer ged initially from the u

inputs whi to produce a single outpuy as the outcome of the production prege

given the production technolodyCRS is the underlying assumption, so it was feasible

for the technology to beepresented by the unit isoqualeyond the different
representations of efficiency, there is the same underlying objective to quantify the
relative performance of aufftor t o quantify the unitos |
policy objectives

The efficiency framework allows specialists to identify ipwniddle, or high
performing units whose processes might be potentially adapted by others and
enableregulatorsto developtargetsand incentives effectively (Mugisha et al., 2007).
Performance evaluation by means of efficiency assessment is a metric approach that
allows quantitative measurement of relative performar@€g, (TE, SE AE, and
efficiency change). From the precedingadission, asymmetries in performance emerge

in the units of interest and rankings can be based on the analysis of production patterns
and cost structure®8érg andPadowski, 2010). As a result, a review of Several

4 In the appendix Zhapter 3 a graphical preséation of the inpubutputorieniated measures is availablllowing Coelli
(1996n).
44 Controlling for external conditions
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methodologies and types of metric dséy analysts to estimate comparative
performance through efficiency evaluation is attempted in the next section.

3.4 Methods for Estimating Efficiency-A Taxonomy of
Frontier M odels

The following section cites some of the principal techniques in the literditu
estimating efficiency level. Therefore, the aim of this section is to propose a general
taxonomy of efficient frontier models that gives an overview of the different approaches
presented in the literature for estimating the efficient frontier d?& &nd to explore

the methodological advances applied in the English HE system. Analysis of the existent
literature is a necessary step for the advancement of a discipline. This is particularly
evident in the field of efficiency and productivity reseatadittin the last decades, has
experienced an exponential increase in the number of methodological and applied works
(Tavares2003; Daraio an&imar, 2007).

The first distinction in a methodological grounding for efficiency estimation approaches
is betwea the statistical (or econometric) approach and the-statistical (or
programming) approach. The distinction between the two approaches derives from the
underlying assumptions. The netatistical approach makes no assumptions regarding
the distributiorof inefficiencies. In addition, it is often (but not always) fparametric,

which means that the input and output data are used to compute a convex hull to
represent the efficiency frontier (Sengupta, 1999) using linear programming methods.
The nonrparaméric frontier approach, based on envelopment techniques (DEATFDH

has been used extensively for estimating the efficiency of DMUs as it relies on very few
assumptions fothe production possibility set (PRS)he norparametric approach
relies on lineaprogramming or some other form of mathematical programming to
characterise the set of efficient producers and then derive estimates of efficiency for
inefficient observations based on how far they deviate from the most efficient ones,
rather than estimatinvalues for selected parameters. Another competitive superiority
of the nonstatistical, norparametric approach is the lack of misspecification
problems’® since neither distributions are specified, nor is there a particular functional
form?®’ for the fronter function (Johnes, 2004).

Furthermore, programming methods can easily be used in a production situation in
which multiple inputs and multiple outputs are handled and ensure robustness in model
choice. For a comprehensive DEA bibliography covering 19982, see Seiford
(1994, 1996), and for an extension until 2001, see Gattoufi et al. (2004). More than
1,500 DEA references are reported by Cooper et al. (2000), despite the highlighted
disadvantages of the na@tatistical, norparametric approaches sinbey are barren of

4 TheFree Disposal Technique introduced by Deprins et al. (1984) reliesotig free disposalify assumption of the PPshd
does not restrict itself to convex technologiEise FDH estimator, proposed by Depriesal.(1984), is anore general version of
the DEA estimator.

46 Both in the production function and the distribution of efficiencies

47 See appendix 4hapter 3 for a useful insightto different functional forms

49| Page



estimates or significance tests of parameters (&aag 2001). Another limitation is

that the convex hull is defined using information on only a small number of observations

in the sample. Further shortcomings shared by manypacametic methods concern

the curse of dimensionality. This is to avoid large variances and wide confidence
interval estimates; therefore, the anal ys
a large amount adata is needed (Daraio aBdnar, 2007).

The staistical approach is often (but not always) parametric, which means that a
specific functional forff for the production frontier functiofQofi is assumed
(Sengupta, 1999). Therefore, statistical, parametric methods use a simple mathematical
form depenihg on some™Q unknown parameters, sinde™ T represents the
production technology séY Hence, it provides estimates on the parameters of the
frontier, the significance of which can be tested using standard errors (Schmidlt, 1985
6). The main methamogical advances of this approach are the economic interpretation
of parameters and the statistical properties of estimators; more critical are the choice of
the function'Qafi and the handling of multiple input ardultiple output cases
(Daraio andSimar, 2007).

A further classification between alternative methods is based on the criterion of noise
presence. Hence, the distinction between deterministic and stochastic models is
attributed to whether deviations from the production function are a carssgumot

only of inefficiency. In terms of the deterministic approach, deviation in observed
output from the production frontier is solely a consequence of inefficiency I{Love
1993; Ondrich an&uggiero, 2001) since it assumes that all observatioh§ belong

to the production set, so:

01 ¢ o N3 p!Q p88Ye

The main limitation of this approach is that any errors in measurement or stochastic
errors are incorporated into the measurement of efficiency and, therefoeyent of
sensiti vietfyf itca edPisdtpnaardtWith regars to stochastic models,
there might be noise in the data, i.e. some observations might lie o¥tdide main
weakness on this ground is the identification of noise from meffcy.According to

the stochastic approach, deviations from the production function have a bilateral
explanation since they are not attributed solely to inefficiency. The objective of
stochastic models is, therefore, to decompose the residual into tamoents: one
stemming from inefficiency and one random. In practice, this implies an assumption of
a specific distribution for each error component, which constitutes an important
limitation. Stochastic methods are preferable on events of random shocks or
measurement errors, giving them the comparative advantage of curtailing any
distortions on the efficiency estimates; however, they may be affected by
misspecification errors.

8 various specificatioscan be usede.g.the CBD, the flexible fixed quadratic function, the hybrid translog function, the CES
function, etc.
4% Robust estimators are abledeercome this drawback
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In particular, SFA allows the presence of noise, but it demands parametratiosstr

on the shape of the frontier and on the dpaerating process (DGP) in order to permit

the identification of noise from inefficiency and the estimation of the frontier. The
statistical approach assumes that inefficiencies (the difference betwhea f i r mé s
observed output and the output that could be achieved if it was producing on the
production frontier) f ol étalwo8a). Howeeec, anfyi ¢ di
misspecification errors (either of the production function or of the wieffcy
distribution) are incorporated in the efficiency measure (Lovell, 1993). Furthermore,

the statistical, parametric approach is not easily applied in a situation in which there are
multiple inputs ananultiple outputs (Johnes, 2004).

Both techniquediave strengths and limitations, so an extensive review and updated
presentation of both approaches is considered appropriate (Fried et al., 2006). In the
next section, an overview of the DEA and SFA methodologies is discussed. A statistical
approach thatnifies the parametric and ngrarametric approaches can be also found

in Simar and Wilson (2006b).

From a theoretical perspective, the available methodologies for measuring efficiency
vary from statistical to nostatistical, parametric to ngrarametricand deterministic

to stochasti€? Among the various versions in the literature, two are the most frequently
used approaches: statistical parametric methods (deterministic or stochastic) and
deterministic norstatistical norparametric methods (Johnes, 2R0In the next
section, the most common methods, including more recent developments in the context
of efficiency measurement in HE, are discussed as an introduction to the whole scope
of this thesis.

3.5 Mathematical Presentation of DEA

The mathematical pgramming approach to the construction of frontiers and the
measurement of efficiency relative to the constructed frontiers goes by the descriptive
title of DEA (Fried et al., 2006). This is a deterministic +sbatistical norparametric
method developedybCharnes et al. (1978) following the work of Dantzig (1951) and
Farrell (1957), and aims to estimate a production possibility frontier and, hence, to
assess the TE of the decisioraking unit (DMU), relative to the frontie€harnes and
Cooper (1961) madeonsiderable theoretical and applied contributions in the
development of linear programming, and disseminated its application in DEA in the late
1970s>! The DEA estimator relies on the convexity assumption, so the data points are
enveloped with linear segents. The programming approach reveals the structure of
frontier technology without imposing a specific functional form on either technology or
deviations from it.Subject to certain assumptions about the structure of production
technology, it envelops ¢h data as tightly as possible; however, it makes no

50 For nonparametric stochastic models:
1. For crosssectional data seelall and Simar (2002), Simar (2003), and Kumbhakar et al. (2007).
2.  For panel data se&neip and Simar (1996) and Henderson and Simar (2005).

51 SeeCharnes et a(1978) for an analytical review
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accommodation for noi se, and so does not

as the deterministic kernel of a stochastic frontier.

In Germany, the procedure was used mainly to estimate the magvgadaictivity of

R&D and other factors of production (Brockhoff, 1970). The main feature of DEA is to
compare efficiency levels across DMUs within an organisation; DEA has also been used
to compare efficiency across firms. DEA comprises two basic mostglsthe most

basic being the CCR model introduced by Charnes, Cooper and Rhodes (1978) with a
constant return to scale assumption, and the DEA Ba®karnesCooper model, with

a variable return to scale assumption (Banker et al., 1984). The main deestemh

DEA in the 1970s and 1980s are documented by Fare et al. (1994), Seiford and Thrall
(1990), Lovell (1994), Charnes et al. (1995), Seifford (1996), Cooper et al. (2000), and
Thanassoulis (2001). Throughout the years a large number of books arad gotictes

have been written on DEA or applying DEA to various sets of problems.

DEA is a nonstatistical and noparametric approach that makes no assumptions
regarding the distribution of inefficiencies or the functional form of the production (or
distance) function (Fare et al., 1994). The only imposed restrictions that can be traced
in DEA are technical restrictions, such as monotonicity, homogeneity, and convexity.
The lack of assumptions in DEA regarding statistical distributions, however, metans tha
there are no estimates or significance tests of the parameters of the function, which
might be assumed to be a potentially serious limitation if results are sensitive to the
specification of inputs and outputs.

In the DEA context, any deviations from tpeoduction function are deterministic,
stemming solely from inefficiency. This can be a serious deficiency in a context in
which stochastic errors, measurement errors, and random shocks are common. In
addition, it cannot provide parameter estimates frohickv information on, for
example, elasticities can be derived. Finally, an additional point of concern is that
estimates of efficiency can be distorted by outliers or by the choice of inputs and outputs
(Johnes, 2012 onsidering the wide diversity in Eligh HE, the existence of outliers

in the DEA model may distort the efficiency estimates.

Using the statistical approach, the efficient frontier models using programming are
classified according to three main criteria: specification (or not) of the fortheof
frontier; presence of noise in the estimation procedure; and the type of data analysed
(crosssection or panel data). Another parameter to deal with are the types of variable
available (quantities only, or quantities and prices). Since in cases @ whiy
guantities are available, only TE can be estimated, while with quantities and prices, EE
can be estimated and decomposed into its technical and allocative components. DEA
was developed in a public sector,hat-profit environment, in which pricee suspect

at best and missing at worst; ergo, the vast majority of DEA studies use quantity data
only (Fried et al., 2006).

The efficiency of each unit is measured as the ratio of weighted output to weighted
input, where the weights used are calculdtgdhe technique itself, and not defined
priori. These weights are such to reflect the unit at its most efficient level relative to all
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other units in the dataset. In a mudtitput, multiinput spac@? DEA provides estimates

of the distance function (8phard, 19703 which is a generalisation of the single
output production function. The distance function approach has two chiefly
advantageous elements, in the sense that there is no need to set any behavioural
assumptions about the firms, such as cosimisation or profit maximisation, which

might be especially regarded as irrelevant in the HE context; secanddyiori
information on the input and output prices is not available in the HE context (Johnes,
2006).

In its simplest form, DEA assumes CR$idnes et al. (1978) proposed a model that
had an input orientation and assumed CRS. Subsequent papers have considered
alternative sets of assumptions in which variable returns of scale (VRS) models have
been presented (Fare et al., 1983; Banker et &4)1Proceeding to an overview of the
CCR model, Charnes et al. (1978) assuniedinputs and 0 outputs for each of O

firms. Under CRS scale conditions, the D#érived inputandoutputoriened
measures of efficiency of a DMU are identical. An intuitive way to introduce efficiency
of DMU Gin a DEA framework is via the ratifmrm. Consequently, for each firm, a
measure of the ratio of the weighted sum of all outputs over the weighted sum of all
inputs is derived as:

B 01

o_°nN
B Lw

Where 6 isab p vector of output weigis applied to outputand 0 isa0 p
vector of input weights applied to inp@lr] is the amount of outputused by DMU
Qo is the amount of inpufused by DMUQ This measure of efficiency is relative
to all other DMUs m the dataset.

The optimal weights when DM@maximises its efficiency score can be derived from
solving the mathematical programming problem subject to certain constrains.
Therefore, for each of th€DMUs in the datasethe following linear programmg
problem must be solved:

.B 0n

U

Subject to:

B

i o—— pX E AQApr "0 the weights are universal (universality

constraint) i.e. the weights used by DMhen applied to each DMU in the
dataset cannot produce an efficiency score exceeding unity.

i. OATW m i pMBONQ pB 1 weights on the outputs and weights on
the input are strictly positive.

52 This is the case of the Hifoduction possibility set
53 An analytical review of the distance function framework is offénegppendix Shapter 3
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i OUw p. Due to the infinite numberfaosolutions, the multiplier form is
broadly used.

DEA models have been developed that measure efficiency in different ways. These fall
largely into the categoriesf being either inpubr-outputoriented modeldn practice,

when we make computations, ttheéal equations are used. The dual version of the linear
programming problem is always more tractable and, since economic data are most
frequently in price and monetary terms, cost functions are generally more accessible
than corresponding empirical invagdtions of production functions (Shephard, 1953).
The advantage of the dual over the number of the imposed constraints is straightforward
since onlyd U constraints are used instead ‘@f p. For the mathematical
representation of the moddl®th inputoutputoriented specifications under CRS and
VRS are availablein appendix &hapter 3

When all decisiomaking units are operating at an optimal scale, CRS is the
appropriate assumption. The efficiency models performing under CRS, in other words,
calculae efficiency where feasible for all institutions so as to double their output if all
inputs are doubled. This is a rather rigorous assumption; particularly where institutions
can vary notably in size, it may be more instructive to relax this conditiokeBat al.
(1984) introduced one flexible alternative concerning estimating efficiency under the
assumption of VRS due to various restrictions in the market, such as imperfect
competition government regulations, constraints on finance, and degiakingunits
operating on a neoptimal scale. Therefore, from an early stage, research turned to
adjusting the CRS DEA model to account for VRS situations. Pioneering work in this
specification is attributed to Afriat (1972), Fare et al. (1983), and Banker(2084).

The concept underlying VRS is that any existing scale effects cannot be confounded
with TE when DMUs are not operating optimally. Therefore, the VRS specification
allows for TE devoid of scale effects (Coelli et al., 2005).

The imposition of aonvexity restrictiorB  _  p ensures that an inefficient DMU

is O6benchmarkedd against DMU with simila
combination of DMUs. This is contrary to the CRS case, in which a DMU may be

Obenchmar ked® agai n dytlargériorrsmedler tham &, withaghe e s u b s
wei ghtds sum being even | ess or greater t

Economic theory suggests that, in the long run, competitive firms will continue to adjust
their scale size to the point that they operate at CRS. This means thstitation is
operating at CRS if a proportion increase of all inputs results in the same proportion
expansion to the output. Therefore, deviations from CRS cause scale inefficiency in
institutions that do not operate at CRS; subsequently, differentsfainscale
inefficiency arise. Therefore, if, on the one hand, output increases by less than the
proportional change in inputs, there is DRS. On the other hand, if output increases by
more than the proportional change in inputs, there is IRS. The enveibprodel under

VRS can be derived from that under CRS simply by adding a constraint to ensure that
the sum of lambdas in the technical input (output) efficiency model adds up to 1; this is
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known as the convexity constrairfior an analytical presentatiori the VRS DEA
model see appendixchapter 3

While choice of orientation does not affect efficiencies under CRS (the two measures
provide the same value under CRS), it does under the assumption of VRS (unequal
when VRS is assumed) (Coelli, et,d999. Given that linear programming does not
suffer from statistical problems, such as simultanesmpusations bias, misspecification

of the model, etc., the choice of an appropriate orientation is not as crucial as it is in the
case of econometric estimatiQuoelli et al. (1999)It has been shown only to have a
minor influence upon the scores obtained Coelli and Perelman (88ugh there

are studies (Glass et al., 2006; Flegg and Allen, 2007) that experimented with both
methodological orientations previous analysis, Mc Millan and Datta (1998) claim
that selection of orientation did not affect the results significalmtlgractice, whether

the input or outputoriented measure is more appropriate correlates with whether input
conservation is more imp@ant than output augmentation.

In some cases, DMUs may be given a fixed quantity of resourcessked to produce

as much output as possible. In this case, an output orientation would be more
appropriate; hence, many studfdsave conformed to an outpatientation framework
(Beasley, 1990; Glass et al., 1997, 2007; Tomkind Green, 1998; Dyson, 2000;
Sarrico andDyson, 2004; Flegg et al., 2004, 2007; Johnes, 2006, 2008, 2012,

Flegg andAllen, 2009; Bradley et al., 2010). Essentially, one showdk®cs the
orientation according to which quantities (inputs or outputs) the managers have most
control over Coelli et al., 2005)

In a number of studies in the literatuBofyle andGreen, 1994, Beasley, 1995; Johnes,
1995, 1999; Turner, 200%Emrouzneqd and Thanassoulis,2005), inpwtorierted
models tend to be selected since many DMUs have particular orders to fill, and, hence,
the input quantities appear to be the primary decision variables. However, in some other
sectors, the bundle of inputs canbetadjusted or controlled, so the objective here is
the maximum expansion of the output given a set of inputs.

Although this argument of inpwdriented approaches may not be as strong in all
industries, in HE,he output orientation is deemed more appeter since the quantity
of the inputs, such as number of undergraduate and postgraduate entrants, expenditures
in academic and central services, as well as the number of employees, can be considered
fixed, at least in the short run, and can be readjustéte long runThe institutional
outcomes are the joint product of entering student characteristics, resource inputs, and
institutional processes. Consequently, institutional performance is the product of the
joint inputs, stemming from individuals, intsttions, and local governments and, more
importantly, many of these inputs are beyond the control ahtgution Bailey and

Xu, 2011).

DEA has been developed with the hope of addressing and remedying some of its
shortcomings. Thus, tests of signd#ditce have been suggested, and bootstrapping

54 The literature here covers studies for UK.HE
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methods have been used to assess the validity of the efficiency estimates. A summary
of the possible extensions of DEA in the context of the HE sector is attempted by Johnes
(2006). In this study, by using dat@m English universities, th@m is to present the
assessment derived from three alternative methods for:

1 Assessing the relevance of input(s) and/or output(s) included infa(PEstor
et al., 2002). This test provides further insight into whether clsamge¢he
val ues of the efficiency scores are
coefficient can be wused in addition
complementary information.

1 Testing for significant differences in the efficiency distribongoof different
subgroups of DMUs (Charnes et al., 1981).

1 Deriving confidence intervals for the efficiency scores of individual DMUs, by
applying bootstrapping procedures (SiraadWilson, 1998, 1999).

In line with previous findings, the efficiency legebf HE in England maintain a
prominent position. No significant differences between HEI types in terms of efficiency,
with which inputs are transformed into outputs, have been derived from the study.
However, bootstrapping applications enhance the pdigpeaxf important differences

in efficiency between the worsaind besperforming English HEISs.

3.6 Limitations on Traditional Non-parametric
Envelopment EstimatorsAdvanced Methods

At the forefront of the noarametric deterministic frontier models ane DEA and

FDH approachedHowever as discussed in short earlier there are a number of challenges
and limitations when those models are in practical despitethar promising
theoreticalpropertiesFDH and DEA estimators ardentified assensitive tofisuper

ef f i coudiarst @r extreme observations These extreme values may
disproportionately (depending on the location of the outlier(sgnd perhaps
misleadingly, influence the evaluation of the performance of other D8tz the
efficiency estimateare distortedor one or more DMUSs to an arbitrarily large degree.
Thus this sensitivity is determinable due to the fact that the efficient frontier is
determined by sample obseteas which are extreme poir(Simar and Wson, 2011)

When determinigc technologies are appliegbbustness at the presence of outliers can
be improved by not enveloping the most extreme observatamsr, (1996) points out

the need for identifying and eliminating outliers when deterministic models are under
use. So thérst, and most conceivahlapproach to tackle outliers is to identify them in
the data, and then perhaps delete them if they result from corrupted data. To,tais end
number of techniques exist in the literature to detect outliers in frontier s¢Wiigen,

1993, 1995; Simar, 2003; Porembski et al., 2005). Althougbases wheautliersare

not identifiable the use of stochastic frontier models is recommenéisivever,
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Wheelock and Wilson (2008), Wilson (2011), Simar and Vanhems (2012), and Simar
et al. (2012) have developed robust alternatives to the traditional FDH and DEA
estimatorsThoserobustnewestimators are able to overcome this drawback.

Hence this limitation can be addressed by usitwo classes of partial frontiers,

order & and order| partial (quantile)frontier estimator® and the corresponding
efficiency estimators® (Aragon et al., 2005; Cazatt al, 2002; Daouia and Simar

2007) Order & frontiers, whered can be viewed as a trimming parameter, and

order | quantle frontiers, analogous to traditional quantile functionsdugpted to

the frontier problem are considerwhitt to us
the traditi offrenfierenvdlesaall thé datgsimarfand Wilson, 2011)

So the advantage of not enveloping all the data in finite samples makes the new
estimators much more robust with resp® outliers and extreme pasntather than the

classical FDH or DEA estimators.

In an order & frontier according to Cazals et al. (2002) a udi} is benchmarked
against the average maximal output reachedibgeers randomly drawfrom the
population of units using less input thanSo asymptotically a& © Hothe order &
frontier conveges to the full frontierln the same sense, in an orderquantile a unit
offy is benchmarked against the output level not exceedpdibyr & P of firms
in the population of units using less input th@nSo aso© p, order | frontier
converges tohe full frontier(Aragon, et al., 2005; Daouia and Simar, 2007).

Another angle which is mitigated wittonditional order & and order| frontiersis

the curse of dimensionality, which causes convergence rates to be slower than the
root ¢ rate typicaly obtained with parametric estimators. So efficiency estimators
while fully nonparametric, achieve roat rates of convergence and have Gaussian
limiting distributions (Simar and Wilson, 2011)Also, many statistical limitations
inherent in estimating &ll frontier are overcome with partial frontiers since they
construct auseful benchmark againsbmparable only DMUsnd concurrently are
consistent estimators of the full fronfierCazals et al. (2002), Aragon et al. (2002) and
Daouia and Simar (200proposed all those robust alternatives of the traditional DEA
and FDH models so as to handle extreme values and/or outliers since they do not
envelop all the data. However, they still latle abilityto capture efficiently noise
presence since they stiélly heavily on the deterministic assumption.

A second inexpedienayp DEA and FDHmodelsis the absence of statistical noise due
to their ceterministic natureAs pointedoutin Simar and Wilson (20Q7introducing

% The analytical preseation of the estimators is beyond the scope of this thesis. However the analytical framework and the
theoretical considerations of the estimators are well described in the literature in:

Order & frontiers: Cazals et al. (2002), Simar (2003), Daouia, et al. (2009).

Order | frontiers: Aragon, et al. (2005), Daouia and Simar (2005, 2007), Daouia et al. (2009, 2010).

Both estimators: Simar and Wilson (2011).

56 Nonparametric estimators of thesetjza frontiers tend to be very easy and fast to compute (Simar and Wilson, 2011).

For the analytical properties of these estimators see Daouia and Gijbels (2011) and Daouia-@aadd?uf2006).

Those ®opanrtdidalf r ont i e lowtheonder oftthe &dntied( ers )ttd gnow at arr appaopriate rate along

with the sample size see: Daouia et al. (2010) and Daouia et al. (2012).
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noise in DEA/FDH framework is still a ellenge and an open issue of reseditthe
literature chanceconstrained programming to the DEA problebar{d et al.,1993;
Olesen and Petersen, 1995) dudzy programming approaeb to DEA and FDH
efficiency measurement (Sengupta, 19aver and Taintis,1992; Girod and Triantis,
1999; Triantis and Girod, 1998; Kao and Liu, 19B8antis and Vanden Eeckaut, 2000)
have been proposed so as to make DEA stochastic.

However all these alternatives suffer from various side incapacities such as
requiremats for vastly large amount of data, strong distributional assumptions when
constrains argiolated,information on expectedalues ofall variables for all DMUs,
variancecovariance matrices for eaghriable across all DMUand inaccuracy in the

data dueto mismatch between the measurement system and the nature of the data
needed in production studies (Daraio and Simar, 2@/)vithout some restrictions on

the classical DEA and FDH models, a stochastic nonparametric model cannot identified.
Hall and Sinar, (2002) andsimar (2003 2007°® explored and developed stochastic
versions of DEA/FDH estimators when the noise is of moderate@iey describe a

DGP that in a full multivariate setup build a new nonparametric stochastic frontier
estimator.

With a mae general setup, with no restrictions on the size of the Kaistkbhakar, et

al. (2007) proposed a different setup using local MLE for estimating the production
frontier without a parametriassumption, bustill using semparametric assumptions
about tle stochastic and the inefficiency ter8s.the method is based on the local ML
principles which are nonparametric in the sense that the parameters of a given local
polynomial modellinear or quadraticgare localized with respect to the covariates of
themodef® Their estimator (ordera local polynomial estimator) is obtained through

a onestep maximization procedurBoth 6 andv are independelyt conditionally on

(¥%8 An extension of the local ML estimation theory to the truncated case is available
by Park et al. (2008) who provide asymptotic results for the derivatives of the regression
function,and treat the curse of dimensionality problem by using an unknown constant
as ashape parameter of the error distributianich achieves root¢ consisteng®?.

Simar and Zelenyuk, (2011) impravéhe Kumbhakar et al. (2007) model by making

the resulting frontier smoother, monotonic and concave when neBaeduthors so

far have utilized crossectional data, saithe case of a panel of data, much more
information is available and the identification problem can be handteé easily

Kneip and Simar, (1996) and Henderson and Simar, (2005) have widelyarsddiata

in this particulamonparametricsetup. However,in practice, a large number of time
periods is needed for getting sensible results. New directions in this area have been
proposed bysimar et al. (2017) who attempted a much easier, faster and more robust

%8 He expanded the stochastic Aearametric framework in a multivariate setup that is edststant to outliers and extreme values.
5% Gozalo and Linton (2000) point out that localizing can be viewed as a way gfarametrically encompassing a parametric
66anchoragedd model

% Follow Kumbhakar et al. (2007) for the analytical presentation of the estimator on simulated data sets syrdptogica
properties

51 For further developments and most flexible s@aniametric models sekneip et al. (2012).
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estimationwith less assumptiorthan the local MLE approach proposed earlier. The

novelty of this approach which can beewed as a noror semiparametric version of

the 66modi fied OLS66 (MOLS) method is tha
estimators of the frontier that are more robust than the one ataitrethe local MLE

approah, since in this simpler version only local moment restriction® @mdv are

used and not their full local distributian

A retrospective limitation of noparametric models is theadk of economic
interpretationin terms of the shape of the pration processreturns to scale,
elasticities etc. Some alternatives to cover tiegligence have been proposed in the
literature either with the use of slacks proposed by Feral.(1994 or by using full
theory for parametric approximations of Rparanetric frontiersthe so calledsemt
parametricapproacheqFan, et al. 1996; Huang and Fu, 1999%uosmanen and
Kortelainen, 2012) which tend to lie in between as a useful compromise. Those
approaches tend to retain the essential framework of the stodnastier, but relax

the assumption of a specific distribution toor 6 or both.

Nonparametric estimation of the stochastic production frontier was introduced by
Banker and Mimdiratta (19927 and Fanet al. (1996). While Fan et al. (1996) is
commonlythoughtof as pioneeto lessen parametric assumptions in the SF model
Banker and Maindiratta (1992) have a similar approach to Ba#ched with both

noise and inefficiencin aML frameworkwhile Fan et al. (1996) udestandard kernel
methods coupled WitMLE. So in its simpler version in a seqp@rametric framework

the production function may be left unspecified, but a parametric density for the
inefficiency term and an independent Gaussian process for the noise are still specified.

#he work of BankeandMaindiratta (1992and Fan et al1996) has been extended in
various dimensionso a number of estimators have been proposed in the literature that
build upon their work.So later studies that explored a variety of distributional
asumptions in panel data routines #inese ofPark and Sima(1994), Park et al.
(1998), andPak, Sickles and Simar, (2003007), Adams et a(1999), Sickles et al.
(2002), Sickles (2005).Recently, as an alternative, MartiRgho and Yao (215
propsed an estimator which jointly estimates the distributional parameters and the
unknown frontier. This is an approach that relies on local likelihood estimation.
Parmeter and Racine (Z8)lpropose imposing monotonicity and convexity constraints
within theconfines of the Fan et al. (1996) estimator audhstitute any distributional
assumptions witla variant which simply deploys eehCOLS or MOLS.

Despite thepromising virtues of thesemiparametric approachit still remains
restictive in the sense #t both the homoscedasticityassumption(for both the
inefficiency and noise processes) and the parametric ddositiye inefficiency term
seens problematicand open to criticism since the analysis is prong@aametric
misspecification, and atisticalinconsistency Greene (200&lbeit the great strides

The critiques on Banker and Maindirattads (19B8y2Hattimasdel was,
well as tle norsmoothness of the resultant estimator (e.g. returns to scale calculation) (Parmeter and Kumbhakar, 2014).
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that have been made in nonparametric and ggmametric approaches to efficiency
estimation in recent years, a number of core issues remain open to debate and stimulate
the focus of current, ongoingsearch.

All these yearsbridging the gap between axiomatic DEA and stochastic SFA was one
of the mostchallenging processem the efficiency analysidield. The original
framework of the DEA and SFA applications has been expanded and conflated over the
past decades in a unified framork. The full integration of DEA and SFA into a unified
framework of productivity analysis comes under the name Stochastic Nonparametric
Envelopment of Data (StoNEDpethod&®. Those are state of the art presentations of
the frontier analysighat combine the existing tools of efficiency analysis in a unified
framework across the DEABFA spectrum, facilitating a new era for further
methodological development.

Recent works on convex nonparametric least squares (CGihi$d DEAnN a standard
regression settingpy Kuosmanen (2008), Kuosmanen and Johnson (2010), and
Kuosmanen and Kortelainen (2012his is a norsmooth approacihich has ties back

to Banker andMaindiratta (1992), and has been developetth¢omost promising new
tools for axiomatic noparametric frontier estimation and efficiency analysis, when
stochastic noise is pres&ntKuosmanen andortelainen (2012who built upon the
former work of Baker and Maindiratta (1992)@apply a similar piecewise linear
frameworkbased omonotonicity and concavitgssumptiondutreliedon minimizing

a sum of squared errors criterion instead okim&ing a likelihood function.The
distributional parameters are either recovered using MOLS or with a similar approach
as in Fan et a(1996).

The development of StoNEmDodels enables researchers to model noise presence while
axioms of production theory are imposed. So beyond the technical innovation in the
efficiency analysis fiel®6toNED offers deeper insights into the economic fittmiand
foundations of DEA and SFA. Therefore according to Kuosmanen, et al. (2015)
StoNEDrendersa more general and flexible platform for efficiency analysis and related
themes such as frontier estimation and production anaystmursethose modelare

open tdbetter improvements to incorporate several dimensions to the more general case
of input and output multiplicity and heteroscedasticity inclusion.

Another issue commonly discussed in efficiency analysis ihéterogeneity issue
which ties quie well how environmental/external factocsan explain(in) efficiency.
Therefore efficiency differences may be related to differences in ownership type or
structure, regulatory constraints, mess environment, competition and soaomong

the DMUs underanalysis(Simar and Wilson, 2013)For many yeatsresearchers
developed asveral approachew incorporateenvironmental varidbs affecting the
production process.Conditions described by may have a twofold effect on the

53 For a more detailed discussion about the theoretical properties and extensions of CNLS and StoNED models, we refer the reader
to Kuosmanen eal. (2015 . Al so see Joh26l5) for detaildd examples of @omputatiofal codes and further
developments on the mathematical modeling environment.

5 No need fora priori distributional assumptions on the error term to estimate the production frontie
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production process or might be completely independendfuf hsince the effect of

is unknown and must be estimated appropriately. Howavenost of the cases may

affect the shape of the boundary of the attamalet sincevinclude factors sufficient

to alter the range of attainable values for the inputs and outputs or may affect the

di stribution of inefyci enc,thesaseiohafactthg t he
both cannot bea priori excluded (Simar and Wilson, 2015) Those factors are
considered as not bei ng ubotamethelesk, theyanaynt r o |
i npuence t he phenceframcatpubla policy pespeaivesoskefficient

regulatory framework is of critical impbra n c e i f perf@nvabice deed
improvements.

In practice it is often not possible to include several environmental factors and for those
included a concrete decision is needed on whether only either continuous or categorical
exogenous variables will besed. When discrete categorical variables are considered,
DMUs can be divided into different groups and then test differences in average
efficiency, across or within groups. Among the testable parameters here is whether the
various groups adopt the samehtealogy, or whether the distributions of efficiencies

are the same across groups if they do share the same technology (Simar and Wilson,
2013). When continuous environmental variables are considered, eithestaiyeo
approaches have been widely used inliteeature or conditional efficiency measures

as a novel method based on estimating partial frontiers.

Two are the main methodological toofer tracking the effects of continuous
environmental variables on efficierféyAccording to the first, &wo-stageapproachn

which estimated efficiencies are regressed on environmental variables has been widely
used in the literature. Thosed-stage methodéSimar and Wilson, 20022011, use
traditional nonparametric or robust nonparametestimation technique® (DEA or

FDH) for defining the efficient frontier (frontier of besfpractice against which
efficiency of a DMU can be measuredhen in a later stefhe analysisntroduces
potentialexogenous variables)t hat are beyond the produce
the production process. Thayehandledneitherasinputs, norasoutputs by fitting a
standard regression model, mainly an appropriate parametric %h(meisored tobit
regressiontruncated rgression, logistic, etcgn the obtained nonparametric frontier.

% There is an additional approach: @stage approach introduced by Banker and Morey (1986), Fare et al. (1989) and later
discussed by Coelli et al., (1998) where the basic statistical model is augmented with environmentadfactoables) as fre
disposal inputs or outputs (ifis a vector of variables, some elementéafight be treated as inputs, while others might be treated
as outputs) that contribute to defining the attainable set of production. The FDH and DEA estimators of thdéfin8des long

as the variablesare embodied. However there are hindered considerations whnrialecision is made about the role, direction

and effect ofbas well as whether assumptions such as free disposability, convexity and RTS imposAdaind¥DH are still

valid since for many environmental variables, it is difficult to find arguments for why these assumptions might be ap@®griat
Simar and Wilson (2013)

5 Other techniques used in this first stage include a {eae®ut estimatoLOO estimator) of efficiency originally suggested

by Andersen and Petersen (1993).

57 various transformations on the bounded estimates of the first stage efficiency using log, logistioomlalgtransformations

are possible, and in some cases addirgubtracting an arbitrary constant to avoid division by zero or taking the log of zero (Simar
and Wilson, 2013).
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These twestage techniques have been generalized also wstag® seraparametric
approaches in which a part of the model is parametric and the rest is nonparaimetric. T
first stage is smewhat preparatory for the second and it is used to filter the data by
eliminating inefficient DMUs, and then a desired parametric model is estif&itedr,
1992; Florens andSimar, 2005; Daouia et gl2008) Specifically, Florens and Simar
(2005)utilized the desired properties of FDH and ordeestimators in the first stage
while Daouia et al. (2008)sed ordef estimators to filter the datdhenin asecond
stageanalysis, a parametric model fgted by least squares usirthe projected,
Aef ht oi PIMtbat sense, they implicitly extract more information for the shape
of the frontier by utilizingan artificial sample ofQefficient DMUs than the original
sample ofd DMUs whereinefficient DMUSs are present as well (Simar and Wilson,
2013).

However,inference is dubious or invalid most of the twestagegeneralizationsince

they lack ofa proper definition of the DGP that would make a seestagje regression
sensible (Simar and Wilson, 200The main limitationf the twostage approdes

have been welummarized byFried et al.(2008). The most restricted among the
prerequisite assumptions is theparability condition between the production space for
inputs and outputs, PPS, and the space of the environmental variables. In otlser word
the operational environment should not influence the attainablé oygput set hence,

the variablesolie in a space apart from PPS without affecting the shape or boundary of
PPS. However in most of the appliednwdhe & variables do not only infence on
efficiency, but als@n the PPSTherefore, there is often mmcompoundedeparability
between inputs, outputs and environmental variallks®, another common drawback
shared both in oner-two-stage approaches is tagriori decision of the rgearcher on
whether to model the environmental varigb)es an input or as an outpukurther
limitations constrairthe effectof the environmentalariablgs) to be monotone in the
production process

Last but not least, it is notable that in all tatage applications the estimated efficiency

of the first stage_ is a biased estimafrof the_ , hence the ML estimatioref the
parameters ithe second stageay also be biased and perhaps inefficient in a statistical
senseAccording to Snar and Wilson (200Pby developing a bootstrap approach, by
constructing biagorrected estimatest yields valid inference in the second stage
regression when such regressions are appropriate and the problem might be mitigated.

An approach discharged anya priori assumption on the effect afon efficiency as
in existing onestage approaches and absenca sdpeability condition as imposed in
most of the twestage approaches (Fried et al.,, 2008) is of principal importance.

58 Other known pathogenesis of tstage analysis involves serial correlation amongestimates oéfficiencyin a complicated
andunknown way. Another problem is the correlation ofdhsith the error ternQ, sincew andr are correlated witk .

% Simar and Wilson (2007) point out that a second, parametric bootstrap is appropriate to obtain valid ednfieteatestimates

for the parameters in the secestdge regression. They held Moi@arlo experiments and suggest that the double bootstrap
performs very well, both in terms of coverage for estimated confidence intervals as well as root mean equaodawr Simar

and Wilson (2007) for the entire procedure.
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Therefore,Daraio and Simar (2005) overlaid those limitations kieedingthe ideas

of Cazalset al. (2002) of the probabilistic formulationof the production process
suggestin@ nonparametric approach, thecadled conditional efficiendy model. This

is an intuitive way to introduce environmental factors into thelgecton process and
account for heterogeneity in performance assessments by defining a conditional
efficiency measureThe consistency and the asymptotic properties of different
conditional efficiency estimators have been agplored(Cazals et al., 20Q0Daraio

and Simar2005, 2006, 2007; 2007deong et al.2010; Badinet al.,2010; 2012,
allowing nonparametric estimation of efficiency conditional on some explanatory,
contextual, environmental variables that are neither inputs nor outputs indioetpyo
process.

Daraio and Simar (2005) developed the method with robust-aradficiency scores

in simulated data, confirming the validity of the method on detecting the true effect of
@on the production proceds a later stageDaouia and Simar (2007) adapted robust
order conditional estimators by extending the framewtwkconvex technologies
Also they introduceatonditional DEA efficiency scores along the same lines as the
conditional FDH scoresdeveloped in Simar and Wilson (2018)ote here that any
potential shift of the frontier due to the Z effect or any shiftghie inefficiency
distributions ardikely to be traced througtme comparison between the conditional and
unconditional measures Badin et al. (2012, 2014).

The asymptotic properties of these fgarametric conditional efficiency estimators are
derived by éong et al. (2010yhile a full bootstrap test detecting the significance of
environmental factors on the conditional efficiency scores is available by Daraio and
Simar (2014).Also, conditional measures have been extendedirtconditional
hyperbolic order | distancestowards the frontier as discussbg Wheelockand
Wilson (2008) and t@rder & radial partial frontiersalong with their estimatoras
exploredby Wilson (2011), Simar and Vanhems (20 2Simar,et al.(2012) Those

are conditional directimal distance functions, conditional to environmental factors.

Badin et al. (2010)eliminate most of the influence @6 on the estimated efficiency

_ M a by using a flexiblelocationscale nonparametric modahnd optimal
bandwidth selection bgtatadriven methodsConcurrently, the procesdlows to rank
DMUs facing different operating conditiandwo very flexible locationscale
nonparametric models have also been used @neh$ et al. (20)4s0 as to eliminate
dependencefdyon inputsi and outputs) and obtain pure inputs and outpuFgis is
a novel method to obtain conditional efficiency scdrmaiswithoutexplicitly estimatea
nonstandard conditional distributionThe merits of the method have been well
developed using US banking datdich shared great diversity in terms of size and
services offered in the production procédse conditional efficiency approachfully
nonparametri@andflexible enoughto detect various possibilities, so it is increasingly
used for several differemesearch questions. In the education sector the method has

0 A full presentation of both conditional and unconditional estimators is available by Simar and Wilson (2013, 2015).
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been utilised by Cherchye et al0®), De Witte and Rogge (2011) abd Witte and
Kortelainen (2013).

Latest developments permit inference about mean efficiency using asymptotic normal
approximaions Kneip et al. (2015). Since conventional central limit theorem (CLT)
results do not hold for sample means of unconditional DEA and FDH estimates they
developed nevCLTs for means of nonparametric efficiency estimat@g.extending

those resultKneip et al. (2016)enable for methods testing differences in mean
efficiency across groups of producers, as well as further model fehkeresturns to

scale (n the absence of environmental variabl@sgonvexity of the production set.

What still remans ambiguous in most of the applied efficiency estimation settings is
the separability condition strength. As discussed eaiies important to disentangle
precisely how the environmental variables might affect the production process.
Conceivably practitioners have to hypothesize whetarvironmental variables might
affect only the distribution of efficiency amomMUs, the entire PPS of DMUs, or
might affect both the distribution of efficiency as well as produqgbiossibilities.

In practice we ned to test whethehé separability condition described by Simar and
Wilson (2007)olds The condition implieshat environmental variables only affect the
distribution of efficiency and do noaffect production possibilities, so as the
unconditionalDEA and FDH estimatoreemain meaningful in terms @fiterpretation
Daraio et al. (2018) develop a test of the restrictive separability condition as described
by Simar and Wilson (2007) that enables to test separability empiricEtlg.
consistencyof the tes andits local power has beetested through Monte Carlo
experiments, whiclkeonfirm the validity of the performance of the test, for a variety of
sample sizes and dimensionalities.

The presentation of the analytical methodological sketch of those comditod

unconditional efficiency measures is beyond the scope of this thesisfore for an
insightful andwell exploredreview of the technical parts the@erestedeader is referred
to Simar and Wilson (2012015).

3.7 Statistical Parametric Representdion of the
Production Possibility Set

3.7.1 Deterministic Frontier

Moving from transformation functions to frontiers, data points could be enveloped
using an arbitrarily chosen function (Coelli et al., 2005). Early economists assumed that
all producers were B€ient (i.e. production happened on the frontier), and perfect
competitiorf! implies a market free of inefficiency. If this is the case, then estimation
processes would be facilitated by using simple regression analysis since the residual
would only captue random error (noise). However, the transformation process can and

If theproducer was inefficient then it would be impossible to recoveoits andit would be forced out of the market.
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does diverge from the ideal hypothesis of perfect compeftitaml so not all producers

are able to achieve potential (ideal) output. Potentially, there are many cases in which
perfect corpetition is not a manageable hypothesis, so any divergences should be
measured. Therefore, if we want to portray accurately the real world, there is a need to
account for inefficiencies. By using a deterministic frontier, all deviations from the
frontier ae attributed to technical inefficiency since there is no account of measurement
errors and other sources of statistical noise.

Under the statistical approach, the production function can be represented by:

n Qo E ® Q p
Whererj is the output of producé@and® is the amount of th&h input Q ph8 G
used by producéf The exponentiab mandd represents thimefficiency factor
of producerQ(Lovell, 1993), and a specific distributimassumed foo (FRr sund et

al., 1980). If we take a lelinear version CD technology) of the equation, this can be
written as:

I a8Qw E o 6 f T o

6  mand epresents the efficiency of produ@iTE of firm QYO is the ratio of the
actual (observed) output of produc@to the maximum possible output (ideal) that it
could achieve, as represented by the production frontier. Thus, technical effitisnc
then measured by the equation:

o n
Y =
© "Qw E
o n .
Y = Q
© "Qw E o
[ a Vw E o aeYO o &w E o 0]

2 Many situations may potentialjyreventthe competition from being perfect:
i. Imperfect markets (monopolies, oligopolies, market pparemarkets with excessive entry barriers)

ii. Information asymmetries (prigeformationis not always available prior to production)

iii. Agency issues and misaligned incentive between owners and executives
" Here we use a production frontier framework. If cost is the centre of attgiioninstead of TE, cost efficiency is calated.
This type of efficiency applied to cost functions is a similar notion to technical efficiency. Cost efficiency is thepatental
costs to observed costs,.i.e
o 1)

6
Wherem 6O p.Soaé a®nm a8 0 ac&mAP 0.
Note thato reflects cost inefficiency s a6 0 p 606 m8Larger values denote lower cost efficiency.
Cost inefficiency is the percentage by which thserved costs need to decrease in order for the DMU to attajpel¥htcost
efficiency (produce observed output at minimum cost).
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Note thatd represents technical inefficiency, 8o a &0 p "YOand cannot

be negative with larger values to denote lower technical efficiency. Technical
inefficiency is the percentage by which the observed output needs to grow (increase) in
order forthe DMU to become 100 percent technically efficieltO 'Q

A@b6 x EA®A m Noteaswellthat YO p.

A patrticular functional form is assumed for the production function in Equation (1). A
variety of econometritechniques can be used in the estimation process of inefficiency
(O , including corrected ordinary least squares (COLS), modified ordinary least
squares (MOLS), and maximum likelihood estimation (MLE) (Lovell, 1993). However,
some caveats should be esatered when applying parametric techniques, regarding
possible misspecification of the models used, despite the testable estimates of the
parameters of the frontier. Also, these types of method cannot handle a situation with
multiple inputs and multiplewputs, which is the case in the HE context. In addition,
OLS estimates introduce a deficiency regarding the displacement of the constant term
(intercept); therefore, if we want to continue with regression models, we have no
al ternat i v e gression model (Grdemex2608)t Thve appraaches have been
suggested in the literature to bridge this gap in the OLS. Both COLS and MOLS are
based on the result that the OLS estimator of the slope parameters is consistent and
unbiased, so the OLS residuals pointwise consistent estimators of linear translations

of the original ¢ i.

The first attempt to estimate a Ceblouglas(CD) production frontier utilising cross
section data on firms was made by Aigner and Chu (19@3)ter, Afriat (1972)
assumd thato i were gamma distributed random variables and applied MLE for
estimation purposes. Hence, the main issue here is how to esiimdg using a
simple OLS setting to estimate the parameters, the regression line is shifted up
(productian) until all residuals are negpositive (ensuring that are nornegative) and

at least one is zero, on which we hang the function, so that it envelops all observations
and is possible since the slope parameters of OLS are consistent when thé iresidua
nortnormal. This approach is referred to here as COLS.

I 5 &
The COLS residuals at@; Q & ¢ a8, and technical inefficiend§o for the
OMU is given by maxQ Q. The logic of the estimator was first suggested by
Winsten (1957), and much later the consistency of the COLS estimator was proved by
Gabrielsen (1975) and Greene (1980a). A lengthy application with an extension to panel
datd’ appears in Simar (1992). A coepbf methodological problems have been

identified; however, the method used to be a popular approach in the analysis of panel
data (se€ornwell et al. (1990) and Evans et al. (2000a, 200tt8hould be stressed

" They used lineaand quadratic programmingdthe actual task was to minireithe sumob o g @71 i®do 1
S n a cost framework is shifted down.

76 Cost inefficiency for DMUQG6 is given by'Q & "0@.

" For crosssection and panel datseeSchmidt (1976) and Greene (1980)
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that no distribution is specified for thesidual term, and the entire deviation from the
frontier for a particular DMU is attributed to inefficiency (Johnes, 2004).

An alternative to COLS was introduced by Richmond (1974), namely, modified OLS
(MOLS) (Lovell, 1993), and instead of shifting thegression line by the maximum or

mi ni mum (cost frontier) residual, it shif
The OLS residualsd, of the transformation function, save for the constant
displacement, are pointwise consistent estimates of inefficiéncyGreene, 2008).

The variance of3 ’® of the residuals, since the displacement is con&tang consistent
estimatorof the variance of inefficiency( . The variance o is known and is given

by the model 6s resi dual sum of squares.
derive an estimate @ 6 , if we assume that follows one parameteiistribution®

This is commonly a halfiormal distribution, if we make the assumption that higher
inefficiency is less likely than lower inefficiency, although an exponential distribution
might alternatively be used (Lovell, 1993). The technical ineffigi#haf DMU Q0

is given byO 6 8 'Q where the regression line is shifted®y . MOLS is less

severe than COLS but it requires more restrictive assumptions for the distribution of the
residuals that cannot be testable.

Thus, the paramets of the regression are identified by using OLS and an additional
parameter, namely, the mean of the inefficie@cy is also estimated and identified

through the variance of the residuals. The estimated frontier function can now be
displaced upward by this estimatef O 6 . Apart from the known limitations of
deterministic residuals, MOLS has the disadvantage that the production function is not
necessarily shifted far enough to ensure that all observations lie on or below the frontier,
andso some residuals may dtalyvlie80;tLdvel, 1898)ong s i
The MOLS method is a little less orthodox than the COLS since it is unable to result in

a full set of negative residuals.

MLE production (or cost) frontiers differ significaptfrom those produced by the
classical OLS regression approach since the relationship underlining inputs and outputs
is nortlinear. Therefore, this allows efficient observations (that is, those lying on the
frontier) to differ in terms of technology conmgd to observations lying inside the
frontier (Lovell, 1993). The computation logic underlying ML was established on the
idea that a sample of observations is more likely to have been generated from some
distributions than from others. So, the ML estimafean unknown parameter is
attributed to that value of the parameter that maximises the probability/likelihood of
randomly drawing a particular sample of observations (Coelli et al., 2005). Therefore,

8 The mean ofl is by construction zefso useless

®We assume that the shift from the average production (or cost) to the frontier is constant

80 One parameter distribution in this setting means that the expected value (mean) of the distribution depends only aoehe varia
of the distributbn.

8 Cost inefficiency of DMUQO6 is given byO 6 Q.

82 Exponentially distributed inefficiency® 6 - _

Half-normallydistributed inefficiencyO 6 % o
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utilising panel data in this context gives rise to wias$ been stressed by Cornwell and
Schmidt (1996) : 6repeated observation of
its | evel of efficiency more preciselybo.

The joint probability density function (PDF), known as the likelihood function, for a
vector ofobservation NN MB 8N a

CRgK A TAQDC% N o

This is the likelihood of observing the sample observations as a function of the unknown
parameters andA 8

In log forms, we maximise the Idikelihood function with respedof :

ato 2 A, 2 R oo
¢ G 7 G ®
When a linear regression model is wused with errors distributed

normallyd x "QQQd, |, the ML estimate is equivalent to the OLS estimate.

All thesemethods suffer from the disadvantages of statistical parametric deterministic
models since they do not take into account the stochastic element of the transformation
process. Although COLS and MOLS have their place since they are trivial in
estimations wh solid theoretical foundations even in small datasets, it should be
stressed that they produce an identical ranking of producers to OLS. In addition, the
methods might be unsuitable for applications in which there are multiple outputs as well
as multipleinputs, despite their robustness in providing efficiency estimates under
modest measurement error (Johnes, 2004). An informative comparison of these three
deterministic methods can be found in Lovell (1953).

The frontier functions specified above, anbdéed as deterministic frontier functions,
assume that the econometric model is perfectly specified and the data are free of error.
Thus, any deviation of an observation from the theoretical maximum is attributed solely
to the inefficiency of the DMU. Duw the absence of any stochastic elefffdntthe
discussed methods, there is need for a specification of the frontier in which the
maximum output that a producer can obtain is assumed to be determined both by the
production function and by random evernt$is gives further fringes to recast the
models to what is labelled extensively in the literaturstashastic frontier production
models.

8 See appendix 8hapter Jor the graphicaillustration
84 Random external factors such as luck or unexpected disturbances in a related market
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3.7.2 Stochastic Frontier Analysis

In practice models are always imperfect and normally the data are noisy due ta rando
(exogenous) or endogenous events. Ideally the analysis should include a stochastic
element that can capture the effects of these random factors. Stochastic frontier
estimator® provide parametric estimates of efficiency and have been independently
propo®d byAigner et al.(1977) and MeuserandVan den Broeck (1977%FA is an
econometric technique for efficiency analysis based on regression analysis, that requires
strong parametric assumptions for the functional form in terms of linking output and
inputs and also distributional assumptions for noise and inefficiency, The main
advantage of SFA is that it allows for noise in the data and makes possible stochastic
inferences, while DEA basically assumes that data are-freiseso without parameter
estimaes the method is deprived of providing inferences about elasticities or economies
of scopgThanassoulis et al., 2011).

In this case, the parameters of a model are first specified and then estimated using
sample or simulated daf8alerno, 2003). SFA agses, that the residual is separated

into two components, one which illustrates the result of inefficiency and a second, that
is considered as random. In practice, this involves assuming a specific distribution for
each error component. Thus, the SFA préidacfunction can be written aghigner et

al., 1977):

In log-forms:

[Th
8‘
(>

1N a €Qw Fa&w o

Where O 0 o6 andox (O mh, ;6 m 0 and 0 are statistically
independef. The first component of the residuals is normal and is attributed to
measurement error and random fluctuations, while the second comgorierine

8These models fall into the parametric stochastic model caste and most of these techniques are bagikdpsindigle

8 The noise comonentd hasidentical properties to the noise component of a linear regression model. The same properties are
valid for the inefficiency component except it has a-mero meand 1. Both errors are uncorrelated to the explanatory
variables . Themain properties can be summadsnto:

i [O1)V] T

ii. ov » (homoscedastic)

ii. O0 0 1 Q Quncorrelated)
iv. 0o WEET OMHEO

V. 066 ! "Q Quncorrelated)
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sided typically exponential or hatiormaP’ and is attributed teethnical inefficienctf.

The parameters of the function can be estimated using MBUSr sund et al
Lovell, (1993) or MLE methods since it is a log linear operation and as such cannot be
achieved using OLS. MLE estimators are asymptotically comsisiad efficient
estimators but the TE estimator may be inconsistent in some tasestochastic
frontier framework in the form introduced by Aigner et al. (1977@, maximum log
likelihood function considering a half normal distribufidd DGO 1h, takes the

form:

S oa o % A
| 1 Rs frAR, wfv‘% ba%  11p go_ P Ci 0
With _ — reflecting the asymmetry of the distribution of the error tefire larger

the value of_9%, the more pronounced the asymmetry will be_If 1tthen the
symmetric error component dominates the orside error component in the
determination o . Thus, tle complete error term teterminedsolelyby the random
disturbance thas distributed normallyMastromarcp2008).

According to Greene (1980498M) the distribution of the composed error term is
asymmetric since it incorporates the inefficiency term. He&e e e arguinent
adopts an Mlestmator that takes into consideration this information so more efficient
estimates are produced, at least asymptotically. The Gamma distribution has been
adopted to model the inefficiency error term due to its high flexibility but almost always
the shapesfctatistical noise and inefficien@re barelydistinguishable.

Therefore, a stochastic approacbdguces efficiency measures tlaaé separated from
random shocks or measurement errors; however they are still potentially affected by
misspecification eors. The imposition of a particular distributional form (e.g. -half
normal or exponential) on thaomponent of the residual thatattributed to technical
inefficiency is an assumption thai@as no theoretical basis. Due to the allowance of
stochastic erns and parameter estimation, parametric approaches, give a further insight
into useful information such as, returns to scale and scope, and elasticities.

87 For a half normal distributioa x "Q"@Q * h,

For an exponential distribution the variance®fequals tq, introduced by Meeusesind Van d& Broeck (1977) and Aigner
etal, (1977)
Other distributions used in the literature avere flexible but morédifficult to estimate

i. Truncated normal wherex "Q"@Q ‘h, (Stevenson, 1980)

ii. Gammao x "QQW i (gamma with meap-and degrees of freedom) Greene (1990)

. Exponential with mean , 6 * "Q"CXW frt
88The stobastic element and the inefficiency element are independent from each other. Inefficiency is randomly distributed across
DMUs similar to the deterministic frontier
8 For an exponential or a troated normal distribution sééastromarco (2008).
®For a fomal testof whether_ 1t a Wald statistic test or a likelihood ratio test bo#ised on th¥L estimator can be used.
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The important features of the stochastic frontier model can be split into the deterministic
pat AB Qo E @ , the stochastic elementA @® which is the
symmetric part of the error and the TE compondnt@ DO  that represents the
skewed part of the error term. The most common owdgahted measure of technica
efficiency’? is the ratio of the observed output to the ideal output corresponding to the
stochastic frontier output.

f Agoo E @ U o

YO Xome E o o AoBe  E o A @0

The first stepn predicting Y Ois to estimate the parameters of the stochastic production
frontier model. The measure 6f Ovaries betweem “YO p; this is an indicative
measure of the output of tH@th DMU relative to the output produced by a fully
efficient DMU beirg located to the frontier utilisg the same mix of inputBor a recent
review £e Kumbhakar antovell (2000) and in the context of panel data, stochastic
models follow Schmidi&nd Sickles, (984 and Cornwell et al., (1990).From the
analysisa milestone step is the selection of the inefficiency distribution since it forms a
fundament al assumption and not a decisic
Generally it is ana-priori decision ad not testable. Nevertheless in most empirical
work the various inefficiency estimates from different distributional assumptions are
broadlymoreor less similar to each other.

By using MLE a direct estimate for the is not feasible since the irigfiency
parameter is unobservablBhereforethe distribution of the inefficiency component
provides sufficient information and can be deployed to get an estimate of the conditional
mean of inefficiencyD 6 O . The main issue here is thatth is no single way to
generge the conditional mean, but there are twajor estimator® in the efficiency
estimation literaturéKim and Schmid2000) The firstis based on the early work thie
Jondrow, Lovdl Materov, and Schmidt (1982), (JLMS)stmator. Calculating
techical inefficiency can bbaseceitheron the mode of the distributian 6 SO (the

value ofo with the largest probability) or based on the mean of the distribution

06 O I
P _ B

Where* —— and%. 8 andfz 8 are the densitgnd CDF of the standard normal
distribution(Greene2008).

91 Exactly the same logic follows a cost frontier with the only differéseiagthe sign of the inefficiency term:
o Age

—

Wherem 6 O p.Soaé& a®Qirm U G860 aeiAP v o

60

92 The characteristics (strengths and wesslses) of the JLMS and Battese and Coelli estimators can bie &eene 2008).
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However Batteseand Coelli (1988) suggeah alternative estimatdinatcalculates TE
by the mean of the distribution ‘@f"YO SO OQwndé DO . For the truncated
normal model (which includes the hadbrmal case), this is:

z

) 5 - & )
%A DO o TA @bt° EAZ
5 %
WhereA. ——and{® t ——. The a&ademic communityas not yet settled on

which method to recommend since all methods produce estimates that are statistically
inconsistent i.ethe estimate o® does not necessarily convéstthe true value since
the estimator is conditioned on a specific set of.data

SFA is an ingrained approach in economic theory and alits statistical nature and
various empirical applications quitea popular technique. Howevéngere are a couple

of constrais and limitations that should be stressed sidespite the coputational
facility of the simulation processedjet distributional assumption issue in every
application is yet a major concern since the imposition of a particular distributional form
remains an assumptitinathas no grounding in theory. Alsbrequireslargesample®’

to ensure accurate results and any misspecification errors are incorporated into the
measure of efficiency. Estimates are statistically istant and this is reflected tine
confidence intervalthatattach to the inefficiency estingst that might be too wide for

the method to gain credibility in practiC@hnes2004). Howeverin largesamples by

the central limit theorem we migkipect the distribution of DMgfficiencies to be
normal. Finally there are competing estimatorgtedict"YQwhich do not always
manage to converge reality.

3.8 Panel Data Models ofEfficiency Measurement

Econometric approaches to efficiency and productivity measurement vary relative to
the type of data analysdce. crosssection or panel data. In @®sectional mode|ghe
data sample comprisebservations ofQDMUs: Y @1 SQ pB 80  since
they are limited to a single time perjadhile, in panel data models observations@n
DMUs are available over Y  periods of time: Y

©hR SQ pB8UIP pMB8 Y. The data are available across a number of
periods and enable the measurement of productivity change. Also due to the enlarged
dataset since the available data points incféaséimation of technical progress or
regresss feasiblg(Daraioand Simar2007). The literature on panel data estimation of
frontier models accommodat@roduceispecific effects (timenvariant heterogeneity)

% Preferably samples with  p 1t Tt
% The number of data points increasee to the time dimension that inserts the analysisever athe same timethe number
of estimated parameters incresas well.
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and addressdandamental questions such as how and whether inefficiency varies over
time (Greene2008).

Utilising panel datanew options emerge for measuring efficiency. Panel data ashieve
relaxation of the assumption of independence between technical inefficiency and inputs
and the assumptions on the distributional forms of statistiosde and technical
inefficiency imposed(Mastromarco 2008). However they are not compatible with
simple methods of estimation, .i.OLS since the main assumption here is that the
residuals should be uncorrelatedth each othéf. Pooled OLS sharethe coss
sectional data over time into one dataset and models the data in the standard cross
sectional OLS way. In this way the time and university dimension of the dataset is
ignored since each observation is treated as a different DORGEM, 2013). The
tradtional framework of COLS and MOLS is endoweith a pooledOLS framework

that is the same dBe cross sectional model but includes time effects:

11N [ rg 0 0O

Where E  pf8 8 h denotes inputs;Q pfB 8 0 denotes numbers ofrass
sections, and ptB 8 diYare the time periods. However pooled OLS can be
misleading when there are compaspecific effects or when inefficiency varies over
time, and if inefficiency depends on some exogenous variables (observed or
unobserved). Thefere, the residuals might be inconsistent if firm effects are ignored
and a pooled model is us@dFGEM,2013).In the same lave wedge inefficiency levels

of the DMUs are misleading in the sense thatannot separate inefficiency from unit
specific effets and noise. Although pooled OLS estimates will be consistent in the
presence of random firm effects, the estimated standard errors will be incorrect for
hypothesis testing. As it turns out, the proposed use of pooled OLS can be recast or
completely abationed for more robust estimation techniquBsese techniques have
been developed in the efficiency literatureny of which haveeen used by regulators,
policymakers and researchers.

3.8.1 Panel Data Stochastic Frontier Models

In its simplest version a paad SFA model retains the same logic with those using cross
section data but due to the panel nature of the data time can be included as well.

[N [ re 00 O

Where E pf8 8 h denotes inputs;Q pMB 8 & denotes numbers of cross
sections, and phB 8 diYare the timeperiods, and) hO are distributed as it

% Conventional regressidnased strategies ddress correlated errgiddcManus,2011)
i Clusterconsistent covariance matrix estimator to adjust standard errors.
ii. Generaligdleast guares instead of OLS to exploit correlation structure.
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follows 0 x . mh, MO x SYscx G¥ U mh, . This is the normahalf-normal
modelthatforms the basic form ofreSF model SFA and panel data models allow for
direct interpretation of the residuali all SFA models, the statistical significance of
inefficiency is a testble conditio®®. This model is estimated by Mlas discussed
earlier. The JLMS estimator is used to estintatgGreene2008).The SFA literature
hasevolvedsteadily and further extensions in an SFA panel setting allow for explicit
interpretation ofthe results in terms of latent heterogengityoise inthe data or
specification errorsandpersistent and/or timearying inefficiency.

Furthermore, with panel dataach unit is obserdeat several different points tme,

so we expect the constted estimates of the efficiency levels of each unit to be
consistent as the number of observations per unit increases. This means that inefficiency
can be estimated more precisely and some rigidities faced withsgotignal models

can be removed. Thosggidities concern he distributional assumptiotfsused to
estimate parameters and the inefficiency estimates using the JLMS formula, the
independence assumption between the technical inefficiency component and the
regressor(syMundlak 1961), and the iransistency of the JLMS estimator. Before
proceeding with the presentation of the available stochastic frontier methods for panel
datg a distinction concerning the time dimensiarf the inefficiency term has to be
made. First, the most restrictive of thenodels in terms of assumed behaviour of
inefficiency where inefficiencywill be kept constant over time for each yrare
presented; finally, recent developments composed of bothitvaeiant and time
varying inefficiency componentsill be presented

3.8.2 Time-Invariant Technical Inefficiency Models

The gochastic panel model with timavariant inefficiency can be estimated under
either the fixed effects or random effects framew@vooldridge,2010). The selection
of the framework is dependemin the &vel of relationship permitted between
inefficiency and the explanatory variables of the mg@&armeter and Kumbhakar,
2014). The fxed effects approach permdsrrelation betweetd ando6 , whereas the
random effectsipproach doesot.

The received literature ahe fixed effects model in the frontier madkiley framework

is based on SchmidtndSi ckl esds (1984) modification
which incorpoatesa unitspecific intercept in the basic linear moteimework. They
proposea model that estimatéhe persistent part of the inefficiency without specifying

an explicit dstribution of the inefficiency, labelled theistribution free approach.

9% This is not the case with OLS (COLS, MOLS).

9 A key questiorrelated to latent heterogeneity (the timeariant individual effects) is whether the individual effects represent
(persistent) inefficiency, or whether the effects are independent of the inefficiency and reflect (persistent) unobs®Eyeddist

9% Some of the strong distributional assumptions used to disentangle the separate effects of inefficiency and noise can be relaxe
(Coelli et al., 2005).

% Assumptions made on the temporal behawvid inefficiency
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Classc fixed effects models take advantage of the panel structure to increase the
explanatory power of the model by incorporating a-spgcifig time-invariant effect.
Sa the linear fixed effects model can be reinterpreted as:

Which can be estimated consistently and efficiently by OLS after including individual
dummies asegressoré®for| kT 0 . The model is reinterpreted by treating

as the firmspecific inefficiency effect. The purpose of the effect is to capture the
impact of all the factors that are specific to the unit and constant overatichehich

have nobeen includedlreadyin the model. This means that the timgariant unis 6
heterogeneitye.gl ocati on characteristics (urban
modelling income), prevailing environmental conditioptc. is refleced in | 8To

retain the flavor of the frontier model onceis available, the DMUarecompared on

the basis of the following transformation to obtamestimated value ad (Schmidt

and Sickles1984):

For production functions6 | A @ | ,Q pB 888N, wherel is the

Q th fixed effects estimate in the withigroups fixed effects linear regression model.
This formulation implicitly assumes that the most efficient unit in the sample is 100
percentefficient. Therefore, the estimated inefficiency in the fredficts model is
relative to the best unit in the sample. The -spicific TE estimate equalg’O

A @Do6 . For cost functionsd | I ET ,Q pB888M andthe cost

efficiency estimate equats O A @ D6

Thefixed effects approach empoweths model with an important implication to allow
for correlation®® betweenw andé .This may be a desirable property for empirical
applications in which inefficiency is believed to be correlated with the inputs used
(Mundlak 1961). Howeverthe model does not allofor separate identification of

100 This technique is often referred to as lst square dummy variable (LSDV) method. The coefficients of the dummies are the
estimates of 8

101 An important limitation of the FE is that no other tiin@ariant variables, such as gender, race, region, etc., can be included in
@ because doing so entails perfect multicollinearity betweetbtizéd the timénvariant regressors
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inefficiency and individual heterogeneitgnd this constitutes an important limitation
that the recent literature aisd to capturei.e. the true ixed effects (TFE) and true
random effects (TREnodels(Greene2002).

The model proposed b$chmidt andSickles (1984)s extended by Cornwell et al.
(1990) in order to include @éime-varying efect, without specifying an explicit
distribution of the inefficiency. Early work on the model suggested direct manipulation
of the fixed effects termin other wordsthe timevarying part of the inefficiency term
is defined as:

| — —0 —O0

Despite the desirable decomposition betwibertimeinvariant component- and the
time-varying component— 06 — 0 some further caveats need to be mentioned.
First, it does not leave space for tifrevariant hetesgeneity that is not inefficiengcy
second, it assumes a usftecific quadratic function of tiff8 to explain the time
varying part which might be quite restrictive. Recent panel data literature has tried to
relax the assumption of a tirevariant ineffigency in two compones{Cornwelland
Schmidt,1996).

Turning to the randomfiects model developed by Pitt ahde (1981) the inefficiency
termd is assumed to be constant through time and randomly distributed since it must
be uncorrelated with independent variables. If so, Hineariant regressorsuch as
gender, race, etccan be included in the model without leading to collineauniin

| 8Also, the RE framework facilitatecasesn whichindependent variables show very
little variation between time periods] such caseshe FE may fail to identify the
statistical significance of those variables since all variation is capturdtebsffects.
However, it should be stressed that the RE model is restrictihe isehse that is does

not allowfor correlation between the RE unobserved timariant inefficiency and

the independent variables.€. the regressors) and noise. When thsuaption of no
correlation between the covariates and university efficiency is indeed correct, then
estimation of the stochastic frontier panel data model by usi@dRE framework
provides more efficient estimates than estimation under the FE framework.

According to Pitt and_ee (1981)distributional assumptions on the random components

of the model can be imposed and then estimation of the parameters of the model is
feasible through ML:% The relevant lodikelihood for a random effects model with a
hdf-normal distributionis derived by Leeand Tyler (1978) and discussed further by
Battese and Coelli (1988). Inefficiency is not directly estimated via MbEonce the
parameters are estimated, JL{pe conditional mean estimators can be used to
receivean estimate for the urdpecific inefficiencyKumbhakay 1987).

192 Han et al. (2005) propose factor analytic forms for modetiing
198 An alternative to MLE is the use of generalised least squares (GLS) estimator; see Baltagi (2013) for an analyticatiieview of
method.
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The likelihood function for th& O Bbservation iitt andLee (1981):

¢
z

Ya g

a8 QEEOOER
nZ ” ” nZ

with* , —— —and,. ——, ¢ sample size~or RE no assuptions on the

PDF of the inefficiency are made other thiwat inefficiency is an independently
distributed random variable with naregative valuesi.e. 6 D 'QQQt i.e. a half
normal distribution. The stochastic error component is distributedy adD
"QW@Onh, 8The estimated parameters from thé&Bestimation process are utéis

in the next stepnvhere the extended JLMS estimator of inefficiency is used to obtain an
estimate of inefficiency.

If 6 DSY&Y DO mh, is distributed hathormally*®*then*  T8Also, in some
cases' may be a function of covariates of exogenous determinants of inefficiamcy
a1 8

As previously mentioned, theefficiency term here has a tirm@variant interpretation
since inefficiency levels may vary for different individuals, but they do not change over
timethereforefime variation is an issue to be accommodatehbefiterature. The array
of models introduced in the next section aim to give a-trarging dimension to
inefficiency sirce the implications of the timavariant hypothesis are too restrictive.
This implies that an inefficient unit (e.@ university) d@slearn over timgtherefore,

if the latent goal is productivity and efficiency improvemenas timevarying
inefficiency framework should be structured.

3.8.3 Time-Varying Technical Inefficiency Models

Most of the primal approachesedto handle timevaryinginefficiency have specified

it as a product of deterministic functions of time and the random eff@ctsiow
reflecting the timevarying part of inefficiency. Note that Kumbhakar (1990) gives in
the inefficiency term the following specification: P QPO W sYsh
while the Battese an@oelli (1992) formulation of inefficiency ié Aab-0o

"Y SY s Moving towards a tim@ecaying inefficiency framework, inefficiency will be
a functiom of time and assuch Battesse andCoelli (1992) suggest

104 Stevenson (198@dopted a truncatetbrmal distribution fo ,6x & * h, s
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Agdp-0o 7Y — 0 Y sYs The decay parameter determines whether
inefficiency increases or decreases over time and rentanstant across all units.
These approaches require distribuia assumptions for the inefficiency term and the
most common candidate is the truncated nodmalQ®'Q * h,

A more general case of the two is the version givelbdgyandSchmidt (1993)in quite
aflexible version without assumirgny parametric function for the inefficiency term.
Herg the behaviour of inefficiency is givenlly 6 _ 0 (& pfB 8 8 iYhas
time-specific effects to be estimated. Both componéntand_ are deterministidut

in the estimation process is considered to be random. It shoblel noted, that the
temporal pattern of inefficiency is exactly the same for all unitéch might be quite
restrictive compared to other specifications. Placing aéehmodels in a ufied
framework a generic formuf% can be used whete 0006, 00 Tis a
function of time 0 representing a nestochastic component common across units
while 6 is a unitspecific stochastic one. This type of thtiependentnefficiency
varies over time and across individu@ParmeteandKumbhakar2014).

What follows in the analysis is the identification of cavities that nedxtttreated and

a discussion of thenodels degloped in literature to bridge such gaps. Finsking
reference to the distirnion between any unobserved thim¥ariant individual specific
heterogeneity and inefficiency is essensaice thetwo are undistinguished so far.
Hence latent heterogeneity is confounded with inefficiency, 6soindicates
heterogeneity in addition to, or even instead of, inefficiency (Greene 20®&tx)nd

the timeinvariant nature of inefficiency is somehow misleading in long panel data since
units in the long term should identify and treat any signsefficiency, otherwise a
viable position in the markeinnot be assured. Thjran undisputed question pertains
to whether the timénvariant @mponent should be considered persistent inefficiency
or individual heterogeneity that captures the effectsunbbserved itne-invariant
covariates havingothing to do with inefficiency.

Greene (2004b) argudkat © would be absorbing a large amount of cross country
heterogeneity that would inappropriately be measured as inefficiency. Hleaéet r u e 6
fixed effects model in which inefficiency is timarying irrespective of whether the
time-invariant componenis treatedas inefficiency (persistenor asan individuak
specific effect (heterogeneity)as been developedproviding information on the
transient part. The generic formula by Greene (20135a)

n O T V) o]
0 x 0 T,
o) SY s
Yx § mh,
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In the TFEmodel @ is a random variable that might be correlated with and
represents timénvariantheterogeneityThis is a simply pooled SFA model with unit
specfic dummies capturing firm effects. TFE models have besrewedextensively
by Chen et a2014) who fitted the model by MLE estimator. Note that the inefficie
component here is only timearying lacking of any measure of persistent inefficiency.
The JLMS estimator is used directly for 8

The technical difficulty with TFE models is what ksown in the literature as the
incidental parameters proble(Meymanand Scott,1948) Lancaster (2000). This
technical burden derives when the number of parameters to be estimated ineitbases
the number of crossectional units in the data, since whe® H (number of cross
sectiors increases)the number of increases with). In the ML framework the
number of regressors is fixed, but in a fixed effects,dasEreases withy so thatthe
desirable agmptotic properties of the MLEare violated with biased and poorly
estimated parameters whéx{time periods) is small. This leads to a persistent bias in
the MLE of the parameters in many fixed effects mepdstimated by ML(Greere,
2007). Soactually the problem with fixed effects is that the number of parameters
grows with the number of observations attterefore, the parameter estimates can
never converge to their true value as the sample size inc{eladasand Newey,994)

Thus the parameter estimates are severely unreliable. Hoytbeee have beaecent
advanced econometric developmé®itsising transformed or firglifference versions

of the fixed effects framework to avoid entirely the incidental parameter problem
degribed by Greendg2005b).

In the TRE® casew is treated as uncorrelated with . Contraryto the simple RE
case by Pitt antleg the inefficiency terndoes not contain any other tirmevariant

unmeasured sources of heterogeneity since tfésets in the TRE models appear in a
separate ten labelledd ando6 picks up the inefficiency. The TRE model is:

Yx§mh o sY s
® | 0 x0Om,

We can handle the model as a fornttef random parameters (RRbdel in which the
only random parameter in the model is the constant term. The estimation technique of

105 SeeChen et al(2014) and Wang ando (2010) for the likelihood function of the within transformed and the-diiférence
model and their closed form expressions

1% Here due to the fa¢hat the timenvariant and unobserved heterogeneity appeabs ithe estimated inefficiencies would be
indeed lower that the traditional RE model by Pitt and Lee
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the parameters for TRE mod®¥i4s themaximum simulated likelihoofMSL) method.

To obtain an efficiency estimate the JLMS estimator is utilized indirectly by integrating
O outofOO6 SO U ;in other words O is a function of0 and then0 is
integrated out 0o . For a Bayesian framework, the applied methods estimatiSga
model have been analytically developed by Koop et al. (1897)and Schmidt (2000)
andTsionas (2002).

A significant inexpediency commonly shared among the RET&t framework is

the omitted variables biasince unobserved variables may be correlated with the
regressorsMundlak (1978)suggestsan auxiliary equation to treat this econometric
issue of unobserved heterogeneity bias stemming from the questiorthblgooality
assumptions of the random effects model. The idea of usirmuaihary equation
dependenbn a vector of the unitsd means of
can be found inthe literature under theéerm c&orrelated random effect€CRE)
approach The formulation is as follows:

With the assumption th@ 0 ® T. The auxiliary equation can be interpreted as a
conditional mean function or asprojectionNGreene2007).The method has beesed
extensivelyfor various premises.e. robust test®® controlling for correlation between
heterogeneity and covariates on nonlinear modetsto treat the incidental parameters
problem,andaverage pdial effects can be identified through CR#c. (Wooldridge,
2005).

It is vital to make ameaningful diinction among models with timearying
inefficiency componentsTherefore,apart from the division between unobserved
heterogeneity and timearying inefficiency, it is crucial to discern the persistent part
of inefficiency that might inaccurately distort our estimates. There are effects from
unobserved inputs or inpussich asmanagementhat vary across units but not over
time (Mundlak, 1961). Hene, estimating the magnitude of persistent inefficiency is
vital, especially in short panels. Persistent inefficiency can changeoochgsionally
since it entas structural or/and operational decisions to be madhgle, timevarying
efficiency can changever time due to a better reallocation of teeaurces in the short
run. Let usconsider the modddy (Parmeter andumbhakar, 2014).

197|n an application of the Swiss nursing homes Farsi et al. (2005) expressedenpeefer the TRE specification.
198 Hausman test comparing random effects (RE) and fixed effects in a linear model.
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Here the error componei® is decomposed to 0 and further the technical
inefficiency partintdd 1t whered denotes persistent inefficiency (tirmevariant
part) andf denotes the timearying part of inefficiecy (residual or transientoth
componentsre nonnegative however the former is only unit specific, while the latter
is both unit and timespecific. Both components are quite informative in terms of the
policy implications, sincligh values 0d are of more concern from a loterm point

of view, because of its persistent natutkan high values off . Regarding the
estimation procesghe model can be written as:

n | e 1 I 6 Ot wif 0 t ©Of

Therefore, it can perfectly fét standard panel data model with tspecific effects. The
estimation technique here is twofpleither by the LSDV approach under the FE
framework or by GLS undethe RE framework. This model treats all time constant
effects as persistennefficiency even if some have tianevariant unitspecific
heterogeneity. If this is the cagben the model is likely to produce an upward bias in
inefficiency since uabservedeterogeneity is treated as persistent inefficiencysd@he
modelswere developed by Kumbhakar (1991Kumbhakar andHeshmati (1995);
Kumbhakar andHjalmarsson (1993,1995) in the SF literature.

3.8.4 Persistent and Transient Inefficiency Plus Unit Effects
Models

Based on the aforementioned, there is a gap in literature for @ri@urcomponent
model which could incorporate longnd shorterm inefficiency butalso take into
account any unispecific individual effectsTherefore several of the limitationef the
models discussed are overcome due to the pimmgeeork of Colombi (2010)Colombi

et al.(2011, 2014KKumbhakarand Tsionas(2012), Kumbhakar et al. (2014); Tsionas
andKumbhakar (2014); and their contribut®to account for different effects wne
sole model. The model can be specified as:

The two component®2 1ando T, are strictly positive since thegflect time
constant and timearying inefficiency, respectaly, ‘O 0 1, and
6 x 0 th, , while0 captures unobserved, tireenstant unit heterogenejtgnd
0 is the classical random shock. Estimatisrieasible in a singlstage ML method
based on distribution@ssumptions on the four componef@®lombi et al.2011) or
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in a multistep proceduréKumbhakaret al.,2014)'%° An analysis of the MSL version
of the model in a cost framework esented in Chapter 6. In the next secaon
overview of the English HEiterature will bepresented in reference to efficiency
studies!!?

3.9 Previous Efficiency Studies in the HE 8ctor

A comprehensive review of the overall literature oasdin the HE sector in England

will be presenteih this sectionHaving discussed &alternative methods of efficiency
measurement and the various implications underlying efficiency estimation processes,
we ratiocinate the sensitivitgf extrapolatingthe resultswhen different hypothesis
applied A crucial distinction existdetween fratier and noffrontier methods, but
further distinctions can be made depending on the specification and measurement of the
inputs and outputs! the level of data usednd on other assumptions of the model
applied i.e. the functional form of the transfoation function, the returns of scaénd
thescope hypothesigdohnes and JohneéX)07).

Talking from a methodological point of view, efficiency in HE has been assessed by
studiesthat used ordinary least square (OLS) regression methods (Johnes amd Taylo
1987,1989a,1989b, 1990, 1992; Johnes, 198®kkelenberget al., 2008), or frontier
methods such as DEX (Tomkins and Greer1,988; Ahnet al.,1989 Beasley, 1990,
1995 JohnesndJohnes1992,1993 Athanassopoulos arg@hale, 1997; Maddest al.,

1997; Sarrico et al., 1997; Mc Millan amdhtta, 1998Coelli et al., 1998Sarrico and
Dyson, 2000 Avkiran, 2001 Korhonen et al., 2001 Raty, D02; Abbott and
Doucouliagos, 2003Biegelet al., 2003Fleggetal., 2004; Johnes, 2006; Afonsbal,
2008;Kounetas et al2011; Thaasoulis et al., 2011; Halkos amderemes, 2012) and
SFA (Johnes, 1998Robst, 2000; Izadet al., 2002; Stevens, @B; Johnes an8alas
Valesco, 2007; Johnes et al., 2008; Leng98 Johnes and Johnes, 20@®bot and
Doucodianos, 2009 Agasisti andJohnes 2010; Johnesxd Schwarzenberger, 2011
Johnes, 2014r both methodélohnes, 1999Chappleet al, 2005 Kempkes and Pohl,
201Q Castano and Cabanda, 2007; Joh28s2).

No more than a hundredudies have employed panetric methods to estimate a multi
output multtinput distance function because of the data demarnds multipleinput
multiple-output nature of production in HE and the concomitant absencecesgor
both inputs and outputsas made DEA an attractieboice of methodology in the HE
context, despite its shortcomings. Within the wide array of atithDEA is the most

1% The model can be extended to account for persistent andigirpiag inefficiency that has nerero mean as well as allowing
for heterosceassticity in both types of inefficiency.

110 studies based orggregate level data, individuat/ and institution level data arsdibject level data

11 There are inputthatare not under the control of the institutions that need to be traspedtly different.

112 An informative table rgarding the available studies efficiency measurement IHE is presented in appendix 9 Chapter 3.
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frequentlyappliedmethod; despite its limitations addawbacks, the advancemeits

the technique contribute &iminating many of themAdditionally, more recentlyboth
statistical tests and bootstrapping methods for confidence intervals on DEA efficiencies
and sampling variability have been develofi@dnkerandNatarajan2004; Simar and
Wilson, 2008).

The level of aggregation is awant dimension since there are distinguishable levels of
analysid'® according to the available data or the desired outcome. Most of the UK HE
studiestend to focus on the institotal level of analysis (Johnes, 1998, 1.99adi et

al., 2002 Sarrim andDyson, 2004 Flegg et al., 20Q4Thanassoulis et al., 2005
Turner, 2005; Emrouznejd and Thanassoulis, 200Blass eal. 2006; Johneg006aa,

2006, 2006¢c, 2008, 2012, 2014; Flegg and Allen, 2007; Johnes et al., 2008; Johnes and
Johnes 2009; Fleggnd Allen, 2009). Hbweverthere arestudiesthat aimto analyse
departments. More specificallfjohnesandJohnes (1993, 199%)eal witheconomics
departmentswhile Beasley (19953tudiesphysics and chemistry departments. In the
same line Tomkins and Gzen, (1988) Beasley, (1990), Doyle aBdeen (1994)
Johnes, (1995), Sarrico and Dyson (2000), Casuraadassoulis (2006) concentrate

on HEldepartmentswhile Caswet al., (2005focuson t he assessment of
administration services.

Reseech and inmvati on ar e ¢ or nedewlopnent policyoak UK F
university technology transfer offices can be theel of analysis in someases
(Chappleet al.,2005). Alsq in the UK HE sectqrdue to the significant changes in its
structure andunding there are three broad groups of institution basetistorical
backgroundtherefore the level of analysia some cases is limited only former
colleges of HELenton, 2008; Bradley et a010). Epanding the level of analysis
further,resarchers have useldenational or country levesuch ag oth (2009) utilisng
data on private institutions; Agasisti, (2011) exploring 18 EU coun&iestpvnik and
Obadi |l foguMam@ 2 count ri Asstovnio@ DstullyingGECD
courtries; Parteka anolszczakDerlacz (2013analysing the public institutions of
sevenEuropean countries.

The scale of operation a definitely informative in terms ofuniversitie®
developmental policieEsconomies of scalean be a guidance tooh whether larger
institutions incur lower costs than snaalinstitutions and ths determine the optimal

size atwhich an HEI performs at an optimal levef efficiency (Pattersor000). Most

of the empirical studies in HE dealing with efficiency includehieit analysis diverse
estimation techniques in determining the economies of scale and the optimal size at
which average costs atbe lowest (Tirivayi et al 2014). The sizeost tie can be
reflected in many waysncluding through calculains of the ovall and product
specific economies of scale and scope, ray returns to(sdae)and global returns to
scopg(GRS).114

13 Other levels used in the literature are: subject, vocational studies, and library.
114 See appendix 1€hapter 3 for the défitions of each category
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According to multiple previous studiggublic institutions in the UK® continued to

enjoy cost savingin terms of scle and scope econues from1981 to 2003. For the

UK, Glass et al. (1995d,995b) developed pioneerimgork on 61 public institutions

for the period 1982003 in two individual studies exploring not only ray economies of
scale and globatconomies of scope for the 100 pertoef the output mean but also
productspecific econones of scale and scope. Latelphnes (1996) endorsed
parameter estimates for scale economies in HE with SFA and compared the results with
theregression results. The coefficieastimates of scale ecomieswere moreor less
similar due to the normality of residuals in the regression model, but economies of scope
did not exist in the results on SFA. Utihg the same kind of data for 99 public
institutions for the period 19935, Izadi et al. (2002) rad Johnes (1997) applied a
nonlinear in the coefficiendSCES cost function for calculating the scale and scope
economies of UK universities using SFA and regression analysis techniques
respectively.

Economies of scale and of scope can be a predicoterffor universities since they
explain much of the preference adrtain institutions to speciaésin certain subject
areas. This is a fact for the UK casice according to Johnes (1998yoductspecific

scale economies do exist ftwo of the sixoutputs of the analysis; namely, for the
provision of postgraduate tuition and research in the sciences. The remaining outputs
exhibit constant produepecific returns to scal@SRS)while ray economies of scale
remain unexhausted and economies of sempaibiquitous.

Through the estimates of scale and scope econpruighker insight in the cost
structures in different types of institution is likely. Lenton (2008) examined 98 EIK
and compared them with a sample of 956 US further education inyifmr the period
2000-2002. He shed light on output expansion beyond 100 pestém output mean
level calculating ray and produspecific economies of scale. Howevexpansion
beyond that level would only be appropriate for th&iiations in theJK (up to 200
percentof the output mean). Therefgrirther education intuitions in the UK could
save evermore cost if they adopt and adjust their operation in a joint production
framework among the different types of instruction.

Significant differeces in terms of scale and scope economies exist based on the
ownership status of the universities. According to Johnes et al. (2068} are ray
economies of scale up to the mean output level in the public sector, and up to six times
the mean output \el in the private sectorhis is in contrasto Cohn et al. (1989who
estimated scale and scope economies using a sample of 1,195 public gnv&82

HEIs in the US; theiresults indicate that private titsitions aremore capable of
enjoying the eonomies of scale and scope than public institutions at higher percentage
of the output meanFor the English universitieproductspecific economies of scale

are observed only in the public sector, and only for postgraduate teaching and research

15 This is the case for tHgS as well
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output while economies of scope are found in both the public and the private sectors of
HE (Johnes et ak008). HoweverJohnes and Johnes (20@#ntified the solemn and
sensitive effect on the findings on RRS and on returns to scope due to the choice of
estimation methodology. In general, most studies found tleatath economies of scale
exist at 100 percendf the mean output, implying that HEIs reap the cost savings
benefits at the present output mean level.

Theliterature suggests that the developnanefficiency analysis is particularly high

on the public agenda since researchers reclaim issues or bring up issues to shed
empirical light on the theoretical issues outlined abbwvthe next sectiorthe literature

review will explore the compositionfonput and output bundles used in efficiency
modelling in HE.

3.9.1 Specification of Inputs and Outputs Wed in Higher
Education

A crucial decisiorfor researchers dealing with efficiency measurement in HE has been
the specification of the most appropriate sweas of inputs and outputs. A substantial
amount of research has been undertakeh wgard to the effect of input and output
specification on efficiency scores, much of it in the context of DEA. P Aespite its
comparative advantage over alternativetmods (statistical techniques), cannot provide

in its basic form the significance of a set of inputs or outputs, significance tests for
comparing different modelr for drawing a parallel between efficiency scores of
individual groups or DMUs.

Accordingto JohnesaandJohnes, (2004), in the context of HE, the conclusions in the
results range from rankings being reasonably stable regardless of input and/or output
specification(Tomkins andsreen,1988; AbbotandDoucouliagos, 2003ohnes2003)

to resultdeing prone to specification errqdohnes and Johnd€992 Ahn and Seiford,

1993) Based on existing studiesetie are considerable problems witéfining and
measuring the inputs and outputs of the HE production process, &age from the
specification problem, there is a second issegarding the importance of each of the
inputs and outputs in the DEA model.

Some further concerns arise, in the process of separating inputs fulbpsetlled by
each university and environmental factors thay diferentiate or affet the efficiency
outcome. Aalysts try to cover this angle by either including all inputs, whether
controllable or not, in the efficiency analys{§&rosskopf, 1996); Cubbin and
Tzanidakis, 1998pr by adoptng a twestage proceduran which DEA results are
derived using a subet of controllable inputs, and then the efficiencies from this stage
are analysed at a second stage in relation to theamnollable inputs. Ipractice, the

16 DEA can be easily applied in a multigigout mutiple-output production context.
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first approach occurs more frequentlytire HEsector, despite the overestimation of
the results. However, both apprbas have been identified havingeveral
shortcomings, since misspecification erriorshe second stage, or semalrelation in
DEA estimatesare some of the potential limitationsiaking standard methods of
inference invalid,(Simar and Wilson, 2004 However,the capacity to assess the
performance of HEIs and systemsiseven more complicated process, due to the fact
that inputs and outputs in the protan process are difficulto define and quantify
(NRC, 2012.

Traditionally, simiar to previous studies, (Worthington, 200Bbbott and
Doucouliagos, 2003; Worthington and Lee, 2008; Abbot and Doucouliagos; 2009
Glass et al., 2009); Worthington and Higg@911), the inpubutpu framework, for
organisng and measuring the multiple inputs and outputs itH&llows a production
approach to modelling university behaviour; that is, universities combine raw materials
(such as students), energy (utilities)atarials (e.g.paper,pens, computers if not
capitalid), labour (academitadf, academiaelated staffandor other staff) and non

labour factors (physical and financial capital) of production and produce outputs in the
form of two main outputs of teaching and researche@ech output, research incame
and research studen{§lass et al.2002).

From a more rigorous perspectivihe practical burdens of measuring labaputs
differs in the HE sector since, even if HE is largely a-maket activity, its workforce
emepges from a competitive market in which faculty and other employees have @ rang
of different options. In mostases the quantity of lablocan be approached biget
number of hours or fullime-equivalent workers. Howevghe main limitation here is
the asumption that all workers have thensa skills and so inherentlgre paid
equivalent wages. Indegthis is an unstable hypothesis and remains true only in
situationsn whichchanges and variatisin the skill level of the workforce are known

to be negliible (NRC, 2012. As a labar proxy in the literaturgit is common to use
academic andonacademic staffAvkiran, 2001 Abbot and Doucoulianos 2003
Agasisti and Salerno,2007) enrolments of undergraduate/postgradustiedents,
(Agasistiand Pere£sparells, 2010; AbbouWarda, 2011)FTE of undergraduate/
postgraduate studenfércelus andColeman,1997), and FTE of total nhumber of
teachingand norteaching staffand t udent 6 s o wsuthiasceedithous e f f o
operating (actual hours offerbég each departmenf\gha et al2011). Note here that

in researcHed institutions the time and cost of faculty and administrative personnel
must be divided between research and instruction.

Turning to capital inputs, an intriguing feature is theiratile nature ands suchthey
generate a stream or flow of services over an extended pédriatefore,the

117 See appendix 11lhapter 3 for an inpubutput list
118 Significant concerns have been expressed regathiisigype of measure since student effort should be treatedthan input
and anoutput, this fact is the sealled ceproduction phenomengiNRC, 2012).
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contribution of capital can be better approached as a measure of servicaldtawnt

i.e. the cost of using onder one period of time and hby their price for the acquisition.

These rental rates are equivalent to a wage rate and can be used in the same way to
aggregate across tifent types of capital serviemd as a measure of capital income in
aggregating the various inputs to producti®éRC, 2013. Common proxies are
expenditures on library, computing and other learning resources, subsidies, facilities
required for teachingAbbotand Doucouliano£002), govenance, administration and

staff development, funding for research, total namtif places available in teaching
rooms, libraries and laboratories spaegquipment, and IT, highlgualified human
resourcesand library budgets.

A further classification of inputs th& deemed to be definite is betweeastructional

and noninstructional inputs The first class of inpunvolves regular faculty, adjunct
faculty, and graduate student instructoshile noninstrudional and indirect costs
encompasfny administration, athletics, entertainment, student amenities, services,
hospital geration, R&D student housing artcansportatiopetc.(NRC, 2012.

Turning to the outputpecificatiorsin HE, thesetend to be aganisd irto four different
categoriesinstructional outputs, institutional environment outputs, research outputs
and public service output§Breneman2001). The most frequently occurring outputs

are number of graduates (teaching output), and research output (i.e. income received for
research purposes, funding council grants plus income from research grants and
contracts) Alternative chaces for research output may be reseabpcoks, book
chapters,and journal articles (Abbot and Doucoulian@(), medicaland non
medical research fundin¢Abbot and Doucoulianos2003), student contact hours,
number of publications, ctmibution to publicationsandcitations (as research quit).
Tertiary education qualifiegraduates for jobs or additional trainjmgtensifying their
competence and analygilccapacities. In thisensethey acquie advance qualifications

that boostheir professional education with concurrent direct income effects, increased
social mobility, and health as well as other indirect effects. Additional metrics to be
mentioned as suitable measures are the succesefratelergraduate students, number

of doctoral dissertations, number of students enrolleBlD courses, foreign students
enrolled @ a percentage of all students, aedenues from financed activitiestc.

Finally, the amount of external resources attracted to research activities (grants,
consultancies, etc.), promotions (number of promotions attained by the academic staff
of each departmenpublic service activities (number of workshops, conferences,
training courses and other activities by the teaching staff of each depayiroeid)be

vital proxies foroutput measures. As mentioned previoudpart from the two
traditional outputs of teaching and researgfiversitieshavedeveloped a third output

that refects their involvement with wider societyhus in the next sectioran
introdudion tothird-stream activities in HE igresented
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3.9.2 Universitiesd Third M ission

Universities have accepted, traditionally, two main missions: teaching and research.
However, recently, another role has gained increasing recognition worldwide, reflecting

universitiesd i nvol veme n-knownmhirdsmissian.eThiy and
mission is intensively associated with the role universities can play towards economic
growth and social progress in the modern
society6, which is one of the main princi
for the economy of the European Union. As a result, the traditional roles of teaching
and research are being expanded to invo

engagement with society and industry (Etzkowitz, 2000; Voaeg Nelles, 2008).
Policymakers have been keen to encourage universities to make contributions to
society, to develop the strongest connections between knowledge and social welfare.

The thrdm ssi on should no | onger be formul at «
terms of a more broadly accessible and productive communication path between
universities and third parties (Vendetti et al., 201I)iversities are an example of a

multitask cluste since they should preserve teaching and research at excellent levels to

not only be entrepreneurial and competitive but also to show concern for their students

and communities. Only through cooperation with other knowledge providers are
universities at# to achieve broader horizons and the comparative advantage of fulfilling
accountability requirements (Watson, 2003).

Despite the recent growing recognition of the third mission, this topic is not new on the
agenda. At a very early stage, in 1998, the giiernment took the initiative to
introduce the concept of wealth creation as a third ambition of universities, as an
additional parameter to the two previously lasgale developed activities of teaching

and research. This pioneering concept was indergive d wi t h A50 mi | | i
funding spent, as a prompting motion towards universities (Klein, 2002; Martin
Tang, 2007; Mollag>allart et al., 2002; Venditti et al., 2011). However, the origins
behind the concept of organising a third mission catrdeed back to the largkant
universities in the US in the ¥@entury (Clark, 1998; Etzkowith, 2002; Venditti et al.,
2011). While several proposals exist for measuring research and teaching activities,
there are few consistent approaches to evalualenagasure third mission activity
(Montesinos et al., 2008).

I n the same vein, G°rason et al. (2009) r
be included in the definition of the third mission vary significantly in different countries

and contexts(e.g. Germany focuses on technology transfer from universities to
enterprises, whereas Latin American adopts a broader concept in which universities
serve community needs). The need for a conceptual framework and a set of indicators

is addressed. A discusa defining third mission indicators as well as an identification

process for selecting the most relevant metrics is ongoing. Indicators should ideally
reflect third mission activities within the institutions. Therefore, many projects have
tracedthe idenification process of which activities are currently part of the third
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missiort'®, This chapter has offered an overview of the available methods used in the
literature for efficiency measurement in HE. In addition, it has offered an articulate
summary of thexisting literature in HE, focusing on the English HE sector.

119 A thorough analysis on thromisng projects intending twlentify the crucial third mission iensionss available in
appendix 1Zhapter 3Moreover a critique on the methods used to identify third mission indicators is offered in appendix 13

chapter 3.
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4.Chaptkelerders 1 n High
Education i n Engl and

4.1Chapter Background

Merger activity can be observed in both the private and public sectors. There is a
consideral® body of literature on the causes and consequences of siarges private
sector (Field andPeck, 2003). Our interest, however, is in the rAleslsresearched

area of mergers in the public sector and, in particular, in the HE sector. However, what
is amerger and how can it be interpreted in the HE context? There is more than one
terminology, but, according to the definition framed by the HEFCE:

Merger exists, when two or more partners have combined to create a
single institution, which may retain thame and legal status of one of

them or be an entirely new | egal entity

one institution can have subsidiaries that retain separate names, brands
and operations, to varying degrees. Federations can be seen as a more

flexiblever si on of full merger 6 (HEFCE, 2012

Mergers of institutions involve the dissolution of one or more partners and
integration into another partner. Another possible pattern is the dissolution
of all partners and the creation of a new institution, big ik less
common, (HEFCE, 2010).

Mergers in HE can be traced back to the 1960s and early 1970s in different countries
(Skodvin, 1999). Australia, Great Britain, Germany, and Sweden pioneered mergers
during the 1970s. A binary, or a twold, HE system wafrmed in Australia and the

UK, establishing colleges of advanced education and polytechnics as the main
alternatives to universities. Germany, in this context, introduced a combination of the
two systems of German engineering education, theaBed Geamthochschule (GH),

which means comprehensive university, and combined these systems intcdaliedo
Y-model. In the late 1970s and early 1980s, mergers developed more commonly as the
key measure to make t eacher snésuthasathetdb,n g

a significant O6waved of mergers was achi

are well described in the literature (Millét976; Martin andSamels, 1994; McBain,
2009; Thelin, 2011).

In the US, mergers have been relatively comm@mong private and public HEIs since
the 1960s (Skodvin, 1999). The main intention of mergers has been to strengthen weak
institutions by diversifying their programmes rather than to get rid of duplicate
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programmes. In the public sector, this is partiduldhe case among community
colleges, and merging public institutions and state colleges intovetite muti-
campus institutions (Harman ahkthrman, 2003) could save a college from permanent
closure. The majority of mergers between private sector utietis are strategic,
aiming to strengthening the position of the institution. As such, they require close
scrutiny of institutions and system operations to understand what might be consolidated.

They have not only i nvol nedme éasdas,raanxig 6 i n s
6strongd and ¢ vwarmdnp 2008)H ldowener,nstrategicdmergers or
O0mergers for mutual growthoé are taking pl

The most radical changes in HE systems due to merger activitylstatie mid1980s

and continued until the 1990s. According to Skodvin (1999), this is the case for the
Dutch restructuring of the college sect8tthe consolidation of the Australian HE
system in the 1990s, the reorganisation of the Norwegian college 8edi994, and

the amalgamation process in the Flemish college sddazman and Harman (2008)
found that, from the 1960s to the 1990s, governments in various countries, such as
Australia, Canada, the Netherlands, and Norway, attempted to addressi¢hef itwe
fragmentation of small institutions through mergers; this was also the case in the UK.
q Since then, mergers have stemmed from a mix of government and institutional
activities in all of these countries.

In the UK HE system?! two key periods ofintense merger activity have occurred,
while a considerable number of mergers have taken place in the past 10 years. The
reasons for mergers have been focused mainly on the economic problems faced by some
institutions. The first phase occurred in the 18880s to the early 1990s, and it was
triggered mainly by financial difficulties experienced by former polytechnics and
colleges of HE. These institutions were vulnerable due to their-scal# operations,

so they were no longer financially viable, ar tvery best alternative was to be
acquired by larger partners (HEFCE, 20Fapm the mid1990s to the early 2000s, a
second phase occurred, and the driving force was the protection of HE provision. The
role of the HEFCE was not only to provide adequataling resources for the mergers

but also to put in touch small and vulnerable institutions with potential merger partners.

During the mid1990s, principal changes in merger activity can be seen comgared

the previous phasesince much larger multaculty institutions were engaged in

mer ger s. This was the case in the London
rationalisation of the provision. The fundamental element of these types of merger was
that they were politically driven and, consequentthey received considerable public
funding. Concurrently, the HEFCE continued to pursue merger partners for and
supported vulnerable institutions, where required to do so, by providing expertise for
both parties.

Forty mergers occurred among UK HEIs dgrthe period 19942008, with many more
between HElIsand FECqHEFCE, 2010). An 11 percent reduction in the number of

120 This reform happened between 1983 and 1987
121 An extensive review on mergersthe Erglish HE sector is provided in appendix 1dapter 4
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HEIs can been seen, since their number has reduced gradually from 186 to 166 since
199495 ( UUK, 2009) . The maiwas theelbsgrgtion oo pat t
specialist colleges into pE992 universities (HEFCE, 2010). Twentine mergers

took place in England from 190687 to 201213 in the HE sector, reducing the number

of institutions to 123 in the academic year 2012 from 138 in 199607.

Mergers vary in a number of ways, which can affect the experience of both the merger
process and its outcomes (Harman atarman, 2003, as cited in HEFCE, 2010).
Mergers can be voluntary or involuntary, a consolidation or a takeover, single sector or
crosssector, twepartner or multipartner, and between partners with similar or
different academic profiles (HEFCE, 2010). The incentives behind a merger cannot be
limited to the obvious natural explanation that the participants generally think that it i
more advantageous than disadvantageous, since there are far more expected gains.

Beyond the organisational changes, mergers can bring about administrative, economic,

and academic benefits, by merging several smaller institutions into a larger unit.
Skodvin (1999) mentions that the reasons for merging in different countries can vary,

from resolving financial exigency to more strategic reasons, including expectations to

all eviate an institutionds positioeh in tF
Many institutions are obliged to merge to avoid closure or bankruptcy; therefore,
survival and/or growth reasons exist for at least one of the parties (Rijtdl993;

Rowley, 1997; Harman and Meek, 2002; Harman Hiagdman, 2003). This was a

common stategy among the private HEIs in the US that tried to take precautions against
breakdown (McBain, 2009).

The aim of mergers is the better management and use of the available administrative
resources, since the intention is to achieve economies of stialeegard to the maber

of administrators (Harman artdarman, 2003). By achieving more professional and
efficient administration, a better allocation of the financial resources is possible since
saving money is one of the desirable goals of merdersorsidering international
experiences of mergers in HE, Harman and Harman (2003) found that, at the national
level, the drivers are major restructuring, financial and academic viability, and quality
and inefficiency issues. Individual institutions have asedumergers to tackle financial
problems, increased competition, often in resleaand falling demand (Harman and
Harman, 2003).

4.2 Literature Review-Mergers'#

4.2.1 Mergers in the Higher Education Sector

Efficiency studies represent interesting snapshots oéfi@ency of UK or English

HEIs in particular time periods. None, however, examines which factors might affect
the underlying efficiencies, and this a serious weakness. If we know the factors that are
likely to improve the TE of HEIs, then policy caneatipt to create the favourable

122 Mergers are a common policy in many other public sectors. For the interested reader follow appendix 15 chapter 4.
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conditions required to achieve greater efficiency. One obvious issue on which there is
a dearth of evidence is the effect that merging universities is likely to have on
subsequent efficiency.

UK HEIs have been under increagipressure since the HE sector has faced increased
competition for resources, both within the sector and from other sectors benefiting from
public money. As a result, UK HE has been under pressure to provide its services as
efficiently as possible, despitbe huge changes in size and structure. This is also the
case for the HE sectors of many other developed economies.

Mergers of HEIs have been seen as a potential response to the current drivers for change
in the HE sector (Browne, 2010). There is an etgiem that mergers should result in
increased efficiency. Despite the apparent importance of mergers as a policy tool for
adapting to failure, there is very little research into the precise effects on efficiency of
mergers in HE. The results in the privagector are not very promising since they
suggest that approximately 5D percent of mergers fail or do not deliver on the
anticipated benefits. It is clear that there is a need for more detailed study on the
efficiency effects of mergers in HE, so exdem research on the existing literature will

be of great interest as a first step.

Mergers can be described as a combination of two or more organisations or institutions,
either to create one new organisation, or to retain the identity of one of theabrigi
organisations. In the English literature on university mergers, two mainstream concepts
are synonymouis mergers and/or amalgamatidrsoth of which reflect the merging of

two or more previously separate institutions into a new single institution yBkod
1999). In UK HE, there have been two key periods of intense merger activity, the first
between the late 1980s and the early 1990s and the second from the late 1990s to the
early 2000s. It is anticipated that a new phase of mergers is imminent doe to t
recession or in response to other political pressures. Consequently, financial and/or
political imperatives may make mergers unavoidalrihanandMeek, 2002).

In terms of the benefits of mergers in HE, there is no clear answer on the success of the
merger process. There are certainly factors, such as leadership, strategic planning, a
welldevel oped net wor k, and a guoi thatgvedna nc e
advantage to some mergers to be successful (Skodvin, 1999). However, mergers are
costly in terms of money and resources; therefore, undertaking a merger for financial
reasons alone is a significant risk. The shenn benefits seem to be insignificant, and

the longterm benefits take many more years than expected to develop.

Skodvin (1999 tried to elaborate on the experiences of mergers in HE in Australia, the
US, and some western European countries, and discriminated between forced and
voluntary mergers. The author found that there are two reasons why mergers take place,
either as a redion to educational policy, or as a result of competition between HEIs.
The driving force behind mergers is usually the fear of weakened general access to
resources, which tends to motivate voluntary mergers. Some voluntary mergers in HE
can be seen in thdetherlands, the US, Sweden, and Canada. Between the different
regions, there are similarities and dissimilarities in terms of the reasons for merging.
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In addition, the reasons why the decision to merge is taken are justified. A natural
explanation is thait is generally considered more advantageous than disadvantageous.
The paper by Skodvin (1999) reported mergers that had been resolved under financial
exigency, or even following more strategic reasons such as ambitions to improve an
i nstit utoniath® HE hgrarshy. {fThese institutional changes, as well as the
organisational modifications that stem from mergers, attempt to increase efficiency or
improve performance indexes, as well as improve the ranking of a univertiiy,
nationally or regnally.

The administrative, economic, and academic gains are the dominant goals of forming
more efficient institutions in which money can be saved by constraining superficial
expenditures. The merger process may contain small or large problems orts;onflic
hence, Skodvin offers a transparent dissection between the integration and
diversification strategy of merging. The former focuses more on academic integration
and cooperation (such as creating new idtsciplinary programmes) and is somehow
more comroversial than the latter, which tends to diversify the academic profile of the
newly formed institution when two or more complimentary participants are joined.

Finally, Skodvin (1999) analyses the merger process from a theoretical point of view,
and identifies the key points of success or failure. A clear answer to the question of
whether mergers lead to success or failure is attempted. According to the paper, the
answer depends on to whom one is talking, and the stance and perspective that one
takes. Inthis context of clarifying the successful merger, there are three main types of
similarity that may be recognised between the counterfpatshe merging partners)

Firstly, there is a clear quest for structural and cultural similarities in casesgcim tivé
institutions involved in the merger tend to be unequal partners. In addition, geographical
proximity seems to have a vital role in successful mergers, since the closer the
institutions, the more successful the merger. Secondly, voluntary mergdrtotee

more successful than forced mergers, which lack positive profitability. Finally, mergers
can occur as a reaction to public policies or competitive changes within HEIs, or a quest
for increased economic and administrative efficiency, which armée objectives in

the education sector. There is a distinction between academic and economic objectives,
since mergers that arise for academic reasons may struggle to achieve administrative
and efficiency gains. However those efficiency improvements roglyerealised at all

and in the opposite case they may take time to achieve their goal. Therefore, there are
problems in assessing merger success, if mergers have multiple objectives.

Experiences from the US, Australia, and the Netherlands reveal thia, short term,

many resources are required, as well as constructive planning before, during, and after
the merger. Only in the long term are the results clear. Consequently, mergers between
HEIs can be considered a dynamic process that induces chamngiesamganisational
relations.

Botha (2001) constructed a useful and analytical theoretical model, presenting the
principles and a navigation scheme beyond the merger process. He suggests that, when
considering a merger, both structural and process Isiaded to be used. In this model,
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the basic assumption is that the envisaged merger is not a forced one, but a merger of
choice. This model is a stdgy-step process model, wherein each step has its own
criteria to identify potential merger partners awodatrange them in priority order.
However, according to the author, merging is a complex process, with much opportunity
for failure, and this should be taken into account.

In a more recent study by Harman and Harman (2003), mergers seem to have been
succesful, especially in the context of fragmentation and-wiable HEIs; the authors
identified potential and substantial leteym benefits. Mergers work better if they are
voluntary rather than imposed and if there are fewer institutions to merge. The same
was found in voluntary mergers by Skodvin (1999). Within national systems of HE, a
need for increased efficiency and effectiveness, particularly in the context of rapid
enrolment expansion, may be the primary driver for mergers. Mergers may take a
variety of different forms, in particular following patterns of structures that are more
likely to be successful. Harman and Harman (2003), classified five different merger
forms. However, there is no clear justification of how this clarification arose.

Cultural dfferences are pointed out by Harman and Harman (2003) along five
dimensions and, more specifically, academic roles, professional loyalties, teaching
versus research, reward structures, and styles of governance that are typically evident
in universities ad HE colleges. Finally, the authors underline the important and definite
role of governments and government agencies, which play a highly constructive support
role in merger planning and implementation, in various dimensions and, more
significantly, throutp imposing and enacting the relevant legislation. The negotiation
process in mergers should be-faaching in order to be acceptable to all parties, but
this does not mean that negotiations should be achieved without due attention to
principles.

The theoetical background of mergers has been extensively researched over the last
decade. Different types and forms of merger, as well as reasons and strategic plans
beyond mergers, exist. However, of primary importance are the more empirical studies,
which may bcus more on actual results and performance indexes stemming from the
institutions pre and postmerger. The number of purely empirical papers that present
results pre and postmerger in the HE sector are limited; however, they are very
common in other &lds, especially in the banking and health sectors. The methods
applied in these sectors can be transferred to the university sector to assess the effects
on efficiency stemming from merger activity.

Hu and Liang (2008) investigated dynamic changes inrésearch productivity of
Chinese HEIs before and after merging. They opted to estimate a Malmquist index as
well as the total factor productivity change indexes both gnd posimerger. In this

study, the research sample covered 25 universities. Thevdafangitudinally for four

years between 1999 and 2002, i.e. one year before the merger, the merging year (2000),
and the two years following the merger. The authors underline the significant upward
changes in the TFP index, as well as the catebhpmgfect and the scale effect that
many universities achieved, to a certain extent, in the years after the merger. The authors
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tried to decompose the TFP change index into technological change (TC), pure technical
efficiency change (PTECand scale efficiencychange (SEC). According to the
findings, technological advancement contributes to the enhancement of overall
scientific research productivity.

Therefore, universities should take advantage of the opportunity of institutional mergers
to establish reasonabdevelopmental strategies, and to boost their overall scientific
research productivity promotion. The total scientific research productivity (TFP)
fluctuation is large, which means that merger results are uncertain and ambiguous in
terms of reform. Howeve the authors suggest that final evaluation of a merger in
efficiency terms one or two years after it has taken place is not aleasjible. This is

owe tothe newly formed university becomes a rather complex system. The main
problem with this paper ifi¢ small sample relative to inputs and outputs, and the lack
of information on how prenerger data was selected (i.e. the sample size was 25 both
pre- and posimerger).

Mao et al. (2009) examined the efficiency of university mergers from the perspective

of knowledge production. They calculated the Z score, which represents the change of
comprehensive research (Z smeogederstgutiomse an)
and found that the Z score of merged CUs (colleges and universities) has increased year
onyear since 2002, whi ch means that t he
universities has improved. By comparing the Z score of merged CUs to that-of non
merged CUs, they found that merger reform had a positive influence on improvements

in research apabilities.

They also conducted a comparative analysis of the annual factor scores of the
universities, for which the main methodological approach used was time series analysis.
The comparison of different years was conducted using the single factanoeari
analysis method. The actual goal here was a comparison of the research capability
different universities in different years, especially-amed posimerger. At a later stage,

the authors also tried to compare merged andmerged universities. Thenalysis

here was again based on the annual factor scores of the merged andrged CUs,

using multifactor variance analysis, named LSD (least significant difference)-&hd S

K (q test), which are useful tests to compare the research capability ofinaejaon

merged universities in the prand posimerger periods, i.e. comparison of groups. The
findings indicated that, by the end of 2005, mergers had a positive impact on
universitiesd knowledge productioged si nce
and normerged institutions had increased over the years. Additionally, the Z score of
merged universities showed a greater increase than that of tmeanged universities.

Johnes (2014) used the DEA and SFA methods of estimation to utilise art outpu
distance function environment that incorporated measures of both quantity and quality
of teaching and research inputs and outputs overyaaBperiod. The advantage of this
study is that it compared the efficiency estimates derived from various estimat
methods, and used the results to provide guidance for researchers, managers, and policy
makers on undertaking efficiency studies. The conclusions derived from this study
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suggest that the estimation methods matter only in terms of the discriminati@ebet

the very highestand lowesiperforming universities, since those in the middle are not
significantly different in terms of the method used. In terms of the merger activity,
institutions that had engaged in a merger presented higher efficiency swordbe
average of the nemerged. Consequently, these findings enforce the perspective that
increased efficiency is the result of merger activity rather than a crisis in efficiency
causing the merger. However, the results involve a caveat, since tbieneffi
differences may stem from the wide discrepancy between the three different types (pre
1992, postl992, and former colleges) of HEIs and not due to mergers.

A relatively new contribution to the literature on mergers is by Johnes (2010). In this
working paper, the merger activity is examined in terms of efficiency. There are two
main questions in this study, which mainly explores which types of institution (in terms
of efficiency) are involved in mergers, and examines the effect (in terms of efficiency
of mergers. Also, the lowesand highesefficiency quartiles are compared in each
group of institutions. The main methodology used in the paper is a parametric technique
that allows for stochastic errors, since the main purpose here is the estinfidtien o
parameters as well as to derive measures of substitutability and computing efficiency
scores. The findings here suggest that the typical university involved in a merger has
efficiency scores similar to the average fmarging university. The typicgbost
merger HEI is significantly more efficient compared to themerger period or nen
merged HEIs. Therefore, mergers between adequately performing institutions seem to
have a beneficial effect on efficiency.

In a recent survey of university vice chatiors in the UK, 56 percent of respondents
were reasonably or very confident that the UK would see significant rationalisation
through HEI mergers and takeovers in the next five to 10 yBarall andWoodgates,
2014) However, while policy has pointed increasingly to HEIs specialising in their
comparative strengthsuch as research or teach{@asset al., 2006)very little work

of a statistical naturéas been undertaken to evaluate the impact on efficiency of
mergers in HE. Assessing the efficiency levels of HEIs is not a current trend in the
literature. What is actually considered as novel are the implications of mergers on
efficiency levels in the pgFmerger period.

4.3 Data Outline

In this study, he data covera 17 year period from 1997 to 201213. The data
contairs information about all English publicly funded HEIs. The sample is an
unbabnced panel of data, for various reasons. R&mergrs took place among HEIs
during the study period. Due to the adoption of the merger regimaenew institution
has been treated as a completely new entityout being connected its counterpart
institutions which had been mergeghrlier to create thnew entity This approach has
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previously followed by Cuesta and Orea, (2003gcond in the period under
examining some nevwHEIs penetrated the sector. Bleeunitswerenewly-formed and

had not exised previously. Finally, there are some deductionsthie number of
institutions utilised in the study sint@ur HEIs were removed entirely from the sample:
the Open University was removed because of its large sizéhanshique nature ots
teaching provision; the Universitgf London (nstitutes and aatities) was also
excluded on the grounds that the composition of the component HEIs recorded under
this umbrella changed over tintae University of Buckingham was deleteddaeise it

is not publicly fundedand Heythrop Collegeras not used in the dal@cause it only
became publicly funded during the time period under consideration. The number of
HEIs included in each year therefore varfiesn 138 in 199607 to 125 in201213,

after a number of mergers, new establishmentsomplete closures, so thengatotals

2,197 observations.

4.3.1 Data

The input and output variables used in this studgeconstructed from annual statistics
for all HEIs in England published IYESA. HESA cdlects a range of datérom UK
universities, HE colleges and othaternaively funded providers of HEevery year
The main body of the dataset from 19®6to 2@M8-09 wasused previously byohnes
(2014). In this studya fouryear extension of the whole datasets madeadding years
200910 to 201213.

In generalHEIs are sen to use labour,capit@dnd 6r aw material sé to
researchand third mission activityand we specify the inputs and outputs to align with

this general model. In this studfive measures of inputs have been specifibe

number of fulitime equivalent (FTE) undergraduates (UGINPUT) #reinumber of

FTE postgraduates (PGINPUT) e pr esent the institution's
inputs.

These inputs develop some variation by institution in terms of quality on entry;
however quality issuesare not within the scope dis study due to the limitations of
finding representative weights for quality assessridassy, 2011). Quality evaluation

in both inputs and outputs &significantissue in the literature. Common proxies of
qualityin literature are the input prices. Howeyviitis aspect cannot serve as a measure
of valuesince the transactions under which psiege generated are questionablee

to the uncompetitive nature of markets as well as the absence of sufficient infarmatio
diffusion, pricesdo not convert tappropriate kind of valueneeded for weighting
productivity and efficiency metrigdvassy, 2011).

An alternativeapproach to price involvementts measue the quality directly and use
the results to adjust the injsutand outputs. Inputs and outputs, in this caseadjusted
to reflect their relative values in production and their relative values to users,
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respectively. Due to differentiations in the quality measured by each institution or
group of institutiors, the comparison of productivity and efficiency statistics may be
incompatible. Therefore, national quality metwadl needto be developed, to be used
for benchmarking and accountability before direct quality adjustments. In the field of
HE, there aresome attemptdo take into acount the quality component ithe
production function, (Athanassopoulos and Shale, 1BEgg et al., 2004; Carrington

et al., 2005Bonaccorsi et al., 2006:u and Lu, 2006Flegg and Allen, 2007; gasisti

and Salerno, 2007Abramo et al. 2008Agasisti and PereEsparrells, 2010; Johnes
2012). A potential drawback of the model considered in this application is the lack of
guality measurgparticularly forteaching inputs and outputs. However, since quality is
likely to vay between HEIs butemain relatively stable over time, the random effects
estimation model applied in the second stage takes into account unobserved
heterogeneity from all sourcaacluding quality differences

The number of academic staff (STAFF) is cédted by the number of futime
academic staff plus 0.5 times the number of-paré staff, employed iWK HEIs. The
expenditureon administration and central services (ADMIN) involves expenditure in
respect of central administrative staff, faculty odfis and other administrative work

and as suchrepresents the administrative staff inpiitThis category also includes
expenditure associated with the running costs of an administrative computer system and
the cost of other facilities or general edusasl expenditure. Finally, capital inputs are
measured by expenditure on library, computira;mmd other learning resources
(ACSERV).

With respect to the output measures, there are three outputs included in this model.
There are two measures oétteachingutput. The firsts the number of undergraduate

first degree qualificatios (UGOUTPUT) and the secoisdthe number of postgraduate
degree qualifications (PGOUTPUT). The research wuip covered by income
received for research purposes. research gnts and contracts (RESEARCH). The

use of research income to measure research output has been questioned on the premise
that it is an input rather than an output. The justification for using such a measure to
reflect research output is threefold. Firgti s a curr ent measur e
research reputation and quality since research grants are competitively won., #econd

is easily available and is generally accepted as a reflection of research outpuit Third

is typically highly correlatedvith publications and citatiomeasures which might be
considered more appropriate reflections of research o(tphhes and Johnez013)

It also has the advantaghat it is more current, whergasblications ad citations are
inevitably backwardooking in natureTherefore,the choice of research grards a
measure bresearch output has been maihee it is not vulnerable to time lags between

the input usd in the production processd the output stemmingoim the process.,lt
therefore provides and captures the most current trendthe research output of
universities in each academic year (Flegg eRal04; Flegg and Aller2007a; 2007b;
Worthington and Lee2008; Worthington and Higgs2011). Other reasures of

123t represents academic and razademic labour inputeespectively
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research activity, such as number of publications, citation coampsitents, are prone
to lag differentiation between the research time and the publication timeglsodre
not easily available.

The variablesthatcontain values in pound8DMIN), (RESEARCH) and (ACSERYV)

are deflated to December 2012 values using a consumer price index for the UK
economy publishedy OECD.StatExtracts (an orgaai®n for economic cooperation

and development), since the HE pay and prices index for UKersgiilesno longer
providesdata. This particular specification of inputs and outputs is open to criticism
and we address these in the following. Here, both students as inputs and graduates as
outputs have been included in thedel, in an attempt to covarcidences of non
completion of studies at both postgraduate or undergraduats, lewelalso to capture

the effect of correlation between postgraéuand undergraduateaching inputs and
outputs respectivel({HEFCE 2010; HESA 2013).

Subject differaces between universities are not reflected in either teaching or research
outputs. The reason why aggregation of outputs by broad subject areas is applied is the
avoidance of missing a lot of degrees of freedom in the DEA model. Howteeer
inclusion ofHEI-type dummies in the second stage of analysis, alfowexploration

of the interuniversity variations in the subject mix, which can be also traced via the
DEA weights in the first stag&hich are unigue to each DMU in the dataset.

Another dimensiorof English HEare the three different types of HEAIthough in
current HE the legal status of each type of institution is diverse and can take different
forms interms oforigin, size and organisation, they share some common characteristics
of being Committee of University Chairs [CUCTCUC, 2009):

1 Legally independent corporate institutions

1 Bodies with charitable status

1 Accourtable through a governing body tlarries ultimate responsibility for
all aspects of the institution.

First, pre1992 HEls are traditional universitighat had university status prior to the
Further and Higher Education Act of 1992. The structure of governance for each
university is laid down in the instruments of its incorporationlikénother types of
institution, theyundertake teaching (undergraduate and postgraduate) and research in a
whole range of subjectmcluding medical and veterinary sciences (Johnes, 2014). The
second group of podt992 HEIs are former polytechnics. The Further and Higher
Education Act 1992nabled these institutions to award degrees in their own right, and
to acquire the title of university. The third group of HEIs are instituttbasare, or

have recently been, university colleges and colleges of HiE use of the title of
AJniversity Mllegsd i ndi cates that the coll ege has
own degrees. Since 2003, these colleges have been allowed to apply for university (and
degreeawarding) status. Some of these HEIs are specialist institutions concentrating on
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a paticular discipline. The colleges can be divided into two groups: general colleges
and specialist colleges. General colleges nbynadfer a range of courses thaay be
narrower than in the universities. Their curriculum emphasis is on business,
managemen humanitiesand education (CUQR009).

Finally, we do not include a measure of third mission activity in our first stage model.

While theHE Business and Community Interaction Supw@guced by HESA provides

a vast array of data from which measuressouni ver si ti esd third m
be constructed, the dais only available from 20089 onwards. We areherefore,

unable to include a measure of this output in the DEA model, and leave the exploration

of the possible effects of this to thecend stage.

4.4 Descriptive Statistics Aalysis

Full definitions of the first stage inputs and outputs are provideggandix B chapter

4, while descriptive statistics for the inputs and outputs used in the DEA are presented

in Table 1. On average, ovie study period, HEIs produtmore than D00 graduates

from postgraduate degrees, oveés(D graduates from undergraduate degraed just

over A7 2 resdarch. These weproduced from nearly,@00 postgraduate
students, ;000 undergraduate850 FTE staffandA19 mi | | i on spent on
and A10.5 million on academic services.

Descriptive statistics for the inputs and outputs used in the DEA are presented in Table

1. On average HEIs produce more thg@00 graduates from postgradeiategrees and

over 2500 undergraduates graduated these 17 years. Turning to the research output,
institutions received on average just ove
by raw materials and labour (staff) involved in the HE productiongss accumulate
approximately in D00 postgraduateand 7000 undergraduateplus 850 members of

full- and partime academic staff. Expenditures on academic and adratn®

services by universities reached more thah 0 . F19 aniliah, respectiely.

Table 1: Descriptive datistics of the data used irthe DEA

Descriptive Statistics from 1996/1997 to 2012/2013

Number of Observations=2197

Variable Mean Std. Deviation
OUTPUTS

PGOUTPUT 1,142.40 1,054.48
UGOUTPUT 2,572.94 2,062.10
RESEARCH 22942.53 50,54.13
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INPUTS

PGINPUT 1,881.77 1,647.22
UGIPNPUT 6,853.22 5303.32
STAFF 845.23 872.76
ACSERV 10,499.77 10,182.90
ADMIN 18,872.28 16,433.89

Note: All input and output variables measured in monetary valuessfiaded to December 2012 values using a consumer price
index for the UK economy. Full definitions tife variables are provided in appendixch@pter 4.

According to Figure 1 andidure 2 there wasan upward overall trend with respect to

both inputs anautputs over timeOnly the research output seentediemonstrate a
downward traed after the academic year 2009,reachinpn peak of A 92. 5
averge. From 2010 onwards, there v@asignificantdownward trengfalling to nearly

A74 million in 2013. The plateaumof research output since 2000 is likelyto bea
consequence of the effect of the financial crisis on public expenditure. Expenditure on
total administration and central servisasva gradual risentil the academic year 2008

09. Inthis particular academic period the expenditure toseear | 'y A27 mi | | i
average, and maintain this pacsil 2013.

Figure 1: Mean values of outputs used iDEA for the period 199697 to 201213
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Figure 2: Mean values of inputs used iDEA for the period 199697 to 201213
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Generally the total volume of inputs and outg over the explored periodisplayed
upward trendshowever, these have bebass significant in the past four academic
yeas. These years after thadincial economic crisis of 20@® tend to be more stable
compared to the rapidly growing modes of the previous years. In addition the
discrepancy amonthe standard deviation numbers established the wiebeisting
diversity beween the HEIs in Enghd not only in size but alsotine acquired research
grants. InTable 2further insighinto the inputs and outputs of HEIs by type is provided,
takinga further step in the analysis.

Table 2: Descriptive stdistics by type of HEI from 1996-97 to 201213

Descriptive Statistics by Type from 1996/1997 to 2012/2013

Number of Observations=2,197

Type of Post 1992 HElIs (n= Pre 1992 Hels (n=894) Colleges of Hgher
University 532 Education (n=771)
Variable(s) Mean Std. Mean Std. Mean Std.

Deviation Deviation Deviation
OUTPUTS

PGOUTPUT 1,439.71 740.74 1,644.69 1,186.80 354.82 429.19
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UGOUTPUT  4,84801 1,555.24 2,440.82 1,744.73 1,155.80 1,148.63

RESEARCH 4,991.84 4628.96 5203544 69,606.37 1,594.55 7,19.98

INPUTS

PGINPUT 2,288.93 887.04 2,760.25 1,874.81 582.19 646.24

UGIPNPUT 1163305  3,678.68 7,526.35 5,207.19 2,774.55 2,542.60

STAFF 925.93 291.74 1,319.61  1,112.72 239.50 211.16
ACSERV 1349174 6,224.2 1474421 12400.74 3513.80 3,833.28
ADMIN 24,007.24 1008317 25419.71 2011227 7,737.14 6,233.71

The number of universities under the umbrellthef pe-1992 universitiesaries from
55 institutionsin 199697 to51 institutions in 20143, revealing that this category is
large in sizecompared to almost5 former colleges of HEand only 32 oraverage
post1992 institutionspread throughout the seventeen years of examin@tideeper
examination reveals that the amount of inpangl outputs tended to be higher in the
pre-1992universities. There are cases in which this discrepancy betweereth@3?
universities and former colleges more than doupledich as the number of
undergraduateproduced, and, in some cases the discreparay tripled such as the
acquired volume foresearch grants.hE research income obtained in-A@892 HEIls
also outperformed the pe$092 HEIswhich sizewas on average halved.

Two additicmal points of review are firstthe number of undergradeastudents
obtaining a degree inogtHEIs, wastwo times the numbeof undergraduate students
graduating from pe-1992 HEIs and second, the almost equalel of admiristrative
expenditures in both prand pst1992 HEIs despite their fundamental differences.
The inputs and outputs produced as altot the production activities held in eagpé
reveal a huge gap between {4@92 and thedrmer colleges of HEn terms of both
inputs utilisation and output generatiollost of the uneven descriptive characteristics
observed on the different types dam attributed mainly in the special characteristics
and activitieseach HEIdevelops.

However what remains stillague are the descriptive dynamics of the merged HElIs
compared to those nanerged. Therefore, in table 3 some descriptive information is
offered so as to inform the reader on how inputs and outputs have degblioyegh the

years for those taking the decision to merge (before and after the merger) and those kept
the same status.
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Table 3: Descriptive statistics by satus of HEI from 1996-97 to 201213

Descriptive Statistics by Status from 1996/1997 to 2012/2013

Number of Observations=2,197

Statusof Merged HEls Non-merged HEIs Pre-merged HEIs

University (n=268) (n=1651) (n=278)

Variable(s) Mean Std Mean Std. Mean Std.
Deviation Deviation Deviation

OUTPUTS

PGOUTPUT 2,170.84 1,423.44 1,068.75 915.41 588.33 711.88

UGOUTPUT 4,095.53 2,068.75 2,450.47  1,944.93 1,832.43 2,042.18

RESEARCH 74,025.72 95,931.38 16,451.78 36,116.48 12,244.45 29,84.63

INPUTS

PGINPUT 3,468.78  2,258.28 1,752.43  1,398.23 1,119.95 1,352.95

UGIPNPUT  10,896.48 5,257.72 6,529.14  5,030.05 4,880.04 5,026.16

STAFF 1,733.78  1,313.77 738.65 664.35 621.64 929.63

ACSERV 20,332.77 13,596.05 9,643.86 8899.30 6,103.52  7,402.85

ADMIN 36,637.36 23,696.54 17,335.05 13,556.43 10,875.62 11,023.73

The first point of interest in table 3 is taeerage supremacy on the values of both inputs
and outputs used and produced on a typical merged univi@slitynn 1)compared to
those being subject to merggolumn 5) This is an obviougact in the produced
outputswhere the difference the number of graduates (both PGs and UGs) on merged
HEIls is quadruple the number of thagaduated fronmstitutions imminent to merger.
The research output is the one with the widest difference sincatfdd (74,025.72)

the amount of monengeceived in a typical university prone to merger (12,244 A%k

isan indicatonofamor e act i ve ddlowingaonerger.6 system

Howeve thehigh standard deviation mealigrally-that the average variation around

the mean is larg€5,931.38) Since there is no objective standard for small and large
standard deviations, we can only judge whether the average deviation is small or large
depending on context so according to the min and max values observeiff¢nésce

might be a matter of the fact adxtreme valuesather than a broadly difference.
Therefore, we still do not know how and if those higher rates affect subsequent
organizatonal performance, nor do we fully are certain what is responsible for the
variance
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Though what has to be mentioned here is the same supremacy in terms of inputs
utilization and output production on the merged HEIs relative to themeyged units.
Spedfically, the inputs usage is showed to be in a triple largest scale of operation with
the merged units to employ on overage more than 1,700 salaried emplidyieas an
interesting fact against public perceptiomBich traditionally associate mergersadan
acquisitions with employment losses. Also some interesting features of discussion are
raised regarding the number of different aspects can affect the scale of job losses besides
mergers.

The inputssnapshotsegardingacademic and administrative expdndes on merged

units remain higher indicating an even moregrevalent role of administration and
academic servicas the postmerger periodThis is a point of great interest since the
underlay mechanism of cost savings can arise from economies ofretatmae. When
universities merge, administrative costs can be spread over increased outputs, buildings
or sites can be shed leading to lower maintenance and capital costs and small duplicate
programmes across separate institutions can be eliminatedingllstaff costs to be
spread over more studergf®hnes, 2016)50 an increase in administrative costs might
lead to greater academic efficiency if it frees up staff time (Hogan, 2Bb¥jever,

despite the interesting points raised by the descriptiveysisaliditiond research

should aim to understand bdtie origins and consequendeBowing HEIs mergers.

4.5 Methodological Approach

The analysisvasperformed into two stages. In the first stagéciency scores for the
pooled model were derived, byapplying the non-parametric technique, dDEA.
Consequentlyan intertemporal efficiency frontier covering all units in all years was
estimated; this means a single DEA frontier (pod)th\) for estimating technical
efficiency. In the second stageariaion in HE efficiencyis explained through a
multivariate regression analysis model withergeb being one of the independent
variables.

4.5.1 First Stage

The first aspect when discussing DEA is the fundamental assunoptioeabsence of
acausal relation étween coincident inpubutput levels in DEA models develegto

date. The single period assessment (static DEA model) fails in the presence-of inter
tempoal input output dependencies; therefore, Emrouznejad and Thanassoulis (2005)
developed ayhamic DEAmodelfor the HE sector. In this transformative DEA model,
the problem othe lack of correspondence between coinoidieput output levels is
overcome by establishing an intemporal relationship betweémputs and outputs in
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HE. Consequently, the awts tried to assess the dependencies within the path of input
output levels generated by a DMU. Despite the signals of volatilities in the static model
in the presence of intéemporal effects, heyelue to limitations in the appropriate
length of the asssment window and on its subdigisinto periods in order to gaan
accurate masure of performance, the choseadelis the static one.

A second aspect pertaining to the specification of the model is the overtime efficiency
and how prodctivity and eficiency changesan be captured intéemporally. Within

the 17 years of examination, it might be possible for HEIs to undergo some productivity
changes, either due to efficiency changes that lead to movements in relation to the
frontier or due to technofly improvements, which lead to a shift in the shdpmdier.

The DEA model iestimated initially using a common frontier (poclB#A) and in a

later stage by taking a ain-year approach, so technologichange can be feasible in

this cae. Attentim should be paid téhe withinyear approach since the dramat
reduction in the sample sizmay provide inaccurate and overestimated efficiency
measuregAlirezaeeet al, 1998. According tothe findings of previous studidsy
(Flegget al, 2004andJohnes2008 the poductivity improvements ifEnglish HE can

be attributedo technologicahdvancesiather thartechnical efficiency, but even these
advances in technology cannot account for dramatic or fundamental changes through
the years.

To sum up, in this firsstage a DEA model utilised to assess the TE of English
universities. An underlying assumption of production analysis is that technology is
constant for the period over which the production relationship is being estimated. Over
a long period of time, this assumptiorgisestionable. Weherefore address the issue

of time as follows. We estimate the DEA model assuming a common production frontier
over time (i.e. common technology throughout the study petfdt).the second stage

we include time dummies (see next saa}ito dlow for efficiency differences caused

by technological changever time.

We use a CRS DEA model as the resulting efficiency score incorporates inefficiencies
dueto both size of operations and managerial competence, and efficiency benefits from
merges are likely to arisédrom either of theseln this stage, DEA provides a useful
insight in terms of the TE of the universi@at timeo, so, according to the initial notion
expressed by harnes(1978.
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Wheren denotes outputt (& pHB R ) produced by HEMQat time 6 (0
pB HY; and®w denotes input (¢ pMB ) used by HEIQin timed. The
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124 We could assume fro the outset that the production frontier changes over time and conduct the DEAyeihirthereby

allowing for technology change over time. Tdaveatof this approach is that the smaller sample size can bias the efficiency scores
upwards compared to @éhpooled estimation approaclohnes (2014jinds thatthe pooleeDEA is preferable fowithin-year
estimation because the resulting efficiencies are closely correlated with those derived from alternative parametricfmethods o
estimation.
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parametersd and® are the weights applieto outputd in time d and the weight
applied to input in time 0, respectively. The weights can be calculated for each HEI
(DMU) by maximisng efficiency subjecinto two restrictions:a) the weights must be
nonzero; b)the weights must be univetgéor a more detailed presentatiof the DEA
methodologysee Coelli et al.(2005). To make the efficiency ratios sensitive to the
input and output mixwe would have to weigthe inputsand outputdy their relative
values.Only after bothinputsandoutputsare weighted by relative values and costs,
does the ratio reflect one DMU as more efficient. The relative wéfghmseded to
value inputs (and outputs) are ofteot available. This ia fact in most of theervice
organizationsincluded HE In the absence of thoseeights, ratio analysis may be only
marginally helpful and possibly misleading in multhgetput, multipleinput
applicationgCooper et al., 2011Yhis inability to identify reliable relative weights for
different inputs and outputstits the ability to use operating ratios to gain insights into
ways to manage and improve performanideerefore DEA overcome this limitation
since ithas the ability taccesselative performancey incorporating multiple inputs
and outputs in their maral unitswhen such weights are natcessibldSherman and
Zue, 2006) This attributemakes DEA uniquely suited for evaluating many service
organizations and provideasid particularly effective in different service environments.

DEA is performedin the context ofboth CRS and VRS assumption of scale. The
university efficiencyis assessed in terms of a unit efficiency measure, so the universities
locatedatthe frontier are considered efficient in timand ranked with a unit efficiency
score. Consequently, for efficient DMUEE will be equaligd to unit:

YO O dn p
Although in the literature several conceptual framewaneproposed in an effort to
explain the dynamics of effiarey evaluationfocuson DEA. The vasmajority of
studies apply noparametric techniques due to the fact that DEA is the most well
established noparametric method in the field and does not have any prerequisite
assumptions regarding the functional fodlmthis first stepDEA efficiency estimates
are producedwith both constant and variable returns of scale, deploying an output
distance function. Both pooled and withiear DEA estimates are generatetus
bootstrapped estimates. Bootstrapping resltice degree of uncertainty since DEA
efficiencies get rid of the bias aatlthe same timeconfidence intervals are estimated
for them, recognising that our data is subject to random noise. The underlying logic is
based on repeated sampling from the olestrDEA efficiencies, so an empirical

sampling distributiotf® for the DEA efficiencies of units is constructechich is used
to estimate confidence intervals on the DEA efficiencies.

125Fyrther discussion on weights restrictions and value judgements in DEA is available by Alleng&73l. (1
126 The concept behind this method is that the bootstrap samples are to the original sample what the original sample is to the
population(Bissofi et al.2017)
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4.5.2 SecondStage

Let us denote the efficiency score of HBh time O estimated in the first stage byO .
In the second stagee are interested in the following relationship:

YO Q& hx I8 h
Whered M (B hx  represent a set of expldngy variable that mightaffect the
efficiency with which a HEI can convert its inputs into output$iere a twestage
approach is followed whethbe nonparametric estimates of productive efficiency are
regressed on environmental variables in a sestege proceder to account for
exogenous factors t hat mi g ht affect HE I
disadvantages of the twstage model have been well discussed earlier in chapter 3
section 3.6. Also a single bootstrap procedure is followed as proposed ea8ierdry

and Wilson (2007) so as to improve valid inference, and improve statistical efficiency
in the secongtage regression.

The data formma panel comprising English HEIs in each year of the study period and
this has the advantage that we can use in ¢cersl stage dedicated panel #Hta
estimation methodthat correct for unobserved heterogeneity across institutions (such
as quality).This analysis employs a random effects estimation method for two reasons:
the number of parameters to be estimated ike$arthan for a fixed effects model, thus
preserving both degrees of freedom and information; and it yields estimates of all
coefficients, including those of timevariant explanatory variables. The latter is a
particularly important point given that weeanterested in the effects of characteristics
such as merger and university typehich would not be estimated using fixed effects.
The modei?® estimated is specified as:

YO | Al b -

127 panel data isepeated measurements at different points in time on the same individtyualich as person, firm, state, country

or university as in our case. Panel data captuwéh variation over units, similar to regression on cssgion data, and variation

over time, since they have both cregstional and tinmieseries dimensions @neronand Trivedj 2010). Normally, panel data
includes U units observed dtyregular time periods. So there are two instances of balanced and unbalanced panel data, where in
the former case all units are observed in all time pef¥éds”Y for all Qand in the latter units are not observed in all time
periods’Y Y In this study the dasat is an unbalanced panel due to a number of mergers, new estaftisbmeomplete
closures occurrin@ these 17 years.

128 There arahree types of panel data modéke pooled model, the fixed effects, modell he random effect model. The pooled
model specifies fixed coefficients (usual assumption for a cross section model).This medwidus®y least square (OLS)
regression analysis ignoring the fact that the data are a panel; hence it will be avowed,isithe most restrictive panel data
model in the literatureThe fixed andandom effects models make different assumptionthe unobserved heterogeneity across
individualsb (Cameron and Trived2010). The main difference between the two models is whether the indisjkegific effect

U is correlated with the regressors or notthif is the caswe have a fixed effects model, since it allows for a limitedhfof
endogeneity, if they are not we have a random effects model. In the fixed effectbeas®r i 0 - andperméw to

be correlated with the timi@variant component of the error while continuing to be unccelated with the idiosyncratic errer .
Each individual has a different intercept term and the same slope parameters. The irspédifigleffectsd account for the
leftover variation in the dependent variable that cannot be explainia: bggressor@CameronandTrivedi, 2005).The random
effects model assumes that the individsécificeffects are distributed independently with the regressors so we includehe
error term. Each individual here has the same slope paranagitta composite errortedn 0 - . So hered s purely
random, where a stronger assumption usually imposed i8 that uncorrelated also with the regressors.
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0 - istheresidual

0x "O'0f®, is the timeinvarying unitspecific residual (random)

- x "O'0fh, is uncorrelated over time (idiosyncratic error)

& is thematrix ofk explanatory variables (not including a constant)

| is the intercept term denoting the mean of the unobserved heterogeneity

This analysis concentrates on a random effects model, since it yields estimates of all
coefficients angdhence margiral effects, even those of time invariant reggsers. The
modelcan be estimated by using a feasil#egralisedeast gjuares estimator (FGLS).

Correlation over time for a given unite. HEI, is assumed due to the fact that each unit
concentrate on the same kind of characteristics over tntewever there is
independence over units (HEI). Efficiency for the same university is correlated over
time, but it is independent across universities. Heare havea narrow panel with a
reasonably long time dimesion since it contains many time periods (17 academic
years) and many units (HEWith more than 120 English universities. In this second
stageof analysisthe variation in efficiency estimates of the first stage will be explained
by using a random eff¢s model with mergeservingas an independent variable.

The effect of merger is assessed in several distinct ways. First, a sinjphenger,
postmerger and nomerging distinction is made by including two dummy variables
(PREMERGER and POSTMERGBERPREMERGER takes the valwé 1 for HEIs that
will merge (in all time periods pridio merger), and zero otherwise; POSTMERGER
takes the valuef 1 for HEIs thathave merged (in all time periods following merger),
and zero otherwise. The comparison groythereforenonmerging HEIs. For reasons
previously outlined, we are unsueepriori, of the direction of the relationship between
POSTMERGER and efficiency.

In a separate modeke investigate the possibility that efficiency effects from merger
vary ove time by including the prenerger dummy (PREMERGER) combined with
dummy variables to reflect the year of merger (MERGE®R1) each of the four years
following the merger (MERGERt+1, MERGERt+2, MERGER, and MERGER{t+4)
Finally, we investigate the posdlby that efficiency prior to merger might also differ
over time and include (instead of the jpnerger dummy, PREMERGER) separate
dummy variables for three, two and one year prior to merger (MERGHRERGER#

2, and MERGER(L).

Subject differences betwea@ universities are not reflected in either teaching or research
outputs. It is possible that they are accounted for (at least to some extent) by the DEA
estimation method which allows each unit to be assessed relative to others with a similar
inpuf outputmix. Thus universities should not be disadvantaged by being different. In
addition, the random effects panel data estimation method allows foinvaéant
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unobserved heterogeneity between HEIs including subject mix differences. A further
exploration orthe possible effect of the subject mix of universities on their estimated
efficiency in several possible ways is possible.

First, we include the ratio othe number of students undertaking medicine and
veterinary studies to the total number of FTE stusl@dEDICINE). One hypothesis is

that these courses are longer and more resonteesive; thereforeraHEI with a
relatively large number of this type of students might appear less efficient than others.
A competing hypothesis is that these studentsfeea the most academically abeth

high entry scores, and this in turn has a positive effect on degree completion and
performance. Thys relatively high number of students in these subjects might have a
positive effect on efficiency.

Second, the congsition of the student body might be expected to affect efficiency. In
particular, a high proportion of overseas students might permit greater opportunities for
subsidisation of research, and this in turn might lead to greater measured efficiency in
our malel than would otherwise be the case. On the other hand, overseas students can
require greater resources to mentor through the English HE system, and could therefore
be negatively related to efficiency

Third, we include HEI type dummié® to represent pr&992 HEIs (PRE1992) and
post1992 HEIs (POST1992\hich are measured relative to the base group of former
colleges of HE. These are intended to reflect differences in mission both in terms of
outputs produced (research, teaching or third mission) amdferms of subject mix.

In some models we split the pt®92 grop of universities into RussellrGup HEIS®
(RUSSELL) and other pr2992 HEIs (OTHERPRE19923s the former have a strong
research mission.

The precise effect of HEI type on efficiency isfidifilt to predicta priori. Pre-1992

(and especially Russellr@up) HEIs might be involved in more resouingensive
activities andhence their efficiencies might appear low. On the other hand, these are
the universitieshatare likely to have the higtst quality inputs (not taken into account

in the DEA model) anchencethe greatest success at transforming inputs into oytputs
thus, Russell group universities appear as more efficient.

Funding sources have been found to be important in determiningrsity efficiency

and productivity (see, for examplBplli and Somogyi (201)) We include here the
proportion of income from the government in the form of funding body grants (GOVT)
in order to check whether aot source of funding affects efficiency. Previous research
suggests that this might have a positive effect on efficléh(§av 2012,2012; 2013)

129 These are timénvariant regressors since they aret (HEI) specific regressors that do not change over time

130 The current Russell Group universities can be found hére!/russellgroup.ac.uk/about/euniversities/

131 Evidence from the BA suggests that reliance on tuition revenue has a negative effect on operating eff@der2y13while
government funding has a positive effect on both operating efficiency and cost effi@anc012; 2013 public universities,

but a negative effect on codfieiency in private universitieSav 2012) However the funding systems for higher education in the
USA and England are different; mean proportion of income derived from government sources in the U3ais 2032; 2013)

It is therefore difficult to predict the direction of theesft will be similar in English higher education. The increased competitive
pressures caused by receiving a lower shiiecome from government sourc@d hence a greater share from student fees, for
example) might have a positive effect on efficiency.
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Finally, we include in the main analysis time dummies to allow for shifts in the frontier
over time. Previous studies have foundreases in pragttivity in English HE(Flegg

et al, 2004; Johnex2008; 2014)positive effect on efficiency in the USA (Sav 2012
2013), but negative in a European context (Wolsz&2afacz andParteka 2011)

Finally, we include the total number of FTE students (and its square) to examine
whether efficiency is related to the size of the university. The square is included to
assess whether the relationship is-tinear. Sg the size variablés divided by 1000

to find the coeficient that looks more sensible. Thiseansthat thesize squareds
divided by 1000000

Variablesthat might also affect the efficiency of HEIs include the involvement of the
institution in overseas campuses and the production of third mission output.
Unfortunately data forthe construction of possible measures of thesenly available

from 200809 onwards. Terefore we end the empirical work with a preliminary
analysis of the possible effects of these variables m@stricted data set from 2608

to 201213, which precluds theinclusion of merger dummies (since few happened
during this period). We construct for each HEI the ratio of students studying in overseas
campuses tdhe total number of students WK institution (OVERSEAS}3? We
hypothesiséhat universities with considerable involvement overseas might have lower
efficiency, all else being equal. We test two possible measures of third mission
activity:133 the first is the proportion of total income from continuing professional
development (CPPcourses and continuing education (CE) (INCOMECPDG@EY

the second ishe proportion of total income from technology transfer and innovation
(INCOMETT).1** We might expect that universities with a strong third mission
component will appear less efficidiaeteris paribugin the first stage because the DEA
model does not take into account their third mission contribution.

Full definitions of all the variables in the second stage aisadys provided in appendix

17 dhapter 4. Descriptive statistics for thecond g&ge variables can be found abte

3. These confirmshe diversity observed in the English HE sector (Saeaioet al.
(2011)for more on the diverse nature of the UK HE sector). For example, while the
typical HEI has nearly, 900 students, this varies from under 300 to near)9&b

132 Dye to data limitations the number of students studying overseas is not available for the whole examination period, Therefore
their effect will be assessed in a nested period of time including years afted2007

133 These activities are the main vehidter the generation, use, application and exploitation of knowledge, generated in the
university framework. It also includes other university capabilities outside academic environments, and distinct frdivitese ac

of teaching and research (HESA, 2p14

134 See appendix 17hapter 4 for more detail.
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Table 4: Descriptive datistics of the explanatory variables of he second stage model

Descriptive Statistics from 1996/1997 to 2012/2013

Variable Mean  Std.Deviation Minimum  Maximum Cases Missing
values

INCOMETT 0.049 0.048 0.0 0.295 629 1568
INCOMECPDCE 0.024 0.034 0.0 0.332 629 1568
GOVT 0.413 0.130 0.0 0.842 2197 0

SIZE 8.732 6.661 0.026 35.86 2197 0
MEDICINE 0.053 0.192 0.0 1.984 2197 0
OVERSEAS 0.193 1.36 0.0 21.10 756 1441

Note: See appendix 1 hapter 4 for definitions of variables

4.6 Results

4.6.1 First Stage Results

As mentioneckarlier,in the first stagef this study efficiency estimates for more than
130 English public universitiesvere calculated by applying a nofparametric
estimation technique (DEA) assuming an output distance function in ainpulti
multi-output space. Increased variatwasdisovered around the parametric estimates
produced in this stagenot only over the years but also between the different
assumptions of the DEA modé.g. VRS or CRS, pooleeDEA versus withiayear
DEA).

Table 5: Pooled and within -year average efficiency of English HEIs performed by DEA

Mean Efficiencies of English Universities

YEAR Pooled  Within-year Pooled Within-year  Bootstrapped Bootstrapped
DEA DEA
DEA CRS DEAVRS DEA DEA
CRS VRS
CRS VRS
19961997 0.610 0.907 0.764 0.945 0.624 0.736
19971998  0.609 0.885 0.762 0.924 0.614 0.737
19981999 0.600 0.909 0.752 0.944 0.607 0.721
19992000 0.599 0.884 0.744 0.929 0.614 0.720
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20062001 0.630 0.836 0.772 0.903 0.645 0.742

20012002 0.640 0.786 0.776 0.926 0.660 0.757
20022003 0.660 0.804 0.789 0.913 0.683 0.770
20032004 0.678 0.796 0.801 0.892 0.703 0.779
20042005 0.682 0.780 0.806 0.897 0.705 0.777
20052006  0.685 0.831 0.818 0.912 0.706 0.790
20062007 0.682 0.807 0.813 0.910 0.702 0.790
20072008 0.679 0.806 0.809 0.880 0.697 0.776
20082009 0.663 0.832 0.793 0.903 0.686 0.758
20092010 0.677 0.839 0.805 0.913 0.693 0.762
20102011 0.702 0.866 0.833 0.911 0.726 0.790
20112012 0.716 0.863 0.838 0.924 0.756 0.805
20122013 0.693 0.876 0.812 0.927 0.709 0.777

Ovenall, therehas beeran increased tendentywardsefficiency impovements over

the past 17 years, asvealedn the pooleedDEA estimates either under CRS or VRS,
with the latter being indeed higher than the former. This is not the case for the within
yearestimates, whichdespitébeing higher thathe pooleeDEA estimatestend to vary
significant year onyear (see Table 5)This random pattern in withipear mean
efficiency over time clarifies further why there is no obvious trend. This phenomenon
may beattributed to the inevitable reduction in sample size, sincthe withinyear
estimation a new frontier is formed for each year of examination (techcalogange
overtime); hencethe estimates may be overestimaiglirezaee et a).1998.

Further scrutiny finds that poolddEA results letween the first ademic year in the
sample (199®7) and the last (20123) demonstrate obvious alleviationthe mean
efficiency, since thisose from 0.6 to almost 0.7 under CRS and from 0.7 to nearly 0.8
under VRS. Since the VRS analysis is moreilexand envelops the data in a tighter
way than the CRS analysis, we usuallyd&®RS efficiency measuresjual or greater
than the CRS measurgsalerno, 2003).

The explanatory and interpretative nature of the peDIEA model implies that the
bestped r mance i s now -tme raestiperfermiance ¢Raif 2013). Tiwas | |
the pooled data offean effective way for the best performance to emerge over a period
of time. This allows the possibility that in a given year, no institution may have teache
the efficient frontier, while the withiyear methodology might contrbktter for time
period effects due to the isolation of the sample in each particular year. From a
methodological point of view, poolddEA allows for more observations for DEA and
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hence a smoother eralopment. According to (Johne2014) the pooledDEA
performed better due to the fact that it has a clessgted ranking with other methods
widely applied such asthe parametric methodsthis, in turn, leads to better
benchmarking. @ averagethe pooleedDEA mean efficiency for English HEIs over the
examination period reached 0.658 under CRS and 0.792 under VRS scale assumption.

Over all HEIs and across all yeatsemean overall TE (CRSyas at its lowest in 1999

2000 at 0.58 and pked in 201412 at 0.71 (seeiffure 3)1* On average, therefore,

there appears to be scope for some efficiency improvement in the sector. These results
are a little lower than previous findings for the English HE seuthich also useBEA

(Johnes 2014) here we use a differentnput output specification and, more
importantly, cover a much longer timerjal. The strong upwarttend in efficiency

since 200809 (with the exception of the final year) is especially noteworthy and might
reflect a response to the austerity measures following the global financial crisis; the
drop in the final year might indicatthat continuing to reap such efficiency gains is
unsustainable.

Figure 3: Mean DEA bias-corrected efficiency over time
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If we calculate the mean efficiency over time for each HEI we find that, at the top end,
there arawo HEIsthatare fully efficient with respect to overall Taver the period (see
Figure 4). The worsperforming HEI, in contrast, has a mean overall TE of 0.214, and
there are 13 HEIs with a mean overall TE below 0.5. At the bottom end, there are
potentially lage savings in efficiency to be made.

135 Results are based on biesrrectedDEA efficiencies derived using bootstrapped estimation.
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Figure 4. Histogram of mean HEI efficiencies(Bootstrapped DEA results)i overall technical
efficiency
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From a managerial and policy point of view we need to know whether these differences
betveen HEIs represent real (or significant) differences. The bootstrapping estimation
method allows us to calculdigr each efficiency score a 95 perceonfidence interval.

This represents an interval for each k#thin which we are 95 percenonfidentthat

the true efficiency lies. We can plot the efficiency scores and acegingeconfidence
interval (see Fure 5 which plots the pure TE score and accompanying confidence
interval for each HEI in 2012/13). The line of mean efficiency for that year)(69
superimposed da the plot. It is cleathat the intervals of all but foltEls at the lower

end of performance overlap the mean efficiency. This suggests that, on the whole,
differences between HEIs in estimated efficiency are not significant: Hifistie
highest apparent efficiency scores are not significantly different from those with lower
efficiency scores, with the exception of the lowest performing HEIs.

Previous findings for the English and UK HE sectors have also sugmesitierable
overlg in performance across HEIs, although there are apparent distinctions between
both the bestand worstperforming HEIS(Johnes2014) It is worth noting that HEIs

with apparently low levels of efficiency are characterised by being small and specialist
and this result is similar tthe findings derived fromlomes and Johnaq2013)cost
function study
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Figure 5: Mean pure technical efficiency score and associated 95 per cent confidence interval by
HEI
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Note: The mean here is 0.69, pool DEA CRS BOOT; only the 2012/2013 results bavetaimed

4.6.1.1 Efficiencies by Statusof Institution

The mainpoint this analysis ai® to uncoveris whether there are any significant
differences in the mean values of technical efficiency obtained in the first stage for the
universities taking the dect to merge. In this stage preliminary analysis to compare
the mean values of efficiencies between the merged andneayed universities
(groups) is use A one way ANOVA (Analysis of Variance) is used to compare two
means from two independent (unrelategpipups using the -Histribution. The null
hypothesis for the test is that the two means are equal. Therefore, a significant result
means that the two means are uneqUiaé null hypothesis for identical MTE values
derived by CRS bootstrapped estimatesnoame rejected between merged and-non
merged DMUs since theyalue is (0.148) for 5 per cent significance level. However
this is not the case when the test is performed with VRS bootstrapped estitnates

the null is rejectedvith a pvalue close to (000).
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Meanwhile, a one way ANOVAnform the researchethat at least two groups were
different from each other. Buannot be enlighteningp terms ofwhat groups were
different. Since our testeturns a significari i o ¢ 0 ’@e re&do run an ad hoc

test (like theBonferroni Correction test, also known as Bonferroni type adjusjreent

as to knowexactly which groups had a difference in me&dken conducting multiple
analyses on the same dependentade(MTE here) the chance of committing a Type

| error increases, thus increasing the likelihood of coming about a significant result by
pure chance. To correct for this, or protect from Type | error, a Bonferroni correction is
conductedIn table6 below, we can tracg¢hose diferences by comparing the MTE of

the different groups by two.

Table 6: Multiple comparisons Bonferroni correction

Dependent Variable: Bias_Vrs_ corrected Efficiency

(I) merger (J) merger Mean Std. Sig. 95% Confidence Interval
Difference | Error Lower Upper
(1-J) Bound Bound
Non-merged Premerger -0.004 0.012 1,000 | -0.034 0.249
HEIs HEIls
merged HEIs | -0.106 0.012 0.000 | -0.136 -0.076
Premerger Non-merged 0.004 0.012 1.000 -0.024 0.034
HEIs HEIls
merged HEIs -0.101 0.016 0.000 | -0.141 -0.062
Merged HEIs | Nornrmerged 0.106 0.012 0.000 0.076 0.136
HEIls
Premerger 0.101 0.016 0.000 0.062 0.141
HEIls

*The mean difference is significant at the 0.05 level.

When we access MTE between merged andmemed DMUs this difference is
significant at the 10 percent, 5 percent, and 1 percent significance levels respectively
This is the case for MTE differences between merged ancherger units as well. So
there is an articulate hint of detected differenceshe MTE values that should be
further explored with more advanced and robust methods in later stages.

4.6.1.2 Efficiencies by Type of Institution

In the next setion, themean efficiency is calculated by taking into account the three
different types of HEIn England(see Table )r Overall post1992 HElsachievethe

highest efficiency scores regardless of the scale assumptions (CRS versus VRS). The
least efficient typeon awerage, of the three explored, are tihe 1992 HEIs. Despite

their large size, andhé high leves of input and outputolume, compared to their two
counterparts, the effiency estimates reveal that thei992 HEIs are deprived of an
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efficient allocation of their disposkdresources. In the meantimesp1992 HEIs stand
outin termsof their highranked pgormance, since they obtanngher efficiency scores
compared to the other two typasnderbothCRS and VRS.

The institutions involved in the current formulation of the English HE selisptay
fundamental differences, since thdyave diverse backgrounds and traditions.
Consequently, this discrepancy in their common charactenstreflected not only in

their constitutional arrangements but also in the structure and powers of their governing
bodies (Johnes, 2014).

Table 7: Mean DEA dfficiency by HEI type

Mean Efficiencies of English Universities by Type

Type of University DEA (CRS) DEA (VRS)
Post 1992 HEIs 0.805 0.896

n= 527

Pre 1992 HEIs 0.735 0.862
n=898

Colleges of kgher Education 0.766 0.826
n=772

These findings are not kBed by previous researdby Johnes (2008Wwho suggests
that TE isthe highest among the former colleges of HE, followedh®/postand pre
1992 HEIls, howevetthey are in accordance with a later study blinks (2014)in
whichthe DEA results generally suggéisat both former colleges of Hihd pst1992
HEIs are on averagemore efficient than pr@992 nstitutions. A possible explanation
for the poor performance of thpee-1992 HElIsis given byJohnes (2014). Thilll in
performancas attributed in the subject mix and the different ldnfloperation of these
institutions which are more resourgetensive (e.g. teaching in medical and veterinary
sciences).

4.6.1.3 Efficienciesby Time Cluster

In this sectionthe anaysisis conductedn three different suiperiods (clusters). The
first starts athe beginning othe examination period in 199 and lasts until 2001
02. The second continues from 26802 to 200809, when the financial crisibroke
The last cluster repted tere covers the period from 20Q9 to 201213. Herg three
unique production tecluhogies are assumed in each-gdsiod making the attempt to
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skip out any overestimation or underestimation of the results that may be caused by
technological shiftsluring those yeardhe esults are summarised in table@d on
averageare consistent with the btstrapped results from the poolBdEA model, since

there is only a minor difference on the MT#hich is slightly higher (0.806) in the
cluster analysisase compared to the pediDEA analysis (0.769).

Table 8: Mean dficiency by time clusters

Analysis by Time Qusters

Bootstrapped Results

Mean Std. Mean Std. Number of
Efficiency  Deviation  Efficiency Deviation Observatbns

VRS CRS
First subperiod 0.845 0.122 0.693 0.154 794
199697-2001-02
Second sulperiod 0.815 0.144 0.709 0.152 774
200203-2007-08
Third subperiod 0.846 0.126 0.784 0.133 629
200809-201213

A correlation matrix between the original bootstrapped effaanfrom the pool data
andthoseproduced in the cluster analysisestimated. High correlation equal to 0.783

is identified in this stage between the two efficiency scores, confirming a coherence in
the applied methods and signifyitttat technologicahdvances haveot the delivered
resultssignificantly.

4.6.1.4 Efficiencies in Russell Group Universities

The UK enjoys one of the most outstanding HE systems in el wrhe quality of

this highperforming setr is the determinant factor ithe leading resech and

teaching excellenoaf most of the universitesvhi ch pl ays a chief ro
economic and educational competitiveness. In terms ofetigdish HE synthesis,

Russell Goup universities i@ those thahave invested more in facilitiestaff, and
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support services some of the essential components of providing an outstanding teaching
and learning experiend&HE, 2010). The status ofdbe universities is testament to
their quality and efficiency. Hencéhey are constantly exploring innatwe ways to
improve their productivity and efficiency to secure leading postiarthe public and
private investment sharét. has been speculatddat Russell Group institutions are
extremely efficient in international terrisr a number of reasor(&HE, 2010)!*¢ and
thattheyhave identified areas which cost savings anefficiency gains can be made.
Therefore,it could be of extreme interest whether this promising task of increased
efficiency and effective use of limited resources is indeed vatidoAling to the table
below (see Table P Russell Group universities tend perform better in tens of
efficiency measuresthan other pre1992 universities and neRussell Goup
universities validating the consensus dfieir being highly efficient bodis. This
disciplinaryspecific category of Russel Group institutionsisaveragevery close to

an efficient operatiarand distribution of their resourcezache$.958 on the efficiency
scale.

Table 9: Mean dficiency by type of HEIs

Bootstrapped (replications=1000)

Mean Std. Mean Std. Number of
Efficiency Deviation Efficiency  Deviation Observation
VRS CRS
Russell Group 0.958 0.051 0.941 0.056 339
Universities
Other Prel992 0.864 0.127 0.755 0.145 554
Non-Russell 0.799 0.145 0.716 0.146 1304
Group

4.6.2 SecondStageResults

4.6.2.1 Simple Model $ecification

136 Three percentf global R&D investment stems from UK irtsiions, the UK publishes 14.4 percenf  t h e mosthighly-d 6 s
cited publications, and it is the most efficient country in the G8 in terms of the ratio of citations to public fundésgdech.
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The results obtained from the preliminary statistical anabasedn a random effects
model are shown in table 1This model presenthe analysis of variatios in mean
technical efficiency (MTE)depending on six regressors. Two measures of TE
depending on different scale assumptions (CRS vs VRS) obtained from the-pooled
DEA model derived in the first stagee used in the analysis. In both castdse
interaction variableakkessignificant values, indicating that the MTE of the posrger

HElIs is greater in the pesterger period. The top half of the table shows some of the
main characteristics of the breakdown of efficiency performanteng the different
types of HEI Onaverageand in both model specificatiortbe post1992 HEIs tend to

be more efficient than the colleges of HE. If we now turn to thd 82 HEIsthe table
reveals contradictory results depending on the scale assumptions. Under the VRS
framework the pe-1992 HEIs tend to perform bettthan colleges of HE. Unlika the

CRS casgthe pre1992 universities have no significant effect on the mean efficiency
score. The intriguing elementvealed inthe table is that the MTE of the pasi92

HEIs outnumbesthe prel992 HEIs. Finally, the size effeetlthough significanthas

a minor negative effect in the MTE score.

In this simplest specificatiorof the second stage model fmed postmerging
institutions are compared with nonmerging HEIs. Accordingottable 10 pre-merging

HEIs do not differ significantly from nemerging HElIs in terms of efficiency (all else
being equal); but that pesterging HEIs have significantly higher efficiency thannon
merging HEIs by 0.052 points (or 5 percentage points ifcagsider efficiency in
percentage terms), all else being equal. Merging therefore appears to have positive
efficiency effects, even when all other factors underlying efficiency have been taken
into account. This might be a consequence of more efficiantnégtrative usage as
Figure 2 has revealed a slowing of growth in this resource for the sector as a whole over
time.

Table 10: Effects of HEIs merger on HEIl efficiency

Random Effects Model Deperdent Variable: Efficiency of HEIs
Efficiency under CRS Efficiency under VRS
Pre1992 -0.003 0.039***
(0.0078) (0.0076)
Post1992 0.096*** 0.049***
(0.0102) (0.0099)
PreMerger 0.024*** 0.021
(0.0091) (0.0087)
PostMerger 0.052%** 0.068***
(0.0097) (0.0094)
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-0.023*** -0.005***

Size (0.0014) (0.0013)
Size Square 0.0005*** 0.0003***
(0.5464D04) (0.5276D04)
Constant (0.765) *** 0.761
(0.0123) (0.0076)

*P<0.10; **P<0.05; ***P<0.01; CRS, constareturns of scale; VRS, variable returnsoéle

One question that remains blurred amduires further clarification is whether the
derived poatdDEA efficiency estimations of the first stage are consistent and
unbiased. However, a major problem with this kind of application is the consistency of
the estimator. This is an essential propedydny estimatqrso the DEA efficiency
estimator converges as the sample size increablesugh at a slow rate. The practical
use ofthis property igo confirm that the DEA estimatonay be reasonable to ufe
efficiency estimation.

However, for apjed research, more is needed; in particular, the applied researcher
must have some knowledge of the sampling distributions in order to make inferences
about the true levels of efficiency or inefficiency. Sampling distributions may also be
approximated bybootstrap distributions in very general situations. The use of
bootstrapping techniquesl@ls a further transformation ithe model and correction

for the bias of the efficiency estimator and estimation of confidence intervals for the
efficiency measureSimar and Wilson2000). For the multivariate DEA case, at least
so far, the bootstrap seento offer the only approach testimating the sampling
variation of efficiency estimators. Therefore, basrected DEA efficiency scorese
derived in the firsstage and used later in the second stageder to gairfurther insight

into the model.

Table 11: Effects of HEIs merger on HEIs efficiencyBootstrapped results

Random Dependent \ariable: Efficiency of HEls
Effects Model

Efficiency Efficiency Bootstrapped Bootstrapped

efficiency efficiency
CRS VRS
CRS VRS

Pre1992 -0.003 0.039*** 0.021** 0.044**

(0.0078) (0.0076) (0.0106) (0.0103)
Post1992 0.096%** 0.049%* 0.129%*= 0.054#**
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(0.0102) (0.0099) (0.0139) (0.0134)

PreMerger 0.024*** 0.021 0.036*** 0.023**
(0.0091) (0.0087) (0.0123) (0.0117)
PostMerger 0.052%** 0.068*** 0.065*** 0.077***
(0.0097) (0.0094) (0.0131) (0.0127)
Size -0.023*** -0.031***
(0.0014) (0.0019)
Size Square 0.0005*** 0.0007***
(0.5464D04) (0.0000)
Constant (0.765) *** 0.761*** 0.806*** 0.727***
(0.0123) (0.0076) 0.0147) (0.0091)

*P<0.10; **P<0.05; ***P<0.01; CRS, constant returns of scale; VRS, variable retustalaf

As indicated in table 1the use of bootstrapped estimatesgtmt cause sigficant
discrepancy in the results. These findings are rather encouraging since not only-the post
1992 universities but also the gt892 universities are shown to be morecedht than

the colleges of HEThe present results are significant in at leagfomtwo respects

since the merged institutions are prominently more efficient compared to their non
merged and prenerged counterparstsegardlesf the scale assumption. Thesults
furtherenforcethe claim of efficiency improvements in the HE seatthie postmerger
period.

Turning now to the size effect in the MTE score from the partial derivativerespect
to size HEIs of sizes (measured athetotal number of undergradwaand postgraduate
studentspver 10,850 studentsay reap the benesiofgreater returns of scale in their
production side. The mean size across the dataset is 8,732 studethis tinctuates
considerabl@across universities and throughout the yeans 26 students up to 35,865.
Therefore,on average, due to the-dha relationship between MTE and university
size, universities should increase thezmesof operation if they sedlrther efficiency
gains more than 10,850 students. Around 70 universities oferdiissize exceeeéd
10,850 studentshowever the yearof operation vary significantly from one yérup

to sevente€eli® consecutive years.

137 Teesside Universitythe University of North London.

138 University of Central England in Birminghanhe Uniersity of Birminghamthe University of BristolCambridgeUniversity,
Coventry University, De Montfort University, University of Hertfordshire, Leeds Metropolitan Univettsity)niversity of Leeds,
Liverpool John Moores Universitthe University of Lierpool, Manchester Metropolitan Universitlye University of Manchester,
Middlesex Universitythe University of NewcastlaponTyne, the University of Northumbria at Newcastlde University of
Nottingham, Nottingham Trent Universit@xford University,the University of Plymouttthe University of Portsmouth, Sheffield
Hallam Universitythe University of Sheffieldthe University of Southamptothe University of Warwickthe University of the
West of England, Bristothe University of Westminstethe University of Wolverhampton.
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Additionally, there are universities that continue operadirityis size of operation even
aftermerge, such as the University of Birmingham, the University of Cambritige,
University of Central Lancashireheé University of Leeds, De Montfort University,
Liverpool John Moores Universityhe University of Manchestetniversity College
London, andhe University of Northumbria at Newcastle.

4.6.2.2 Enhanced Model $ecification

In the simplest specification of the second stage model (Model 1)apte post
merging institutions are compared with rmierging HEIgsee Table 12 We find that
premerging HEIs do not differ significantly from nemerging HEIs in terms of
efficiency (all else being equal), but that pastrging HEIs have significantly higher
efficiency than normmerging HEIs by 0.046 points (or 5 percentage points, if we
consider efficiency in percentage terms), all else being equal. Merging, therefore,
appears tchave positive efficiency effects, even when all other factors underlying
efficiency have been taken into account.

Of course, mergers take place at different points in the study period so that the simple
comparison potentially conceals differential effdotsn merging activity over time. In
Models 2 to 4, therefore, we include postrging dummies from one to four years after
merger. These results reveal that efficiency benefits from merging occur in the first two
years following merger; they have disapgearby the third year. There are no
significant efficiency differences between merging and-menging HEIs in the years
leading up to merger.

With regard to HEI type, post992 universities are more efficient than colleges of HE
by around 0.07 points (Motel to 4); prel992 HEls, however, are less efficient than
colleges of HE, and this result is largely driven by the-Rassell Group institutions.

The variable MEDICINE has a surprisingly large positive effect on efficiency (taking
into account all otheflactors), and this is consistent across all four models. It appears,
therefore, that the variable may be picking wality rather than a subject mix effect.

As expected from the previous literature, the larger the proportion of income derived
from govenment sources (GOVT), the greater the efficiency. HEI size has a negative
(but nonlinear) effect on efficiency (all else being equal) over the size range of most of
the institutions in the dataset.

The year dummies suggest increasing efficiency from 2D08nwards reltive to the

base year 199®7, although the years 20089 and 200010 are exceptions to this
pattern and this is probably due to the shock of the global financial crisis on the sector.
Increasing austerity and expansion of the sector dweperiod from 20034 are,
therefore, accompanied by generally greater effici¢aeg Table 12 These might be
caused by improving technologies, which can affect positively both teaching and
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research production; they may also incorporate changes drsmgncreasing tuition
fees (to a ceili0 hgamd AS]I1B GMouihmhe A0S
unlikely to have any effect on these results).

Table 12: Possible determinants of university efficiency

Random EffectsModel Bootstrapped Pooled DEA CRS Efficiencies
Model 1 Model 2 Model 3 Model 4
PREMERGER 0.011 0.011 0.010

(0.010) (0.010) (0.010)

POSTTMERGER 0.047%+
(0.011)
MERGERE2 0.035
(0.023)
MERGERE1 0.007
(0.021)
MERGER 0.025 0.020 0.024
(0.029) (0.029) (0.029)
MERGERt+1 0.071% 0.067* 0.067*
(0.030) (0.030) (0.030)
MERGERUt+2 0.052* 0.048 0.051*
(0.030) (0.030) (0.029)
MERGERU+3 0.044 0.040
(0.031) (0.031)
MERGERt+4 0.039 0.037
(0.030) (0.029)
MEDICINE 0.096%*  0.102* 0.097** 0.096%**
(0.018) (0.018) (0.018) (0. 018)
PRE1992 0.005
(0.010)
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POST1992 0.089*** 0.070*** 0.085*** 0.084***

(0.012) (0.011) (0.012) (0.011)
RUSSELL 0.043* 0.046%** 0.046%**
(0.017) (0.017) (0.017)
OTHERPRE1992 0.007 0.005 0.004
(0.010) (0.010) (0.010)
SIZE -0.013%*  -0.011%*  -0.012%* -0.012%**
(0.001) (0.001) (0.001) (0.001)
SIZESQ 0.0002%*  0.0002%*  0.0002*** 0.0002**
(063D  (0.63D04) (0.63 D04) (0.63 D04)
04)
GOVT 0.269%*  0.229%*  0.250% 0.261%**
(0.050) (0.050) (0.050) (0.051)
YEAR97/98 0.011 0.111 0.011 0.011
(0.018) (0.018) (0.018) (0.018)
YEAR98/99 -0.002 -0.003 -0.002 -0.005  (0.018)
(0.018) (0.018) (0.018)
YEAR99/00 -0.001 -0.003 -0.002 -0.004  (0.018)

(0.018) (0.018) (0.018)

YEARO00/01 0.033* 0.032* 0.033* 0.0318  (0.018)
(0.019 (0.018) (0.018)

YEARO01/02 0.036 0.033* 0.035* 0.033*
(0.018) (0.018) (0.018) (0.018)

YEARO02/03 0.060**  0.057%*  0.060**  0.060**  (0.018)

(0.018) (0.018) (0.018)

YEAR03/04 0.084**  0.081**  0.0&%**  0.085**  (0.018)
(0.018) (0.018) (0.018)
YEAR04/05 0.083**  0.080**  0.084**  0.084** (0.018)

(0.018) (0.018) (0.018)
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YEAR05/06 0.082%*  0.080**  0.084***  0.083**  (0.018)
(0.018) (0.019) (0.019)

YEAR06/07 0.067**  0.067** 0.0  0.068**  (0.018)
(0.018) (0.018) (0.018)

YEAR07/08 0.051%*  0.052%*  0.054***  0.054**  (0.018)
(0.018) (0.018) (0.018)

YEAR08/09 0.026 0.028 0.030 0.029  (0.018)
(0.019) (0.018) (0.019)

YEAR09/10 0.050%*  0.052**  0.054**  0.053*  (0.019)
(0.019) (0.018) (0.019)

YEAR10/11 0.089%*  0.091%* 0.093*  0.093**  (0.019)
(0.019) (0.019) (0.019)

YEAR11/12 0.121%*  0.125"*  0.127*  0.125%*  (0.019)
(0.019) (0.019) (0.019)

YEAR12/13 0.085%*  0.093**  0.091**  0.089**  (0.020)
(0.020) (0.020) (0.020)

CONSTANT 0.581%*  0.584**  0.582%*  0.584** (0.016)
(0.016) (0.017) (0.016)

Note: Standard errors are shown in brackets. *, **, and *** signal that the coefficient is significantly different fraam therd 0
percent, 5 peent, and 1 percent significance levels, respectively.

We end this section with an exploratory analysis of the effects on efficiency of
involvement in overseas campuses and third mission activities. This analysis can only

be undertaken for the years ®n2008 09 because of data availability and does not
include any merger information. Thesults are presented in the next table (Table 13)

These

preliminary

resul ts

suggest

t hat

has no significant effect ats efficiency as defined in the first stage model. The number
of branch campuses has nearly doubled in the past four (datthews, 2012)but
there is no apparent effect of this activity on efficiency.
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Table 13: Effects of third mission activities and overseas campuses on efficiency

Random Effects Model

Bias-Corrected Efficiency CRS

Model 8
GOVT 0.0& (0.079)
MEDICINE 0.139*** (0.031)
OVERSEAS -0.087(0.152)
RUSSELL -0.015(0.034)
OTHERPRE1992 -0.079*** (0.020)
POST1992 0.073*** (0.022)
INCOMECPDCE 1.20*** (0.180)
INCOMETT 0.421**(0.177)
SIZE -0.003(0.002)
SIZESQ 0.252 (D04) (0.92D-04)
YEARO09/10 0.029(0.018)
YEAR10/11 0.068*** (0.018)
YEAR11/12 0.107*** (0.018)
YEAR12/13 0.098*** (0.021)
CONSTANT 0.572*** (0.043)

The two variables measuring third mission activity have a positive signiééfat on
efficiency. This is a surprising result: we expected that failure to capture a substantial
activity of a HEI in the DEA model would underestimate the efficiency of those HEIs
that produced more in terms of third mission than others, and, hence, that the effect of
the third mission variables in the second stage would be negative. It should be noted
that a third possible measure of third mission activity, namely the number of attendees
taking part in free and chargeable events such as public lectures, performance arts
(music, dance, drama, etc.), and exhibitions (galleries, museums, etc.) has no effect on
efficiency. The significantly positive relationship between business interaction and
efficiency suggests that involvement in (and income generation from) business

educat on and

the activity has positive spith v e r

research

col

effects

|l abor ati
on t he

on

all third mission activity will have the same positive effects, however.
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4.6.3 Discussion

Talking from a more @mparable point of view, mergaircumstances may vary
excessively from case to case, however the main objectives are generally summarized
to: greater efficiency, greater economies of scale and scope, improved compsstivene
continuing growth and in some cases the lwTgn survival of vulnerable institutions
(Azziz et al., 2017).

Increasing returns to scale occur if physical input per unit of output falls as output rises.

Thus administrative activity can be spread ovegdaoutput equirements (Fielden and

Mar kham 1997; Patterson 2000; Kyvi k 2002;
Johnes 2009; Ripalboler and DeMiguel-Molina 2014), buildings and/or sites can be

shed leading to lower maintenance (Fielden and Mark#9;IT eixeira and Amaral

2007), small duplicate programmes across separate HEIs can be eliminated from all

but one HEI and concentrated in the remaining university (Skodvin 1999), and so
teaching staff can be spread over more students (Fielden and MatRBain This is

the case mainly in China where systematic mergers have been mainly driven by the
belief that Abigger is bettero in terms
comprehensive universities have been created (Azziz et al., Zdiilar policy have

been also followed by other countries such as Australia, South Africa, Northern Europe,

the Netherlands, Canada, and the UK.

Findings on economies of scale in the UK HE context vary depending on the underlying
data. Studies which focuen prel992 universities find evidence of significant
economies of scale for the typical univeygGlass, et al., 1995hk; Johnes 1996, 1998).
Later studies using data across both pral post1992 HEIs find that scale economies
are close to constant decreasing for the typical university (Johnes 1997; Izadi et al.
2002; Johnes et al. 2003phnes, et al.2008; Johnes and Johnes 2009), but that
increasing returns are observed in smaller HEIs (Johnes and Johnes 2016).

The relationship between size aafficiency is open to debate. On the one hand,
increasing returns to scale would suggest that the relationship should be positive and
there is evidence to support this in the context of European HE (WolsRezkicz and
Parteka 2011; WolszczdbBerlacz 204). However, some studies find no relationship
between size and efficiencfBonaccorsi, et al.2006); other studies (of British
universities) find mixed results with size having a positive relationship with efficiency

in some years, but the converse eitserved in others (Flegg et al., 2004); and there

is evidence of a negative relationship between size and efficiency in Swedish HE
(Daghbashyan 2011). Cost function studies also suggest constant or decreasing returns
to scale in English HE (lzadi et &002; Johnes and Johnes 2009; Thanassoulis et al.
2011).

In this study according to the tdts derived in chapter 4, HEIze has a negative (but
nortlinear) effect on efficiency (all else being equal) over the size range of most of the
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institutions in he data set. There is therefore no evidence of increasing returns to scale
here, which aligns with evidence from Sweden (Daghbashyan 2011), and from cost
function studies for the UK, but not with studies based on European HE (Wolszczak
Derlacz and Partekda011; WolszczalDerlacz 2014). Given that merger inevitably
increases university size this result appears somewhat perverse. There is clearly a
tension between being merged (which has a positive effect on efficiency), and being
large (which is pulling inte opposite direction). The positive effect of merger is
therefore potentially a consequence of returns to scope rather than returns to scale.

Increasing returns to scope might arise from producing teaching and research jointly, or
from producing teachingor research) across disciplines. There might be additional
benefits experienced from merging, for ex
of programmes through merger can have benefits in terms of increasing student demand
because of greater divegsand variety of degree programmes (Harman 2000; Harman
and Meek 2002; Kyvik 2002; Harman and Harman 2003; Teixeira and Amaral 2007);
this in turn might therefore lead to diversity in the student population of the institution
(Harman and Harman 2003), amdprove the scope of education for those students
(Aarrevaara 2007). Evidence on economies of scope in UK HE is mixed but the studies
which include the widest range of institutions consistently find global diseconomies of
scope for the typical universitigohnes 1997; lzadi et al. 2002; Johnes et al. 2005;
Johnes, Johnes, and Thanassoulis 2008; Johnes and Johnes 2009, 2016).

Some rare quantitative analyses of the efficiency effects of mergers can be found in the
context of Chinese HE where there have bmene than 400 mergers since the 1990s
(Cai and Yang 2015). Merging has been found to have a positive effect on efficiency
and productivity in the first year after merger but not in the subsequent year (Hu and
Liang 2008; Maoet al.,2009). This is in linevith the results obtained here since the
positive effect of merger tails off at the first year post merger. In addition, a recent
study of English HE uses a panel of data from 1996/1997 to 2008/2009 to compare the
mean technical efficiency (estimatedngiboth SFA and DEA) of merged institutions

(of which there are 19 instances) with mean efficiencies of gmed normerging
institutionsJohnes (2014)

There may, of course, be reasons why merger might cause greater inefficiency. First,
there may be decasing returns to scale caused by increased resource use if greater
centralisation increases bureaucracy or if the merging institutions are geographically
distant (Curri 2002). Second, a reduction in the number of HEIs in the sector inevitably
leads to gret@r sector concentration which, by lowering competitive pressures, could
lead to lower technical efficiency of HEIs (De Fraja and Valbonesi 2012). Third, there
may be a reduction in efficiency if there is a loss of quality in the teaching experience
enjoyal by students (and academics) (Tight 2011). Fourth, consolidation can lead to a
reduction in diversity and choice between institutionsdeed a merger might intend

to reduce duplication of programmes across HEIs in order to increase technical
efficiency.Reducing this choice might be socially undesirable because of the negative
impact on student access caused by imperfect geographical mobility amongst students
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(Kelchtermans and Verboven 2010; De Fraja and Valbonesi 2012). It should be noted
that the DEA nadel specification used in the analysis evaluates efficiency relating only
to the first two of these points. Quality effects may be reflected by, for example,
increased norwompletion, and we use a production function approach to capture this.
Further quaty effects are accommodated in the second stage analysis.

Previous literature indicates that the average efficiency is considerably higher among
merged than prenerger and nomerging institutions: the null hypothesis of identical
means in the three grosigs rejected in all cases (Johnes 2014). These results should be
treated with caution for a number of reasons.

First, examination of the average effects of merger conceal differences in the
experiences of the different partners (Stewart 2003; Johne$. 20 56me cases, both
partners enjoy unambiguous efficiency gains; in others, one partner gains while the
other does not; and in still other cases, efficiency declines over time for both partners
(Johnes 2014). Second, it is difficult to separate theteffethe act of merging from

other underlying characteristics of the merged institutions. Universities which merge,
especially if the decision to merge is a bottominstitutiortlevel one rather than a top

down directive, are likely to have different cheteristics from those which do not
merge, and these characteristics could themselves cause the observed differences in
efficiency. Third, effects of merger may take time to be experienced and no study has
looked at the evolution of efficiency over theipés following merger. Fourth, merger

and efficiency might not exhibit a simple enay causality (merger leads to greater
efficiency), but may display a more complex, tway relationship*® whereby merger

might lead to greater efficiency, but efficienoy (ack of it) might also be a motivation

for merger. This has implications for the appropriate estimation approach. Finally,
looking only at merger as the possible cause of changes in average efficiency may lead
to omitted variable bias in the resultsthiere are other factors which might also be
affecting efficiency. Possible other factors are considered below.

Differences in the mission (such as subject mix or concentration on third mission
activities) not taken into account in the DEA model may wdkafthe estimated
efficiencies. In England, as earlier discussed in chapter 2 the HE sector is diverse and
can be broadly split into 3 groups: f892 universitie$ traditional institutions which

offer degree programmes across the academic subjectuspeahd an established
research mission; pe$B92 HEIsT institutions which have a balanced portfolio
offering degree programmes across a range of academic and vocational subjects and a
growing research mission; and former colleges ofiHBstitutions wich have been
awarded university status since 2003, which might be small and specialist, and often
lack a strong research mission. Evidence from production studies suggest that the
former colleges of HE have higher technical efficiency than the otheypgs {Johnes

2008, 2014); but this result is reversed in the context of cost function studies where they
are found to be the least ca@dficient of the three types (Johnes et al. 2005; Johnes,

138 preliminary evidence does not in fact point to a-tmay relationship (Johnes and Tsionas 2014).
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Johnes, and Thanassoulis 2008; Johnes and Johnes 2009, R8n&ssbulis et al.
2011).

However the hypothesis that the composition of the student body might be expected to
affect efficiency is not confirmed by the results: the proportion of total students from
overseas has no significant effect on efficiency. Thagetis neither evidence of cress
subsidisation of research through international students nor of overseas students
requiring greater resources. Also sources of funding might also affect efficiency;
evidence from the USA suggests that reliance on tuiseanue has a negative effect

on operating efficiency (Sav 2013) while government funding has a positive effect on
both operating efficiency and cost efficiency in public universities (Sav 2012, 2013),
but a negative effect on cost efficiency in privatevarsities (Sav 2012). However, the
funding systems for HE in the USA and England are different; mean proportion of
income derived from government sources in the USA is 0.3 (Sav 2012, 2013).

It is therefore difficult to predict the direction of the effecEnglish HE. The increased
competitive pressures caused by receiving a lower share of income from government
sources (and hence a greater share from student fees, for example) might increase
efficiency suggesting a negative relationship between the giapof funding from
government and efficiency as has already been observed in the wider European HE
context (Wolszczaferlacz 2014). However according to the results obtained the effect
of government funding on MTE is positive, a result with dubiougcpamplications

that might be attributed to the fact that with a highly competitive funding and resource
allocation system as it is the UK system we may expect positive impacts on the quality
of research and publications as well as positive changesiegrerffy and motivation
(Liefner, 2003).

It is clear that there is little empirical evidence to date in the English HE context on the
factors likely to affect technical efficiency, including merger activity, and this
represents a gap in the literature whiais study aimed to fill.

4.6.4 Conclusions

This chapter has reported the results of an empirical analysis of efficiency in English
universities over 17 years. We find that mean efficiency for the sector is around 60
percent to 70 percent, suggesting thateghe scope for increasing efficiency in the
sector as a whole. The results also confirm previous findings that the efficiency levels
of the vast majority of HEIs are not significantly different from each other. In other
words, statistically, there is nafi@rence in the performance of most of the HEIs. What

is more, the small number of universities that have the lowest performance have specific
characteristics (they are small and specialist) that are not captured in the DEA model.
Thus, their apparent lolevel of efficiency should be treated with some caution.
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The second stage of analysis of the efficiency scores suggests that, all else being equal,
merger activity has a positive effect on efficiency. Merged HEIs have efficiency that is

5 percentage poisthigher posterger than nomerging HEIs, holding all else
constant. A further examination of the effects of merger over time suggests that the
efficiency impact of merger comes soon after the merger takes place. These findings
are clearly of interest tpolicymakers and HE managers. However, the context of the
data analysed (i.e. English HE, which, generally, has not had-@otep policy of
merger in the HE sector) should be remembered; whether or not such results would be
forthcoming in a policyted sdting is still open to debate. Moreover, further work should

be directed at establishing why the effects do not appear to continue beyond one year
after merger.

Of the other factors included in the second stage of analysi&¢9p&eHEIs have lower
efficiency than other types of institution. This may be a consequence of their size and
specialty of provision. In addition, having a higher proportion of income from
government sources is an incentive to greater effici€nayresult with clear policy
implications. A preliminary exploration of the effect of third mission activity on
efficiency suggests that interaction with business has posfill@vereffects. As more

data becomes available, this should be explored further.

These findings are clearly of imést to policymakers who may claim that they justify

a policy of merger in HE. Drawing such a hasty conclusion should be avoided for
several reasons. First, the context of the data analysed (i.e. English HE which has
generally not had a tegpown policy ofmerger in the HE sector) should be remembered.
Thus the merging institutions in this data set have made the decision to merge
themselve$ it has not been imposed from above, and it is important for HE managers
to recognise this. As such, HEIs which are-ghsposed to merger may have distinct
characteristics from those which do not. Indeed, there is some suggestion in the results
that HEIs which subsequently merge are actually more efficienti(Byp2rcentage
points) than those which do not merge. A®asequence, whether or not such results
would be forthcoming in a polieled setting is therefore still open to debate. Second,
the results seem to suggest that there are decreasing returns to scale indicating that any
positive merger effects are derivifgpm scope rather than scale. It is therefore
important that merging HEIs have complementary operations where opportunities from
economies of scope might be most likely. Third, the finding that two or more years after
merger there is no significant differee in efficiency between merged and +merging

HEIs suggests that efficiency gains from merger may well be-Bhedt Clearly this

result requires further work to establish why the effects do not appear to continue into
the longer term.
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5.1 Evaluation Methods

The main task evaluation methods served is to estimate the impact of intervention in the
presence of selection decisions by agents. In addition, they aim to correct empirical
correlations to separate out the causal effect of the treatment from the confounding
effect of the other factors influencing the outcome (Blundell et al., 2005). Implicitly,
each method provides an alternative approach to constructing the counterfactual.
Estimates from different methods may differ because they rely on different
assumptions; they deal with different sources of bias and answer different questions.

In evaluation problems there are two types of studies based on the data used. Those split
to those ome from randomised trials (unlike case) or @Gnandomised) observational
studies. In the controlled experiments, assignment into treated and control groups is
random, whereas in the observational studies, assignment into treated and control
groups is notandom. For the analysis of observational data, the structure depends on
conceptualising the data as having arisen from an underlying regular assignment
mechanism. Regular designs are like pure randomised experiments, except that the
probabilities of treament assignment are permitted to depend on covariates, and so can
vary from unit to unit.

As suggested by Rubin (2008), we have to design observational studies to approximate
randomised trials in order to obtain objective causal inference. In practigglesi
comparisons or even regressiadjusted comparisons may provide misleading
estimates of causal effects. This may reflect ambiguous potential differences between
the two groups being compared due to omitted variable bias arising from unobserved
and unontrolled differences. In a more general framework, omitted variable bias (also
known as selection bias) is the most serious econometric concern that arises in the
estimation of treatment effects. Rosenbaum and Rubin (1983) proposed PSM as a
method to redce the bias in the estimation of treatment effects with observational
datasets. The interaction between omitted variable bias, causality, and treatment effects
can be seen most clearly using the potential outcomes framework. This was originally
introducedby statisticians in the 1920s as a way to discuss treatment effects in
randomised experiments.
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5.2 Potential-Outcome Approach

According to Heckman and Vytlacil, (1999), treatment evaluation is the estimation of
the causal effect of a programe or a treanent ‘O p relative to another treatment

O 1 on the outcomeariable®, experienced by units in the population of interest.
O N mip is the indicator of the treatment actualbceived. For each uriRassume

two potential outcomeso h  corresponding, respectively, to the potential outcomes
in the untreated and treated states. Qet p denote the receipt of treatmeit;
tdenotes nomeceipt. Letw be the measured outcome variable so that:

w Ow p Ow ¢ QEVODHEIED
w w Ow w kw 10

Wheref U U andU RU f$ do not depend o ,E E 3 5 4 6 The causal
inference methods make thrlsle unit treatment value assumption (SUTVA) that one
unit's outcomes are unaffected by another utngatment assignment. In otheords

the treatment status of any unit does not affect the potential outcomes of the other units
(norrinterference) andhe treatments for all units are comparable (no variation in
treatment). One of a number of attributes, SUTVA excludes -affssts, or general
equilibrium effects, among potential treatment participants that could occur because of
their actual prticipaton decision (Lechned,999).

This is the NeymaifrisherCox-Rubin model of potential outcomes. They are
essentially the same as the econometric switchingssmpn model of Quandi972)
usually tied to a linear regression framework, the Rmgdel of inome distribution
(1951), the Heckman and Honore (1990ntcibution tothe classical Roy model, with
further clarifications and extensions oethleckman (1976; 1979) model in which a
simple twoestep estimator is usedarly influential contributions of th conceptual
approach for experimental and rexperimental studies have been also made by Rubin,
(1974; 1977),

The fundamental problem of causal inference is that only orie pf and® 1 is
observed in any unit, so we can never find the tausal effect since it is impossible

to observe the individual treatment effec{Holland, 1986). So, estimation of missing
data is needed from the data observed@f$ and assumptions are invoked to
identify and estimate some charaidtics (in particular means) of the distributiory of

It is central to define whether the parameter of interest has homogenous or
heterogeneous impacts; hence, whether @« kT | “rr , respectively.
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5.3 Treatment Effects

It is impossible to measure causal effects at the individual level since they tend to be
unobservable therefore, researchers focus on average causal effects. To make the idea
of an average causal effect concrete, the causal estimands of interest are usually average
treatment effect4ATE) on the whole population or on spopulations. ATE is the
difference betweetheoutcomes of treated and control observations.

So, in other words, AE is useful to evaluatéhe expected effect on the outcoté
individuals in the populatioarerandomly assigned to treatment.

0’ YOO
This is equivalent to a simpldest between the outcomes the treated and the control
groups. Consider the outconfe , i.e. the observed efficiency scores for each
institutiory then:

A

%9 O ;1 zO

In this model, the treatment is the merger status t, denoted as a dummy variable. From
the model we dtain, the average outcome for untreated uftt®: O 1 4 and
the average outcome fortreatedurts®® O p | z

The difference in meds estimator is given by the slope of t, ze. %9 O p
%9 O m.

It is likely that the expcted average efficiency ftretreatedunitsis lower than fothe

control so, mistakenlythe treatment malye considered dangerous. Howevieere are
assumptions underlying the linear regression model that are not plausible so we need to
adjust any idference in average outcomes for differences in-tpratment
characteristics (not beg affected by the treatmentphdjusting for confounding
variables, we can estimate thenditonal average treatment effect (CATE)

We can adjust via specification of a conditional model for the potential outcome using
regression models. In a standard regression approach, unconfoundedness (untestable) is
implicitly assumed together with other functional or dgttional assumptions.
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With the usual exogeneity assumption thd$ AT AU @. The regression of
9 onaconstan and@ implicitly assumeghe constant treatment effect and the
slopez of the treatment indicatavill act as arestimator of the ATE.

Zz %9 8 p %9 8B

The model assumes a homogeneous treatment effect, i.e. the average change in the
outcome variable due to treatment keeping x characteristics nbisstaual to:

0 YOOw ©O wxfo p Owxfio m

According to Heckman (1997ATE might not be of relevance to polimakers because

it includes the effect on persons for whom the programme was never intended. Hence
ATE is consistenin random experimentdut in observational studigsmay be biased

if treated and controlliservations are not similar. Therefonghat needs to be altered
here is the calculation of the averageatment effects on the treated (ATThe
aforementionedmethod explicitly evaluates the effects on those for whom the
programme is actually intended.

ATT is the difference between tlbetcomef the treated observations if they had not
been treated. Hencdét appears as counterfactual situation, betweere ttreated
observations and the closest potential match of the control observations. This is a
6napv e 6, usrs (obseraect) mutcomes of the rarticipants. Anindi i dual 6s
participation decisiotbased on personal characteristics (observed and envebl$ is

likely to affect Y.

0"YYO® O p
O YYOuwrdO p Owxho p Owxfo p

This second term is the counterfactual elen@mwd KHO p (i.e. the counterfactual
mean) for those being treated, whiclat observed, hence needs to beneated. A
potential substitute for it in order to estimate ATT is the mean outcome of untreated
individualsO ® O 11 . In observational studigghis is not a good idea because it
could be that covariatethat determine the treatment decisiolsa determine the
outcome variable of interest. Therefaitee outcomes of individuals from the treatment
and comparison groups (the difference between treated artderad®d outcomes the
absence of treatment) wdiffer even in the absence of treammeesultng inso-called
selection bias.

138| Page



Using experimental data, Heckmagt,al, (1998) provide a very useful breakdown of
this bias term. In particular if we compare the outcomes by treatment status, we obtain
a biased estimate of the ATT:

O® O p 0® O M %US p %US 1
%Us$ p %US p %US p wUS
O "Y'YO QO

The ATT can be identified only in the case in which the outcomes of individuals from
the treatment and comparison greupould not differ in the absence of treatment.
ConsequentlyoUs$s p %UsS 1 18

As previously mentioned, in experimental studies, assignment to treatment is random;
this is ensured and the treatment effect is directly identified. Howeversamational
studies, we must rely on some identifying assumptions to solve the selection problem
(selectivity bias).

One source of selection bias may stem from the presence of units in one group that
cannot find suitable comparison in the other, companmgcomparable individuals
(nonroverlapping support abin the treated and control group). Consequently, the first
component of bias accounts for differences in the distribution of observed
characteristicg between the two groups (nawerlapping support of the observables).
Another potential reason for &8 are the differences in the distribution of the
observables between the two groups over the common support hypothesis (weighting
comparable individuals incomparably). Hence, the second component of the error tries
to cover inexpediencies due to differerdn the resulting empirical distributions of
observables even when restricted to the same support. Finally, selection of
unobservables may lead to selection bias from sample differences that researchers can
observe but fail to control (Blundell et alQ@®4).

A properly designed randomised experiment would curtail or even eliminate the bias
mentioned above, but such cases are very rare. In the vast majority of economic
research, observational datasets are used. Therefore, in the absence of an experiment,
researchers rely on a variety of statistical control strategies to reduce omitted variable
bias. An effective way to confront is to conceptualise the data as having arisen from an
underlying regular assignment mechaniganilii and Rampichini, 2011). A comon
practice is to adjust any difference in average outcomes for differencestiagireent
characteristics (not being affected by the treatment). Hence, virtualgxpmrimental
methods are used, each of which uses observed data combined with apgropri
identifying assumptions to recover the missing counterfacts (Blundell et al., 2004). The
sources of bias outlined above can be handled efficiently if the appropriate method from
the alternatives is chosen. Thepriori richness and nature of the avhiadata, the
postulated model for the outcome, and the selection processes are the determining
factors in this process.
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Non-experimental methods vary in terms of the appropriate identifying behavioural
assumptions and the statistical methods, becauseeadditferences in the observed
microdata. Four broad classes of statistical method can be identified in the literature to
recover missing counterfacts: modelsed imputation methods (e.g. regression
analysid*9), instrumental variable methods, control fuoetmethods, and matching
methods. By virtue of potential weaknesses and pitfalls may lurk in the above methods
(e.g. sensitivity to linearity assumption, increased sensitivity to the moded, jannati
assumptions) covariate choice (specification) andyemrecently, noiparametric
regression estimators. In the current study, in order to avoid model dependence, we
focus mainly on matching techniques, which vary extensively in the literature, and,
specifically, on propensity score methods of matching, kvtead to have been well
established in the field.

There are two broad groups of matching estimators: the traditional matching estimator,
i.e. individual neighbourhood, and smoothed weighted matching estimators. The former
can be further divided into nesst neighbour matchin@NM) and/or caliper matching,

and the latter on kerndélased matching. The aim of these matching techniques is to
construct a suitable selected comparison group that is as similar as possible to the
treatment group in terms of obgable characteristics. There are two main assumptions
postulated here: the conditional independence assumption and the common support
assumption, which should hold simultaneously.

5.3.1 Assumptions

Partial equilibrium character (no general equilibrium effects)

Treatment does not indirectly affect the control obsgons (so there are no spialver
effects from the treated group to the control group).

Conditional independence assumption

The conditional independence assumption (CIA) states that the potesdithent
outcomes are independent of the assignment mechanism for any given value of a vector
of attributes Q). Hence, for random experiments the outcomes are independent of
treatment.

This assumption is formaled in the followingexpression:
who Uo

For observational studies the outcomes are independent of the treatment, conditional
on®. So treatment needs to be an exogenous variable, which ignores the outcomes. The

140 Ordinary least square methods (simple or multiple linear regression)
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intuition of this assumption implies that all the relevant differences betinested and

nornttreated observations are captured in their observed attributes
WMo U O Q¢ dnN Y

Unconfoundedness ssumption

A weaker version of the CIA is the unconfoundedness (ignorability) assumption or
selectionof observables. Ifite decision to take the treatment is purely random for
individuals with similar values téhe pretreatment variables, then we case the
average outcons®f some similar individuals who were not exposed to the treatment.
The underlying identifying assurtipn is callel unconfoundedness (selection of
observables or conditional independence).

Assignment to treatment is independent of the outcomes, conditional on the covariates.
Hence the only source of omitted variables or selection bias is the set ofeabse
covariate88 . This is a weaker assumption than the conditionalependence
assumption (Lechnet999).The conditional independence assumption becomes:

w U O
OOIHO p ORINO T QN Y
This is the key assumptiothat facilitates causal inference (sometimes called an
identifying assumption)whichcan be further developed as:
O® OO 00 & QN p
O® ®PY p OO dHHO p & DO pO p

00 G WHO  p ) who 1O  p

And likewise,O & & 00 ®Who p WO

Consequently, the ATT or ATE can be eagsed by averaging-3pecific treatment
control contrasts, and then reweighting thesgpXcific contrasts using the distribution
of 8 for the treated (for ATT)or using the marginal distribution 8f (for ATE). Since
these expressions involve s#yvable quantities, it is straightforward to construct
consistent estimators from their sample.

Under unconfoundedness, the basic idea is to find units similar to the treated subjects
in all relevant preareatment characteristi@from a large group ofamn-treated units.

Since conditioning on all relevant covariates is limited in the case of a high dimensional
vector8, Rosenbaum and Rubinl983) suggesthe use of the soalled balancing
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scoreso & 8These scores are functions of the relevant oleskoovariateg) such that
the conditional distribution dbgivenc & is independet of assignment into treatment:

WU OHA 8
Of course, balancing scores are not unique. One possible type is the propensity score
i.e. the probability of being treatediven observed characteristi@s Matching

procedures based on this balancing score are known as propensity score mgtehing.
assignment to the treatment does not affeetolutcome of the control group:

A8 00 p w %$8 @
0 $WUH 0 $W

According to Rosenbaum arRiubin (1983), at any value of a balancing score, the
difference between the treatment dhdcontrol means is an unbiased estimate of the
ATE at that value of the balancing score if treatment assignmstrorggly ignorable.

If treatment assignment is strongly ignorable gi@esharacteristics, then it is strongly
ignorable given any balancing score, i&is independent ofogiven the propensity
score.If unconfoundedness is a valid assumption then all biases due to observable
covariates can be removed by conditioning solely on the propensity score:

URD UOAS
Usually, given a set of preeatment variables, unconfoundedness is vieagd
reasonable approximationtbie actual assignment mechanism, with only vagjeori

information about the dependence of the propensity score on theegiment
variables(Grilli and Rampichini2011).

5.3.2 Matching or Overlap Assumption

The overlap or common support conditiamplies that the probability of assignment is
bounded betweerero and one. For each valoiEd there are both treated and control
observationsand for each treated observatitimere is a matched control observation
with similaraa We want thecharacteristicsoto cover both the treated and the control
group (Rosenbaum and Rubinl983a). Therefore, the individual assignment
possibilities (propensity scores) as a function df i@ value of the covariateg,

0 G pwWw), are strictly between zero and one:

T i €D pw pQEdN Y
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The assignment mechanism can be interpretéubaghwe can analyse data from sub
samples with the same value of the covarjasssif they arose froma completely
randomigd expetinent. The reduction to a pairedmparison should only be applied

if unconfoundedness is a plausibly assumption, based on the data and a detailed
understanding of the institutional agt by which sele@n into treatment takes place
(Blundell et al., 2005).

According to Rosenbaurand Rubin (1983) findings, treatment is strongly ignorable
when both unconfoundedness andriagassumptions are valid. These @&ve the key
assumptions that can identityet ATE. If the overlap assumption is violatedoat &

it is infeasible to estimate botU$8 @% p and%US8 @% 138

5.3.3 Balancing Property

Assignment to treatment is independgntonditional on specific functionsf @,
denoted as balancirsgoreQ & 8This assumption fulfils the scalled balancing score
property wherehe treatment decision is not reliant on tfecharacteristics given the
same propesity score (testable condition):

Oy ON®
And more specifically under the proysaty score case:
Oy O w
Wheref @ k 0 O p3d @ ©0VO ®

So, the balancing hypothesis implies that, observations with the same propensity score
must have the same distribution of observable (and unobservable) characteristics
independeny of treatment status:

$U @I

For a given propensity score, exposure to treatment is random and, therefore, treated
and control units should be, on average, observationally identical. Rosenbaum and
Rubin (1983) labelled thpropensity score gsartiaularly important forthe setup of

the balancing scores since it reduces the dimension of the conditioning set to one. By
avoiding model specification, we are coping with the curse of dimensionality and the
problem of continuous covariates.

In order to amliorate model dependence, matching methods have been extensively
used. The underlying assumption of matching is that the only source of omitted
variables or selection bias is the set of observed cova8atlscontrast to regression,
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treatment effets are constructed by matching individuals with the same covariates
instead of through a linear model for the effect of covariates. Therefore, the goal here
is balancing in covariates. This will further permit the generation of pairs of
observations thatdve the exact same covariate values (perfect balance) and differ only
on treatment assignment. Then, we have perfect conditional ignorability, assuming no
omitted variable bias (Rubin, 2006). By tackling the data as matching pairs, we will
achieve the sameesults regardless of the model. Matching is a method of trying to
achieve better balance in covariates and to reduce model dependence.

5.4 Matching Strategies

Matching technigues have been applied in experimental worktfrerfirst half of the

20" cenury*#! and were advanced and developed in a set of papers by Rosenbaum and
Rubin (1983a,1983, 1984, 1985). The standard matching strategy aims to pair each
treated subjectfivith one or more comparable ntnreated subjectd hen, the strategy
intends to associate to the outcothe a matched outcome:

W T 0 @

Where6 1 is the set of neighbours with  of the treated subje@andv is the
weight of nontreatedQin forming a comparison with treatedand 0 N
mp with B, 0 p.

Through the matching process we attempt to associate to the ouicofrieeatedunit
“(a matched outcome given by:

1. Traditional matching estimators.
The outcome of the most observably similar control unit x (The general formula
that formalizes one to one matching estimators is:

0 n an n T ET91 ns

witho pQ @

2. Simple smoothed matchingwo discrete categories exist here:narest?
neighbours matching and radius matching.

141 See e.g. Rubin (1974) or Lechner (1298)

142K -nearestneighbours:

6 OMOoE D TO RO E 0@ O
0 PjL QY B /| £TI LRI QO

144 Page



3. A smoothed weighted matchilfgor kernel based matching.
It is a weighted average of the oomees of more (possibly all) nareated
(control) units where the weight given to raated unifCis in proportion to
the closeness of the observable andQ

For Gaussian kernél ¢ U ——

An estimate of the propensity score is not enough to estimate the ATE. In fact, the
probability of observing two units with exactly the same value of the propensity score
is, in principle zero since e(X) is a continuous variable. Typically, one treatroase

is matched to several control cases, buttorene matching is also common and may

be prefered (Glazerman et &003).Several matching methods have been proposed in
the literature, the most widely usare described in the following sections.

5.4.1 Nearest Neighbaur Matching (NNM) (with or without
caliper)

NNM matclestreated and control units taking each treatedsyaitd searching for the
control unit wth the closest propensity score, bageto-one matching. Although it is

not necessary, thmethod is usually applied withreplacement**in the sense that a
control unit can be a best match for more than one treated unit. Once each treated unit
is matched with a control unit, the difference between the outcome of the treated units
and the outcme of the matched control units is computed. The ATE is then obtained
by averaging these differences. All treated units find a match. However, it is obvious
that some of these matches are fairly poor be¢éoissome treated unitshe nearest
neighbour(NN) may have a verylifferent propensity score; neverthelesswauld
contribute to the estimation of the treatment effect independently of this difference.
If'Q @ n isthe propensity score of thehi . Given a treated urifiblet'©  denote

the index of the notreated unit that is the4ih closest to unitin terms of the distance
measure based on the norm €. e

143 Other matching methods in this category are:
I Local linear regression matchingpreach treate@ estimateo k ‘'O &0 11 &  n nonparametrically: Fit a line
estimated on a local neighbourhoodiond then apply a weighting scheme with weightsi HE B . 0 —

-0 0 —
Il Mahalanobismetric matching: The weights are combined into a distance measure and then match on the resulting
scalarQ Q0 ® w) @ @ © whereVisthe pooled witnisample covariance matrix of W. The weights
are assigned to each w in proportion to the inverse of the variance of w. For further detail see Rubin, (1980).
144 Matching with replacement keeps bias low at the cost of a larger variance, while matchog véplacement keeps variance
low at the cost of potential bias.
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Letd "Q denote the set of indices for the first M matches for it

0 "Q ‘008 8 &0 Q

N

The individualNNM setfor one to one mahing (not for multiple nearest neighbours)
is given by:

#E T EB b

Where# E is a set of control units matched to the treatedfmith an estimated value
of the propensity scof@. Normally, the case of multiple neighbours sitt be not
alike, in particular if the set of characteristi8sontains continuous variables. In the
implementation of this method, there is a common taftibetween kas and variance.
In cases in which the matchingas just oneNN the bias is minimid at the cost of a
larger variance. However, if multiple nearest neigltb@re used decrease in variance
is feasible at the expense of a generated increase in bias. Another option that is
commonly used here is the caliper optibiNM within a specifieccaliper distance is
similar to the usuaNNM embeddedvith some further restrictionthat the absolute
difference in the propensity scores matched units must be belowpaespecified
threshold whichs the caliper distance (AustipQ11).

5.4.2 Caliper M atching

When caliper matching is usedhat differs from radius matching is that the nearest
control is used as a match if a treated unit has no control units withinira@iven)
T, treatedds matched tmontreatedGsuch that:

1 ohon TET® s

If no untreated unit is within from treatedQ'Qs left unmatched. When the caliper is
not appliedthere are na priori sypportrestrictiongCochranand Rubin1973).

146 Page



5.4.3 Radius Matching

Each treated unit is matched only with the control units whose propensity score falls
into a predefined neighlbichood of the propensity score of the treated unit. We use
radius and we matcthe observations according to the equivalent radius. Each treated
observatiorifis matched with a control observatiéhat falls within a specified radius
i:

6 n oagm n i

0 piv Q6 f £TI ORI Qn

Where0 is the number of cdrols matched with observatié® "Y The smaller the
radius the better the quality of the matches and the higher the possibility that some
treated units are not matched becauseéghbourhoodloes not contain control units.
The esti mat dotloNN arfd cadius unatehinghndbe expresdeas follows
(Becker and Ichina2002):

P .

T — D) 0 ©
P ,
— W L W

P . p ,
—  ® — 0U®

Whered captures both NN and radius matching,denotes the number of units in the
treated groupFor the variance formula of this estimator follow Becher and Ichino
(2002).

5.4.4 Kernel Matching

For eachobservation in the treated group, we use all the observations in the control
group where we are going to weight them. If the gap of the difference between the
propensity scores wide then the weightsicrease, otherwise, whehe difference is
narrow thearising weightslecreaseEach treated observati@s matched with several
control observations with weights inversely proportional to the distance between the
propensity scores of treated and control observations. With matching based on
propensity scores, the weights are defined as (Heckman et al,,1988):

147| Page



Where h is a bandwidth parameter and'@dQ is the nortreated @ outcome.

B . 0 "@Q p. The higherthe vali®t h e mo r e thématchemteenst 6
of closeness.

The outcomewof treated’Qis associated to a matched outcome given by a kernel
weighted averagef the outcome of comparable nineated, where the weight given to
nontreatedQs in proportion to the closenesstweeriand’®

The choice of kernel function varies and it may be a Gaussian distribution where
068 APDPojg for all the nontreated unitsd O 1 or an
Epanechnikov distribution with ¢ ¢ p ¢ if S p (=0 otherwise), moving
window within the D=0 group.

5.4.5 Stratification Matching

This method consists of blocks to compare the outcomes within intervalsghbd
propensity score where blocks are defined by the same algorithm that estimates the
propensity score§.hrough the stratification method on the propensity score, the range
of variation of the propensity score is classified in intervals such thdtinweach
interval, treated and control units display, on average, roughly similar values of
propensity score. Those stratified units are embedded into mutually exclusive subsets
according to their estimated propensity score. Then, within each intervhlah faoth

treated and control units exist, the difference between the average outcomes of the
treated and the controls is computed (Austin, 2011). Therefore, when the propensity
score has been correctly specified, the distribution of measured baselinateswaill

be approximately equivalent for both treated and untreated units within the same
stratum.

A frequently used approach for stratification in the quintiles of the propensity score is
suggested by Rosenbaum and Rubin (1984). Thiclasificationof the propensity

score is a popular method for estimating the (causal) difference of two treatment means
used by Rosenbaum and Rubin (1984), where individuals are stratified based on
estimated propensity scores and the difference is estimated as thgeawErvithin
stratum effects Lunceford andDavidian, 2004). Through their approach, units are
divided into five equal quintiles of the estimated propensity score, and they observed
that 90 percent of the bias due to measured confounders when estimatiagra
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treatment effect is diminished. Increases in the number of strata used provoke a bias
reduction, although the marginal reduction in bias decreases as the number of strata
increases Gochran, 1968Hullsiek andLouis, 2002). In mathematical termstkn

each block, the program computes:

Z

Where,Nreflectsthe blocks defined over intervals of the propensity score;@nds
the set of units in block. . and. are the numbers of treated and control units in
blockn respectively.

The estimator of the ATT based on the stratification method is finally obtained as an
average of the ATT of each block with weights given by the distribution of treated units
across blocks. The ATT is then computed with the followinghida:

B, $
4 Z—Bl$

Where the weight for each block is given by the corresponding fraction of treated units
and is the number of bldes. One of the pitfalls of theratification method is that it
discards obseations in blocks where either treated or control units are absent or
because no control is available in their block

5.5 Propensity Sore Matching Theoreical Framework

PSM uses an average of the outcomes of similar subjects who have the other treatment
level to impute the missing potential outcome for each subject. Similarity between
subjects is based on estimated treatment probabilities, known as propensity scores. The
ATE is computed by taking the average of the difference between the observed and
potential outcomes for each subject. These methods have become increasingly popular
in medical trials and in the evaluation of economic policy interventions.

Suppose each observation has a true probability of receiving the treatment. The
probability of receiing the treatment is the propensity score. We do not know the true
propensity score, but we can estimate it for each observation with a regresdion of
(treatment) or8H45 assuming we have the right setSathat went into the decision for
assigning treatnre. Since we do not have the true propensity scores, we need to check
for balance in our covariates at the end.

145 Baseline covariates that affect treatment assignment and/or potential confounders that affect the outcome variable
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The main element here is to assign the observations into two groups. The treated group
(received the treatment) and the control group (didetsive the treatment). Treatment

O is a binary variable that determines whether the observation has received the
treatment or not. Wheil® p denotes treated observations &nd Tt for control
observations.

After demonstrating the treatment and control groups, any standard probabilgy mod
can be used to estimate the propensity score. Most software packages tend to use a
probit or a logit model to define the propensity of observations giveariables that

affect the likelihood of being assigned into the treated group. So, the pryEawi

model is a binary model wit serving as a dependent variable amthdependent

ariables. R
var 0@ 000 px OO0 "OQG

Where:"Qw is afunction of covariates with linear and higher order teri@g], is a
cumulative distibution, e.g. the logistic distributiprand 8 is a set of observed
characteristics of individud2Rosenbaum and Rubin (1983).

A oB®»

R N Y 1T

The propensity score is the conditional (predicted) probabiliecéiving treatment
given pretreatment characteristi€ Sq the balancing property should be satisfied in
the obtained estimate of the propensity score. An appropriate specificatoe ofhat
satisfies the balancing property may contairrewigher order terms i& & . In
general in the received literaturemore parsimonious rather than the full set of
interactions are needed to match cases and controls on the basis of obs@vilbles
and Rampichini,2011). Therefore, after matchig an observation that received
treatment with an observation with a similar propensity score that received control, we
can compare the outcomes of treated and control observations:

O YYOuwd) @O p Owxyiwho p Ows who

The true propensity score is generally unknown, so that the propensity score needs to
be estimatedf the potential norireatment outcome is independent of the assignment
mechanism conditional od® @& then it is also independent of the assignment
mechaism conditional om & 1 ®, thus:

OO pd R OO MO o

Hence, OGSO p OOXXO mMD O /O pd can be used for
estimation.
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When the propensity score is known or canlbe consistently estimated with a
parametric model, then the major advantage of this property is the reduction of the
dimension of the estimation problem, which is especially important fopacmetric
estimation techniques (Lechner, 1999).

The true propensity score is a balancing scecethe distribution of prreatment
variables between treated and untreated units with the same propensity score should be
the same and independent of treatment assignment. Therefore, appropriate methods
(statistical tests) for assessing whether th@gmsity score model has been adequately
well specified should be used (Heckman et al., 18@#kman and Smith, 1999; Black

and Smith, 2003). In general, the choice of the baseline covariates included in the
propensity score model should be based on thedand previous findings since the
propensity score model does not entail a behavioural interpretation.

There is a lack of consensus in the applied literature regarding the inclusion (or
exclusion) of covariates in the propensity score model. Accordirnfgustin et al.,
(2007), there is more than one possible set of covariates for inclusion in the propensity
score model. Mainly, all measured baseline covariates (characteristics) should be
included in the propensity score model safely, since, practichlty identification
process of true confounders may be infeasible (Austin, 2011). Hence, the &et of
covariates may consisf:

1. Baseline covariates that affect exposure to treatment, all covariates that affect
the outcome (i.e. the potential confounders)

2. Only variables that are unaffected by treatment, but that affect the outcome so
either fixed over time or measured before participation (Brookhart et al.,.2006)

3. Only variables that affect simultaneously the treatment status and the outcome
variable (i.ethe true confounders) (Siane304; Smith and odd, 2005).

In cases of uncertainty of the proper specification, the disputable choice is whether it is
better to include too many rather than too few variables. Variables should only be
excluded from analys if there is strong evidence that is unrelated to the outcome or
not appropriate covariates. If this is not the case, Rubin and Thomas (1996) recommend
including the relevant variables in the propensity score estimation since omitting
important variablesan seriously increase bias in resulting estimatesKman et al.,

1997; Dehejia antVahba, 1999).

On the other hand, owgarameterisation steers on higher variance of the propensity
score estimates and deteriorates the support problem (Bryson2€0&)), In general,

the plethora of available covariates varies and, according to the number of covariates
used in the model, may result in bias increase for a wide bandwidth of covariates due to
the weakness of the common support or to higher varianca fower number of
covariates due to the implausibility of the unconfoundedness assumption. This trade
off on the plausibility of the unconfoundedness assumption and the variance of the
estimates in finite samples affects the estimated standard error$, ighit to be
smaller for parsimonious specification where the common support condition poses no
problem Black andSmith, 2003).
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The various methods considered above reach different points on the frontier of the trade
off between the quality and quantity the matches, and neither method is considered

a priori superior to the others. Their joint consideration, however, offers a way to assess
the robustness of the estimatBgec¢ker andchino, 2002). The quality of the matches

may be further improvedngerthe common support restriction. Under this scheme,
observations whose propensity score belongs to the intersection of the supports of the
propensity score of treated and controls are only considered. A caveat of this assumption
suggests that imposing theromon support restriction is not necessarily better
(Lechner, 2001), since higluality matches may be missed at the boundaries of the
common support and the sample may be considerably downscaled. However, the
imposition of this assumption provides bettigrality matches.

5.5.1 Propensity Score Matching!*® Practical Exploration

For many years, the standard tool for performing PSM in Stata has been the psmatch2
command, written by Leuven and Sianesi (2003). Quite frequemlwever, the p

score (Becker antthino, 2002) is also used. All the matching methods previously
discussetf’ are available in the psmatch2 command. In addition, appropriate routines
exist for the common support option, options for graphing, and covariate imbalance
testing. Although the standaedrors obtained using bootstrapping methods or variance
approximation, it is not taken into account that the propensity score is an estimate, so
the received output includes a caveat.

In a recent paper, Abadie and Imbens (2012) established how to @lkedount that
propensity scores are estimated at an earlier stage, so there are estimates. Consequently,
they launched theeffects psmatclcommand, and the recent development of this
command that relies mainly in their work on psmatch2 is the fact tthakes into
account that propensity scores are estimated rather than known when calculating
standard errors. This often makes a significant difference, and sometimes in surprising
ways. The underlying logic of the teffects psmatch command for estimegaignent
effects from observational data includes PSM by determining how near subjects are to
each other by using estimated treatment probabilities, known as propensity scores. A
main advantage th&SM offers for the NNMestimator is that it does not nebihs
correction, because PSM matches on a single continuous covariate. In effect, the PSM
estimator parameterises the basrection term in the treatment probability model,
while the NN estimator constructs a bias correction term when matching onhaore t

one continuous covariate.

146\While methods based on PSM are the most common method of estitreaingent effects, there are other methods of estimating
treatment effects. Other implementation methouddude regressiondiustment, i.e modetbased imputation meths (e.g.,
regression models), inverse probability weighting, augmented inverse pitybagighting, inverse probability weighted
regression djustment etc.

147 E g. nearest neighhw, k-nearest neighbws, radius matching, kernel matching, local linear regression, Mahalanobis matching
etc.
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In this study, we attempt to assess the effect of merger activity (treatment) on the
average efficiency level performed by HEIs in England. Therefore, the ATE on
universities that have been merged (treated) will be computddcampared to
universities that have not experienced a merger. This analysis will be a sensitivity
analysis check for previous findings using a4step procedure th#te typical merged

HEI is significantly more efficient than either @meerger or nodnerging HEISs,
suggesting that, on average, merging is a positive activity. Moreover, the merger effect
tends to last for almost three periods after the merger; the year after the merger seems
to concentrate higher efficiency levels compared to subsequest year

Additional findings strengthen the claims of efficiency benefits through mergers that
accrue fromRTS as a consequence of increased administrative, economic, and
academic efficiency (Skodvin, 1999; Harman, 2000), or returns to scope if the merging
institutions have complementary activities (Skodvin, 1999).

Matching estimators anely mainly on the potentialubcome model, in which each
individual has a weltlefined outcome for each treatment lewela binarytreatment
potentialoutcome model) is the potential outcome obtained by an individual if given
treatment level 1 and is the potential outcome obtained by each individiibgiven
treatmendevel 0. In this particular studyb denotes the efficiency score of universities
that have been merged anddenotes the efficiency score of universities that have not
been merged at all. Throblem posed by the potent@ltcome model is that onkyp

or w is observed, never both. Bath andw are realiations of the random variables
@ andw. Throughout this documentQsubscripts denote realisations of the
corresponding, nesubscriptedandom variables.

Formally, the ATE is:

Andthe ATET is:
1 Ww WY p

These expressions imply that we must have some solution to the rdasangroblem
that arises because we only observe eitheorU , not both. The teffects psmatch
implementsNNM on an estimated propensity scomhich is a conditional probability
of treatment.

For each individualNNM uses an average of the individuals that are most similar, but
get the other treatment level, toedict the unobserved potential outcorN&IM uses

the covariates@ a8 8 i@ to find the most similar individuals that get the other
treatment level.
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More formally, consider the vector of covariat€® @ h2; M 8 g, and
frequency weightx for observatiorkE The distance betwee® anddis parameterisd
by the vector norm:

200 0 0@ & @

Where3 is a given symmetric, positivéefinite matrix.

The PSM estimator uses a dtment model® @h®r to model the conditional
probability that observatioffxeceives treatmeritgiven covariate$d. The literature
callsb @h®r a propensity score, and PSM matches on the estimated propensity scores.
In this specific cas we use a probit model to compute seepropensity scores usirg
covariates. Each institution is denotedEand the set of covariates used in the probit
model are: two dumgnvariables capturinghe type of institution (i.epre-1992,post
1992),0one variable named Size that quantifiee e i n s izd, dnenvarialbdemansed s |
Medicine that contains information about number of students enrolled in medicine
subjects and the proportion of grant income plus tuition fees received in each institution.

Using this distance definition with matching on the estimated propensity score, we find
that the set oRN indices for observatiofE pr8 A his:

m E EFEBHE O p OO P O HO POFO OH E
WhereD O D @hdr . As was the case with the NNM estimaior,is the smallest
number such that the number of elements in each set,g Es B, x is at

leastl , the desired number of matches, setthe nneighbors (#) option. Once a
matching set is computed for each observation, the potentiedme mean, ATE, and
ATET computations are derived and are identical to those of NNM. The ATE and
ATET® standard errors, however, must be adjusted becaest&reitment model
parameters were estimatésgee Abadie and Imber&)12). Hence the variances for

andy must be adjusted because we usastead of . Interestingly, the adjustment

term for ATE is always negative, leading to smaller standard errors: matching based on
estimated propensity scores turns out to be more efficient thahingattased on true
propensity scores. However, for ATT the adjustment term has two components and can
be positive or negative, so the standard etfdnsay be too large or too small.

148 For further clarification for the within treatmematcheseeAbadie and Imbens (2012).
149 These are the standard errors reported by psmatch2 that need to be adjusted.
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5.5.2 Results

Some summary statistics about the treated and control grexgl that there are 266
observations in total within the sample that receive the treatment during the examination
and 1929 observations that can be used as control observédemI able 14)

Table 14: Sample sizedor treated and control universities by year

Year Treated Observations Control Observations Total
199697 1 137 138
199798 4 131 135
199899 6 126 132
199900 7 124 131
200001 10 118 128
200102 12 118 130
200203 13 118 131
200304 14 116 130
200405 18 111 129
200506 20 108 128
200607 22 107 129
200708 23 104 127
200809 24 102 126
200910 23 103 126
201011 24 102 126
201112 23 103 126
201213 24 101 125
Total 268 1,929 2,197

The nunier of treated observations variesm year to year sinceome universities
have completeldropped from the sample due to closure, or some new universities have
entered théiE system.
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Table 15: Mean technical efficiency for treated and untreated universities

Groups Treated Untreated
Variable Mean Std.dev Mean Std.dev
Bias_Crs Efficiency 0.658 0.138 0.629 0.164
Bias_Vrs Efficiency 0.796 0.172 0.690 0.190
prel992 0.511 0.501 0.392 0.488
post1992 0.250 0.434 0.241 0.428
Size 14.363 7.035 7.951 6.167
Medicine 1,188.92 1,551.19 246.43 652.89
" OAT OOEDEN QAITAT |1 0.669 0.183 0.721 0.150

Some summary statistics reveal that treatment observationsdmageragegreater
efficiency leves compared tmontreatedobservationgsee Table 15)The result is
more pronounced whenenusea VRSassumption instead afconstantHowever this
simple differencén the average efficiency level cannot be sufficient to verify our results
that indeedthose treated institutions tend to be more efficient. As we can observe from
the table there are some other characteristics that may account for those differences
upon the mean efficiency between treated and control observationenlgaafter
matching our groups conditial on those characteristiecsan we extract a safe
extrapolation of ouresult that the outcome varialgkdficiency level) is higher fathose
treated. On averagteated institutions tend to be larger simmiversities, they tend to
have more studenstudyingmedicine subjectsand thereceived grants and tuition fee
income as a proportion of thetal income is lower than that ohtreatednstitutions

However what remains meaningful in this stagetds create balanced samples in
observational studies with a binary treatment where the control group data can be
reweighed to match the covariateoments in the treatment growgo the estimation of
causal effects in observational stuckesails gore-processing step of the datader the
selection on observables assumptlarthis way the covariate distribution of thentl

group data is adjusted by reweighting or discarding of us@isas to become more
similar to the covariate distribution in the treatment group (Abadie and Imbens 2011).
Popular techniques used in the literature togroeess data prior to the es#étion of
causal effects arthe nearest neighhw or the propensity scorenatching (Ho.et al.,

2007; Sekhon 2009 hose methods produce a suitable weighting that balances the
covariate distributions. However on the shortcoming of those matching techmsque
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