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Abstract

Pharmacokinetic (PK) studies aim to study how a compound is absorbed, distributed, metabolised and ex-
creted (ADME). The concentration of the compound in the blood or plasma is measured at different time points
after administration and pharmacokinetic parameters such as the area under the curve (AUC') or maximum con-
centration (Cpqe) are derived from the resulting concentration time profile. In this paper we want to compare
different methods for collecting concentration measurements (traditional sampling versus microsampling) on the
basis of these derived parameters. We adjust and evaluate an existing method for testing superiority of multiple
derived parameters that accounts for model uncertainty. We subsequently extend the approach to allow testing
for equivalence. We motivate the methods through an illustrative example and evaluate the performance using

simulations. The extensions show promising results for application to the desired setting.

1 Introduction

The purpose of this paper is to construct a method for comparing the traditional method of collecting concentration
samples in pharmacokinetic (PK) studies and the recently developed method of microsampling.! The two blood
sampling methods differ in both the volume of blood collected and the method of analysis. The use of microsampling
offers many economic and ethical advantages. The reduction in blood volume of samples not only allows for the
possibility of elimination of satellite subjects in toxicokinetic studies, but also the opportunity to redesign the sam-
pling scheme to further reduce the number of subjects needed in both these and pharmacokinetic/pharmacodynamic
(PK/PD) studies. The nature of the comparison considered is both superiority and equivalence. While both ap-
proaches are possible, testing for equivalence is preferred for a study to provide evidence to support microsampling

as a valid blood sampling method.

Since PK studies measure the absorption, distribution, metabolism and excretion (ADME) processes over time

using multiple parameters derived from the estimated functional relationship, a simultaneous comparison of these



multiple derived parameters between the two sampling methods will provide a comparison between the two methods
themselves.

3 or using compartmental methods such as

These parameters may be estimated using non-compartmental analysis®
fitting non-linear mixed effects models.* However, in the latter approach there may be uncertainty in the choice of
model and hence the use of model averaging is an apt idea to incorporate this. Since there are multiple parameters to
compare simultaneously, a multiplicity adjustment must be made. In addition, the variance of the derived parameter
estimates in many cases cannot be directly calculated so we must rely on approximations. In order to incorporate
these properties, we use the method described by Jensen & Ritz® as a starting point. We then investigate and

improve the performance of the method when testing for superiority before we adapt it for the more suitable case

for our question of testing for equivalence.

The motivation behind such a procedure is to conduct a study comparing the two sampling methods, such as the
following example. This study conducted by Janssen Pharmaceutica examines the PK profile a novel compound that
is administered intravenously. Plasma concentrations are taken from the same 5 rats at 3 time points using both
microsampling and traditional sampling, a total of 30 observations (Figure 1). Blood sampling and analysis was

undertaken by the same analyst and all animals entered the study on the same day.
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Figure 1: Example dataset with individual concentrations (left) and spaghetti plot (right).

2 Superiority Testing

2.1 Baseline Method

Jensen & Ritz® discuss simultaneous inference after model averaging parameters derived from a parametric function,
specifically for the use of finding the derived parameters Bench Mark Dose (BMD) and the lower limit of the confidence
interval for this (BMDL) in non-linear dose response modelling. A brief outline of the method is as follows: A set
of candidate models is fitted to the data and (approximate) estimates and variances of the derived parameters of
interest are calculated. These are combined using model averaging® in order to account for uncertainty in the choice
of model and simultaneous confidence intervals are calculated.” The purpose of using model averaging is to include

multiple candidate models, thus taking into account model uncertainty and reducing the possibility of model mis-



specification. Of course this introduces the implication that some of the set of candidate models must be incorrect,

but we vastly improve our chances of including a good model by considering many candidates.

More specifically, let the K candidate models be parametrized by 7 = (71,...,7k) of dimensions (pi,...,px) with
p= Zle pk. Consider the case where for model kK =1,..., K L derived parameters are of interest: 01y, ...,0r%. It
is assumed these are differentiable functions of the model parameters, so that 61 = fix(7k), .-, 00k = fLr(7k). To

obtain an overall estimator across the K models, the following weighted average of parameter estimates from each

of the K candidate models is used® :

K K
Onra =Y wili = wi fir(fo),
k=1 k=1
where the wy’s are the model specific weights such that Zszl wi = 1. Buckland et al.5 suggest to use:

_ exp(—1Ii/2)
Sy exp(—I1,/2)

Wy,

where I is some information criterion based on model fit for candidate model k. For the following applications, we
use these weights with information criterion AICc,® although the method is valid for any reasonable specification of

weights.

To conduct a test of superiority the multiple null hypotheses of interest are:
H01 . 017]y[A =K1y« , Hol . ol,MA = KRly «-- HOL . GL,MA =KL,

where K1,..., Ky, are the values the parameters are tested against. If x; is in each corresponding confidence interval
with simultaneous error rate «, we fail to reject the null hypothesis at simultaneous level a. If at least one x; is not

in its corresponding interval, then the null hypothesis can be rejected.

In order to calculate simultaneous confidence intervals for the multiple derived parameters with simultaneous coverage
1 — «, the methods of Pipper et al.,” described below, which depends on the pj-dimensional asymptotic expansion

of the maximum likelihood estimator 7 for each of the K models is used.

An asymptotic approximation for a single model-averaged estimate may be obtained by use of the delta method
which uses a first order Taylor expansion to approximate the estimate for the model averaged parameter and its

variance. The variance of the model-averaged estimate, 0; r4, is approximated as® :

T
var(él,MA) ~nt {(CZCZ:) w} )y (i};z:) w,

where w = (wq,...,wg) and % is the K x p matrix (%fu(ﬁ)T,...,%f;K(%K)T) for Il =1,...,L and n is the
number of observations. The covariance matrix > = n~! Z?:l \ifZT\i/Z where the \131 are estimates of W; = Wy;, ..., Ug;.

Ui = (I, 1)‘1’;%- with I ! being the inverse Fisher information matrix for model k and \I/k,» the score function for

observation ¢ of model k, both evaluated at the parameter value 7y.

To obtain 1 — « simultaneous confidence intervals for all of the derived parameters, intervals of the form él, MA T



Q var(él, ma) are used. The quantile @ is calculated so that an L-dimensional random vector X with standard

multivariate z distribution with correlation structure the same as the parameter estimates’ satisfies:

L
P((-Q<X<Q)=1-a,

=1
for a 100(1 — «)% confidence interval.

Jensen & Ritz® use a Normal distribution is used to calculate the quantiles for the simultaneous intervals, although
the t-distribution may be more appropriate for the smaller sample sizes and estimations of variance using these small
samples. This relies on an estimate of the degrees of freedom associated with the parameter estimators, which can
be obtained from the residual degrees of freedom when fitting the model to the data; an estimate that depends on

the number of data points and parameters in the fitted model.

2.1.1 Example

To illustrate the performance of the approach described above we begin by estimating PK parameters of interest,
t1, the time taken for the concentration to reach half its initial value and C),4,, the maximum concentration, in this
example, for both sampling methods in the example study data shown in Figure 1. For this dataset we will model

the concentrations in a single model to ensure that the residual error variance is the same for both methods:
E(Y;) = (1 - La)E(g(7s, 1)) + LnE(g(mm, 1)),

where I, is the indicator variable for the use of microsampling, 7 and Ty are the model parameters for standard
sampling and microsampling respectively, ¢ is time and ¢ is the PK model, the same for standard and microsampling.
Note, however, that such an assumption is not necessary in order to apply the method and one could equally use

two separate models instead. An example using two separate models is discussed later.
To account for the uncertainty about the models form we consider the following two candidate models:

Candidate Model 1: Log Linear
g(7.t) = Boexp(Brt) + €. (1)

Candidate Model 2: Log Log Linear

g(7,t) = exp(Byexp(Bit)) + €. (2)

We assume € ~ N(0,02) for model fitting. Based on these models we can then derive the analytical form of the
PK parameters of interest as functions of the model parameters (See Appendix A for the full details). In order
to compare the sampling methods, we are then interested in the differences between each parameter when using
microsampling and standard sampling. These difference may be expressed as ¢ 1 (5) —¢ 1 M) and Croaz™ = Crgs ™
where the superscripts S and M indicate standard sampling and microsampling respectively. For both candidate

models, these derived parameters can be expressed as differentiable functions of the respective model parameters,



and importantly have the same interpretation for each model. In this case, candidate model 1 has weight 0.461 and

candidate model 2 has weight 0.539.

For this particular example, applying the method described by Jensen & Ritz® gives the 95% model averaged
confidence intervals as (-38.2 , 37.1) and (-33.2 , 27.3) for t%(s) —t%(M) and Crnaz™™ — Crnae ™ respectively. Since 0
is in both intervals fail to reject the null hypothesis suggesting that the two methods are similar. It is clear however
that this does not show equivalence of the methods and it is perhaps worth observing that these intervals are rather

wide, likely due to the small sample size of the study.

2.1.2 Simulation Studies

For a first evaluation of the performance of the method, we find the empirical overall type I error rate by simulating
10,000 datasets under the null hypothesis. The same derived parameters of interest and candidate models as used in
the previous example are considered in these simulation studies. Data are generated from the same data generating
model for both sampling methods, standard and microsampling. The data generating model used is the best model
fit to the example data as judged by the AICc® which corresponds to model 2 and parameter values () = 4.436733,
B1 = —0.006318. An additive normally distributed error with ¢ = 5 is used in order to replicate the variation seen
in the example dataset. For simplicity, we assume independent subjects at each time point for the time being, and

return to longitudinal data at a later point.

Different numbers of subjects, n = 5, 10, 100, 1000, are simulated independently at each time point. The smaller
sample sizes are more realistic in terms of conducting these studies but the larger sample sizes show the asymptotic
behaviour of the method. Between 3 and 10 timepoints (see Table 1 in Appendix B for details) are considered. For a
true coverage of 95%, the estimate of familywise type I error rate is expected to be between 0.0457 and 0.0543 due to
simulation error. Figure 2 shows how the number of time points and number of subjects affects the coverage of the
simultaneous confidence intervals based on normal and t-quantiles. It is apparent that the method is conservative
when small sample sizes are used while inflated type I error rates are observed for large sample sizes (and a large
number of time points). The use of ¢ quantile results in type I errors closer to target, but even there conservatism
for small sample sizes and anticonservatism is seen for a large number of data points. In terms of bias of the model
averaged derived parameters, we see as expected, larger bias for the smaller sample sizes and smaller number of time
points. For example, we see an average bias of -0.06 for C),,, for 1000 subjects at 10 time points, but an average
bias of -0.32 for 5 subjects at 3 time points. Please refer to Table 2 in Appendix D for the full range of values. All

things considered, this amount of bias is not too concerning for the procedure.

2.2 Extension

Based on the brief simulations above we are now interested in evaluating if a better approximation of the variance,
the current method uses a first order delta method, can be used to improve the results of the method. To do so we
consider a second order Taylor approximation to estimate the variance of a function of parameter estimates which
can be found as follows: 7 is a vector of model parameters with 7 the estimates from the model; p = E[7], a vector

of the expectations; 6 = f(#), the derived parameter estimates as a differentiable function of the model parameter
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Figure 2: Comparison of observed type I error rate for varying number of time points and subjects for use of z and
t quantile. Horizontal dotted lines show error bounds for 10,000 simulations

estimates (including the weights from the model averaging step); X (7) is the covariance matrix of 7; D = 0, f(7) is

the gradient of f(7) evaluated at p and H = 02 f(#) is the Hessian of f(7) evaluated at .

Then a second order Taylor approximation of f is given by:

This gives as approximations of the expectation and variance of f:

BIFG)) ~ f(u) + 5 tr (HE(?)], 3)

and

Varlf(7)] ~ DTS()D + Ltr (HE(7))°).

See Appendix C for the full derivations.

2.2.1 Example revisited

When applied to the example dataset, the use of the second order approximation yields the new intervals (-44.1 ,
43.2) for ¢, (9 — ¢, (M) and (-33.3 , 27.4) for Cpnas® — Crae ™ compared to the previous (-38.2 , 37.1) and (-33.2 ,
27.3) respectively. The interval for the ¢ 1 difference is noticeably wider for the use of the second order approximation,

and the interval for the C),4, difference is slightly wider. Since they both still contain 0, we remain with the same



conclusion with this modification, there is no evidence of a difference between the two methods.

2.2.2 Simulations

To explore the difference in the confidence intervals based on first and second order approximations a small sim-

(M) one of the derived

ulation trial is conducted. The confidence intervals for the half-life difference ¢ 1 (5) —¢ 1
parameters considered previously, are considered. The introduction of the second order term increases the estimate
of the variance, and so the width of the intervals is increasing from the use of first to second order approximation
for all simulation runs. Note that the introduction of the second order term also slightly changes the actual point

estimate due to the second term in (3).

The implications of these changes can be seen in Figure 3 that shows the difference between type I error rate when
using the first and second order approximation and a t quantile. We find that the type I error is closer to the
target level for small sample sizes while the difference is negligible for large sample sizes. Most notable, the trend
of increasing observed type I error rate for increasing number of time points is still apparent. This suggests that,
while the use of the second order approximation of the variance and the estimate is an improvement, it does not
remove the type I error inflation for large sample sizes. For typical PK studies, it is the smaller sample sizes that
are of primary interest. Note also, that the calculation of the second derivatives Hessian matrix for each simulation

increased the computational cost of the method.
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Figure 3: Comparison of observed type I error for varying number of time points and subjects for use of 1st and 2nd
order approximation. Horizontal dotted lines show error bounds for 10,000 simulations.



3 Equivalence Testing

After this initial exploration of the properties of the procedure by Jensen & Ritz,® we now focus on the main setting
of interest. In the application for the comparison of traditional and microsampling, we are in fact interested in
evidence of equivalence of the two sampling methods rather than superiority. This changes the nature of the tests
we conduct, an overview of the differences is explored by Schuirmann.® The null hypotheses now state that the
difference between parameters are at least as big as some given limit. Therefore the multiple test procedure breaks

down into the following multiple two one sided null hypotheses:

Hyy, : 00 <y or Hog, : 01 > 72,
Hoy, 1 6 <y or Hog, : 0 2> 7,

H01L :9L S’yl or HO2L :HL Z Y2,

where 2 > 1 are the equivalence margins.

The main difference in the method proposed required for this setting is how confidence intervals are constructed and
more specifically how the familywise type I error rate is controlled. We will use the method proposed by Quan et
al.10 for assessment of equivalence of multiple correlated endpoints which uses the following adjustment. Assuming
the endpoints, or in this case, derived parameter estimates f have a multivariate normal distribution with mean 6
and variance 3, with o; = /X, where Xy is the variance of the Ith derived parameter estimate. Then for L derived
parameter estimates, since we are considering two one-sided hypotheses, we require for 100(1 — 2a)% simultaneous

intervals

L
P (ﬂ(—W <O +Qo <) | Ho) =aq,
=1

which is equivalent to

L
P(ﬂ(Qal_'YSéZS'Y_QUZ)|HO> =a.

=1

Therefore replacing the unknown X with its estimate 3, then we find C' such that

L
P (ﬂ(cg} §0)|H0> = o

=1

y—C
a1

In order to control the familywise type I error, find the maximum of the @); = to give the adjusted quantile Q.
With that adjustment in place we may now apply the standard procedure for equivalence testing: If all intervals fall
within the previously stated bounds then we reject the null, there is evidence of equivalence. If at least one interval

falls outside the specified range then we fail to reject.



3.1 Example revisited

Since the equivalence margins must be prespecified, a sensible approach is to follow a standard setup of a test for

11 We calculate the log of the ratio of the two parameters, in this case

bio-equivalence such as that described by.
we consider 10g(Crnaz™) — 10g(Crnaz ™) and log(t%(s)) - log(t%(M)) as the derived parameters of interest. The
approximations of the estimates and their variances are calculated using the same methods previously discussed
for superiority testing and simultaneous confidence intervals are calculated using this and the adjusted quantile Q.
We then observe whether the entire confidence interval for this lies between 3 = log(0.8) and 2 = log(1.25), the

standard bio-equivalence margins.

Although testing for equivalence between two sampling methods is of course different to testing for bio-equivalence,
it suffices to use the same equivalence margins as a basis for analysis. Should one wish to be harsher or more lenient
with one’s definition of equivalence, then alternative equivalence margins may be used (with the possibility of taking

71 # —72), however this would not affect any conclusions drawn from simulation results.

The equivalence test is applied to the example dataset using the same candidate models as used previously in the
superiority test. The simultaneous confidence intervals of the log of the ratio of derived parameters are (-0.421 ,0.387)
and (-0.135,0.066) for t1 and Ciaq respectively. The first is clearly outside (log(0.8),log(1.25))==0.223. Hence there
is insufficient evidence to reject the null hypothesis, there is no evidence of equivalence. Although this is possibly

due to the small sample size being used in the trial.

3.2 Simulation Studies

To evaluate the method for testing equivalence more formally, we still wish to simulate data under the null hypothesis
in order to evaluate the type I error rate. To do so we must consider a difference between the parameters and
therefore generate data for each sampling method from the same models but differing parameter values such that
the ratio of one pair of parameters is equal to 0.8, (log(t%(s)) — log(t%(M)) = log(0.8)), and the other equal to 1,
(108(Crnaz™) = 10g(Cprae ™)) = 1). In order to observe the maximal type I error, we use the situation under the

null that is closest to the alternative - that is only one ratio is outside equivalence and that it is on the border.

Identical candidate and data generating models (Models 1 and 2) are used as previously when testing for superiority.
In order to extend the application of the method, we have also evaluated the procedure under the assumption of a
multiplicative error framework. Therefore in addition to the additive error framework we have previously assumed,
we repeat the simulations under the assumption of a multiplicative error framework using the following two candidate
models:

Candidate Model 4: Log Linear with Multiplicative Error
g(7,t) = exp(Byexp(Pit))e, (4)
Candidate Model 5: Log Linear with Multiplicative Error

g(T’ t) = B(l)exp(ﬁlt)ev (5)



where log(e) ~ N(0,02). Model 4 is used in the data generation with o = 0.05.

Using the new rejection criteria, we can observe the coverage. That is we observe the percentage of cases in our
simulation that all intervals do not fall within the equivalence margins. Since this is a two one-sided test procedure,
constructing a 95% confidence interval and assessing its position is equivalent to each one sided test having nominal
level of 2.5%. Therefore since we are only simulating from one side of the null interval, we now expect a type I error

of 2.5% instead of the previous 5%.
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Figure 4: Comparison of observed type I error for varying number of time points and subjects for equivalence testing.
Horizontal dotted lines show error bounds for 10,000 simulations.

Figure 4 show the observed type I error rate using the 2nd order approximation and z quantile for both the additive
and multiplicative error structure. A similar trend presents itself here to previously, with smaller type I error rate
for the smaller numbers of subjects for the case of the additive error structure. For the multiplicative error structure,
only for the small number of subjects and time points does the type I error rate fall below the simulation error

interval.

It is also important to consider the power of the procedure to detect equivalence when the underlying ratio of
parameters is within the equivalence bounds. As an illustration of the difference in power curve of the procedure
between the differing sample sizes when varying the underlying ratio to different values within the equivalence bounds,
Figure 5 shows the curve for 5, 20 and 100 subjects at each time point. For the larger sample sizes the procedure
shows high power in detecting equivalence, however for the smaller numbers of subjects, the power is noticeably

lower.

In order to evaluate further this method for testing for equivalence between the two blood sampling methods,

simulations are also conducted under the assumption of an oral administration of a compound.

10
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Figure 5: Power of procedure for equivalence testing with 5, 20 and 100 subjects at 3 time points.

For candidate models, the following standard one-compartmental oral dose model is used with two different error
structures:

Candidate Model 6: Oral Dose with Multiplicative Error

o) = (D et = e ) e ©)

with € ~ N(0,02).
Candidate Model 7: Oral Dose with Additive Error

ko F' D

ort) = ey T e e ™)

with log(e) ~ N(0,0?).

Candidate model 6 is used for data generation where we take k. = 0.0693, k, = 0.231, V =10, D =500 and F =1
as described by Gibaldi & Perrier,'? assuming the log(e) ~ N(0,02) with o = 0.05. o is chosen larger than that
considered by Lunn & Aarons'® and identical to one example evaluated by Tod et al.'* We believe that this is a
reasonable standard deviation to use in the simulations to ensure the models of the two sampling methods are well
separated. A larger standard deviation would mean the models were less well separated and although the procedure
still works with differing values, this level of variation balances between separating the models well, and being realistic

in terms of the variation expected between subjects at these concentrations.

Possible PK parameters to consider are Ciaz, tmar and AUCs4 and simultaneous inference is performed on all

11



combinations of pairs of these parameters and all three. See Appendix A for the form of these parameters. In the
same process as previously, simulations are conducted to investigate the type I error rate and power of the procedure.
In order to simulate under the null hypothesis, as previously, we generate the data so that the true log ratio of one
PK parameter for the two sampling methods is equal to 0.8 and all others are equal to 1. In these simulations, the
scenario with three time points has been omitted due to insufficient data to fit the more complex model. For the
simulations to investigate the power of the procedure, the true log ratio of one PK parameter for the two sampling

methods is varied between 0.8 and 1, and the scenario with seven time points is considered.

Results show that type I error rate is controlled well for all combinations of these PK parameters, see Tables 3
and 4 in Appendix E. The power is also sufficient for a reasonable sample size. Figure 6 shows the power of the
procedure, indicating that even with only 5 subjects per time point, an adequate power is achieved. For this case,
the multiplicative error candidate model has average weight 0.9 over the 10,000 simulations and the additive error
candidate model had average weight of 0.1. Although these weights are quite different, it is clear that we are not

consistently in the situation where we have weights 1 and 0, supporting the need for the model averaging in the

procedure.
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Figure 6: Power of procedure for equivalence testing with 5, 20 and 100 subjects at 7 time points for an oral
administration of a compound.

Therefore for the purpose of our comparison between microsampling and traditional sampling, the proposed method
for equivalence testing is applicable. Although in some cases conservative for the smaller sample sizes, the type
I error rate is controlled, with expected asymptotic behaviour for the larger sample sizes. An adequate power is
achievable for a sample size that is manageable for a one-off study to confirm equivalence between the two sampling

methods. Hence the suggested procedure provides an effective approach to the considered problem of providing a

12



comparison between microsampling and traditional sampling.

3.3 Extension to Longitudinal Data

Although in these previous studies it is assumed that different subjects are sampled at each time point, extending
to longitudinal data and fitting non linear mixed-effects models can be done without further complication. The
derivations for this extension are not too dissimilar to those for the previous method and therefore are not included
here. The ingredients are essentially the same; we use the estimates and variance matrix for the fixed effects from
the fitted model For the interested reader, we refer you to further details.!®'® We now consider the same subjects
to be sampled at each time point, which may help somewhat to reduce the sample size needed for a realistic power
to detect superiority or equivalence. In this section, sample size now refers to the total number of subjects in the
study. This is an important extension in order to be able to conduct a study with fewer overall subjects to confirm

equivalence between the sampling methods.

One may also wish to use separate models for the two sampling methods instead of combining them in a single model.
This removes the restriction on the residual variances. This is implemented in the following simulations. However,
fitting non linear mixed effects models greatly increases the computational intensity required to conduct simulations
and therefore the number of simulations has been reduced to 1000. For this same reason, the scenario with 1000

subjects has been eliminated from these simulations. A reduced range of time points is also considered.

The population model used is identical to that used in previous simulations for an oral administration of a compound
for both the data generating model and the candidate models. Normally distributive additive random effects are
assigned to V, k. and k, identically for the two sampling methods, with the ratio of the underlying population PK

parameters of interest for each sampling method (AUC and C,,q, in this case) fixed as previously.

It is clear from Figure 7 that the Type I error rate is within simulation error bounds for 100 subjects, and is
conservative when 5 and 10 total subjects are used. Figure 8 shows that even for 5 and 10 total subjects, we achieve
a reasonable power for underlying ratios between 0.9 and 1. Therefore this extension, if physically feasible to collect
such samples, provides a framework that could indeed be used to detect equivalence between the two blood sampling

methods for a small sample size.

4 Discussion

The method by Jensen & Ritz® showed varying performance in terms of coverage in the simulation studies conducted
in the application of comparison of PK parameters. It is noted that these methods® do need adjustment in order to
be applied to our desired setting. However since our choice of designs are different to those discussed® then of course
it is expected to be necessary to make such adjustments. The simulation studies are conducted in order to evaluate
the power and type I error rate of varying designs so that we are able to make recommendations for such a study
needed to detect equivalence of the sampling methods. Some noteworthy relationships between the coverage and the

number of time points and the size of the sample emerged in this analysis.

The use of the second order delta approximation instead of the first order delta approximation showed coverage closer

to 95% in the simulations, and in spite of the increase in computational cost, would be preferred over the first order
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Figure 7: Type I error rate for varying numbers of time points for 5, 10 and 100 total subjects considering AUC and
Cinaz as PK parameters for an oral administration of a compound. Horizontal dotted lines show error bounds for
1000 simulations. (Equivalence testing)

approximation. For the smaller sample sizes that are more representative of the type of studies this methodology
is aimed at, the second order approximation does offer an improvement. For the larger sample sizes, it does not
offer much improvement. However since the smaller sample sizes are typical of such studies, we have continued to

recommend the use of second order approximation.

The extension to equivalence testing gives promising results that this could be applied in the desired setting. The
method can be applied to different error structures and can even be used to account for uncertainty in the error
structure. It can be applied to both simple and complex models, with both giving encouraging results. The simula-
tions also give strong indications of the required sample size for such studies to have the power to detect equivalence

between the two blood sampling methods.

When applied to the example dataset, neither the superiority or equivalence test found evidence to reject the null
hypothesis. Hence with this particular example results were inconclusive, due to the small sample size. However,
if a study were designed for this purpose with the power to detect equivalence, then it is hoped that results will
be useful for the comparison of the two sampling methods. Thus the method developed to detect equivalence is an

advantageous tool in this practical application of comparison between microsampling and standard sampling.

The extension to longitudinal data shows great promise to reduce the total sample size needed for such a study.
However there may be physical restrictions on the collection of such samples using traditional methods. Therefore
one may want to introduce a sparse sampling scheme, where not all subjects are sampled at each time point. This

may provide some middle ground between the two scenarios previously considered, balancing between a practical

14



100

g -+ 5 Subjects ——_—T T T T T -
) — — 10 Subjects -
‘_Cl\___ -
— = L i T I IR I R
r - 2
L] rd -
.gJ_J, g | f-_--
E ’r’ B
(i Rl
(] ot
[ .
o
e
a - ==
I I I I I
0.80 0.85 0.90 0.95 1.00

Ratio

Figure 8: Power of procedure for equivalence testing for 5 time points for 5 and 10 total subjects considering AUC
and Ci,q: as PK parameters for an oral administration of a compound.

total sample size and a practical sampling schedule for each subject in terms of blood volume sampled.

The equivalence margins used are standard for testing for population bioequivalence of a test formulation of a drug
against a reference formulation. However one may want to be more stringent when comparing sampling methods
in order to reduce compounding of error. As a possible extension, one may also want to consider following the
procedure for testing for individual bioequivalence as opposed to population bioequivalence. This may also enforce

stricter conditions on claiming equivalence, which for practical reasons ought to be considered.
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A PK Parameters as Functions of Model Parameters

A.1 For Candidate Model 1

log(2)
t1 = —
2 Bl
Cmaac = BO

A.2 For Candidate Model 2

Cmaz = eXp(BO)

A.3 For Candidate Models 6 and 7

- e () - (et

IOg(ke) * log(ka)
tmaz = Lk _ k

B Sampling Time Points for Simulations

C Derivation of Second Order Approximation

Using the notation defined in Section 2.2, a first order Taylor approximation of f is given by:

f(#) = f(p) + DT (7 — )
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Table 1: Sampling Time Points Used in Simulation Studies

Number of Time Points Time Points
3 (1, 10, 24)
4 (1, 8, 18, 36)
5 (1,7, 14, 21, 36)
6 (1, 6, 12, 18, 24, 36)
7 (1, 4, 8, 12, 18, 24, 36)
8 (1, 3,6, 8, 12, 18, 24, 36)
9 (1,2, 4, 6, 8,12, 18, 24, 36)
10 (1,2, 3,4, 6, 8, 12, 18, 24, 36)

Hence we may approximate the variance of f by:

Var[f(#)] & Var[f (1) + DT (7 — p)]
= Var[D" (7 — p)]
=D"Var[(? — u)|D
=D73(#)D

A second order Taylor approximation of f is given by:
. . 1. N
FF) & f() + DT (F = p) + 5 (7 = ) H(F = )

Since taking the variance of this is not as straightforward as in the first order case, we use that Var[f(7)] =

E[f?(7)] — E?[f(%)] so need to calculate f2(#) and E[f(7)]. Firstly, f2(7) :

P (£00 4 DTG =) + 5 - B -0 )
=72(4) + DT (? — w)(7 — "D + (7 — wTHE — p)(7 — p)"HE — )
£ 270D — ) + ()¢~ p)THG — )+ DT (7 — )7 — ) H — ).

Hence

SP(u)+DT(F —p)(F =) D+ (F — ) H(F — p)(F — p)"H(F — p)

B f() ~ E o s . e (8)
+2f (WD (7 = ) + f()(F = ) BT = p) + DT(F = p)(F = p) " H(T = p).

= f*(w) + DTE(F)D + iE[(f = @) TH(7 = p)(F = ) TH(F = )] + f(u)tr{HE(7)} (9)

= f*(w) + DTE(#)D + i (tr{Hﬁ)(%)})Q + %tr{(Hﬁ?(?))Z} + ()t {HEG)). (10)

Where (9) follows from (8) since the expectations of first and third order moments of normal random variables with

mean 0 is O (the fourth and last terms disappear). By Theorem 10.9.10 from Graybill,!” which states:

Theorem. Let x be an nx 1 vector with distribution N(x : 0, V); let A, B and C be symmetric matrices of constants.

Then
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1. E[(xTAx)(xTBx)] = [tr(AV)][tr(BV)] + 2tr(AVBYV),
2. Cov[xTAx,xTBx] = 2tr(AVBV),

3. Var[xTAx] = 2tr(AV)2.

along with the fact that for these conditions, E[xTAx] = tr(AV), the fifth term from (8 )to (9) follows. The above
theorem provides reasoning for (9) to (10). Now we calculate E[f(7)]:

BIf()] ~ BUf () + DT (7 — ) + (7 — ) TH( — o)
= f(u) + D7 E[(? — )] + 3Bl — w)"H — )]

= () + e {HE()).

Now combining the above:

Var[f (#)] =E[f*(#)] — E*[f(7)]

:f2(u)+DTi](%)D+i tr{Hf](%)}) +§tr{< (¢ ))2}
+ () — P2(0) + P (HE() - ¢ (n(HS(7)))

_DTE(:)D + %tr{(Hi(i—))Q}.

The first part is recognizable as the estimate of the variance for the first order Taylor approximation, and the second

part is therefore the second order part of the approximation.

D Average Bias of Parameter Estimates

Table 2: The average bias of the estimate of the PK parameters. The true values are ¢ 1= 42.80264 and Ciee =
110.9412

# Subjects
5 10 100 1000
# Time Points ¢ 1 Chaz t 1 Crmaz 1t 1 Chaz 1 1 Crmaz
3 0.913 -0.317 0.132 -0.203 -0.591 -0.149 -0.573 -0.0937
4 0.348 -0.211 -0.0657 -0.218 -0.291 -0.192 -0.141 -0.0987
5 0.481 -0.338 0.0809 -0.326 -0.268 -0.233 -0.136 -0.0933
6 0.398 -0.341 -0.0164 -0.279 -0.296 -0.239 -0.150 -0.0856
7 0.157 -0.270 -0.0918 -0.290 -0.327 -0.216 -0.138 -0.0847
8 0.128 -0.272 -0.121 -0.291 -0.333 -0.202 -0.141 -0.0789
9 0.0625 -0.235 -0.143 -0.261 -0.354 -0.182 -0.138 -0.0671
10 0.0128 -0.212 -0.263 -0.196 -0.374 -0.168 -0.149 -0.058
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E Additional Type I Error Rate Results

Table 3: Type I error rate for varying numbers of time points and combinations of PK parameters for an oral
administration of a compound. Error bounds for 10,000 simulations are 2.214 and 2.806 for equivalence testing.

Parameter Combination / # Subjects

AU024 & Oma;c AUO24 & tmaac
# Time Points 5 10 100 1000 5 10 100 1000
4 3.01 2,55 2.28 2.48 2.73 2.75 2.57 2.66
5 2.71 259 261 2.68 2.76  2.63 2.63 2.65
6 293 249 2.36 2.51 2.96 247 247 2.28
7 247 250 2.50 2.30 2.65 2.63 2.63 2.31
8 253 233 280 2.67 2.87 2.60 2.60 2.54
9 2.88 2.9 251 2.64 2.41 239 2.39 2.45
10 298 2.58 236 2.51 2.50 2.65 2.65 2.27

Table 4: Type I error rate for varying numbers of time points and combinations of PK parameters for an oral
administration of a compound. Error bounds for 10,000 simulations are 2.214 and 2.806 for equivalence testing.

Parameter Combination / # Subjects

tmaa: & Cmaw AUC24, Cmaw & tmaw
# Time Points 5 10 100 1000 5 10 100 1000
4 2.53 251 259 215 278 2.66 2.32 2.60
5 2.81 238 253 265 248 2.67 2.43 2.55
6 2.85 259 255 235 267 258 2.58 2.68
7 2.60 250 269 284 244 239 2.60 2.25
8 2.57 257 223 253 258 251 248 2.92
9 2.37 240 226 2.54 234 254 2.65 2.47
10 273 230 280 260 240 240 2.24 2.16
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